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ABSTRACT5

In this work the D3Q19 Hybrid Recursive Regularized Pressure based Lattice Boltzmann Method presented by Farag et al. (2021)6

is assessed for the simulation of complex transonic internal flows. A Lattice Boltzmann solver presented by Jacob et al. (2018) treating7

the mass and momentum conservation equations is coupled with a finite volume scheme for the resolution of the conservative form of the8

total energy equation as shown by Zhao et al. (2020), leading to a fully numerically conservative scheme. The well documented case of9

the high-pressure turbine guide vane cascade with the VKI LS89 profile is examined. To the authors’ knowledge, this is the first numerical10

aero-thermal investigation of this configuration using a Lattice Boltzmann approach. An appropriate numerical domain along with a11

grid refinement technique are used to accommodate a Cartesian grid while ensuring flow periodicity downstream of the cascade in the12

pitch-wise direction. This is verified thanks to the time-averaged profiles of the exit isentropic Mach number and exit isentropic Reynolds13

number. The solid boundary is introduced in the Cartesian grid with a cut-cell immersed boundary technique where the boundary nodes14

of the domain are outside of the solid. An efficient treatment for these nodes is used to accurately represent the near wall flow dynamics.15

An explicit power-law velocity wall model is used to accurately predict the near wall velocities. A logarithmic temperature wall function is16

also added to this method to improve the convective heat transfer estimation on the blade surface. The results of this study are compared17

to experimental and numerical results found in literature, proving the LBM to be a viable approach for compressible internal flows.18

Keywords: Gas turbine, Internal flow, Turbomachinery, Heat transfer, CFD19

NOMENCLATURE20

Roman letters21

𝑓𝑖 Population distribution22

𝑓 𝑖 Modified population for 2nd order accuracy23

𝑐, 𝜏, 𝜔 Lattice velocity, relaxation time, Gaussian weight24

H(𝑘 ) , 𝑎 (𝑛) , 𝑓 Hermite polynomials and moments25

𝜌, 𝑢, 𝑝, 𝑇 Density, velocity, pressure, temperature26

𝐸, 𝑒, 𝐻, 𝑠 Total energy, internal energy, enthalpy, entropy27

Π,R Viscous stress tensor, Reynolds stress tensor28

𝑞, 𝐻𝑤 Heat flux, wall heat transfer coefficient29

𝑘 Wavenumber30

𝐹 Force31

Greek letters32

𝛼, 𝜆 Thermal diffusivity, thermal conductivity33

𝜈, 𝜇 Kinematic viscosity, dynamic viscosity34

𝜎 LB/Finite-difference blending parameter35

𝜒 Spatial wavelength36

Dimensionless groups37

Re Reynolds number38

Pr Prandtl number39
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M Mach number40

𝜃 Non-dimensional temperature41

CFL Courant–Friedrichs–Lewy number42

Superscripts and subscripts43

eq, neq Equilibrium and non-equilibrium44

col Post-collision45

𝛼, 𝛽, 𝛾 Space directions46

FD, FV Finite-difference, finite-volume47

BN Boundary node value48

Ref Interpolated value at reference point49

0, 1, 2 Total, inlet, outlet value50

∞, 𝑤 Free stream and wall value51

𝑖𝑠 Isentropic value52

𝑡, 𝑠𝑐 Turbulent value and shock sensor value53

+, 𝜏 Wall unit and friction value54

1. INTRODUCTION55

The optimal performance of high-pressure turbine vanes in modern gas turbine engines stands as a critical point of interest, driven56

by the ever-increasing demands for higher Turbine Entry Temperature (TET) and overall pressure ratios (OPR) [1]. These advancements,57

while promising in enhancing engine efficiency, bring forth formidable challenges. Computational Fluid Dynamics (CFD) has emerged58

as a powerful tool in understanding the complex flow dynamics and heat transfer phenomena within these turbine components [2].59

Among various turbine blade configurations, the LS89 turbine blade cascade has attracted substantial attention due to its sensitivity60

to turbulence injection and its relevance as a realistic test case, initially studied by Arts et al. in 1990 [3]. Arts et al.’s experimental61

investigation revolved around a highly loaded transonic turbine nozzle guide vane arranged in a linear cascade configuration. Their62

comprehensive measurements, conducted in the von Karman Institute’s Isentropic Light Piston Compression Tube facility, ensured63

fidelity in replicating Mach and Reynolds numbers, as observed in modern aero-engines. The experimental program included various64

measurements, including periodicity checks, blade velocity distribution, convective heat transfer, downstream loss coefficients, exit flow65

angles, and free-stream turbulence intensity and spectrum measurements [3]. This rigorous exploration involved several combinations66

of free-stream flow parameters, examining their relative effects on aerodynamic blade performance and convective heat transfer.67

The challenges in conducting numerical simulations of such configurations are multiple. Accurately predicting boundary layer68

transition, heat transfer, and turbulence effects on the LS89 cascade remains a significant hurdle. Current CFD approaches, such as69

Reynolds-Averaged Navier-Stokes (RANS), Large Eddy Simulation (LES), and Direct Numerical Simulation (DNS), offer differing levels70

of fidelity and computational costs [2]. Flow prediction is a key element in such problems, and today, Large Eddy Simulation (LES) seems71

the most promising CFD approach with the potential to provide better insight into the flow dynamics. LES is expected to yield accurate72

average flow solutions around a blade, showcasing potential for enhanced understanding and predictions. Despite how promising LES73

is, challenges persist in achieving cost-efficient and accurate simulations with the usual Navier-Stokes solvers, especially in capturing74

fine-scale turbulence and intricate flow details. This prompts exploration into alternative methods like the Lattice Boltzmann Method75

(LBM). LBM has emerged as a powerful alternative tool in recent decades. Marié et al. [4] conducted a comparison between LBM and76

high-order Navier-Stokes schemes for computational aeroacoustics and it was found that the LBM is less dissipative than high order77

Navier-Stokes schemes and less dispersive than a second order in space with a 3-step Runge-Kutta scheme in time. Its low dissipation78

properties, together with a simple and easily parallelizable algorithm and an ability to handle complex geometries thanks to immersed79

boundary conditions on a Cartesian mesh have made it competitive for both academic and industrial applications [4–6].80

The VKI LS89 turbine cascade flow has been replicated numerically by a wide variety of CFD methods [7–11]. Though, to the81

authors’ knowledge, no attempt has been made to replicate such a flow problem using a Lattice Boltzmann method. The present work82

was carried out on the ProLB code, a high-fidelity wall-modelled LES LBM solver aimed for simulating complex industrial flows.83

Specifically, a D3Q19 Hybrid Recursive Regularized Pressure based Lattice Boltzmann Method (HRR-𝑝 LBM) presented by Farag et84

al. [12] is used. This consists of a Lattice Boltzmann solver presented by Jacob et al. [13] treating the mass and momentum conservation85

equations, later coupled with a finite volume scheme for the resolution of the non-conservative entropy equation by Guo et al. [14].86

Later, an effort was put to restore conservativity [15] for the case of compressible flows, where Wissocq et al. [16] managed to develop a87

finite-volume scheme, intimately related to the mass and momentum LB fluxes and linearly equivalent to the entropy equation, to solve88

the total energy equation. The conservative nature of this scheme, and its ability to handle flow discontinuities such as shocks, was89

demonstrated by the work of Coratger et al. [17] on external transonic flow problems. The aim of the present work is to improve and90

extend the validity of this method in the case of internal compressible flows. Furthermore, temperature wall-modelling has been added91

to this method to improve the near wall temperature evaluation in order to expand the capabilities of ProLB for aerothermal studies in92

complex industrial flows.93
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This work is organized in the following manner. The hybrid HRR-𝑝 Lattice Boltzmann method with total energy conservation is94

presented in Section 2. In Section 3 the method is applied on different flow configurations of the LS89 cascade and validated against95

experimental and numerical reference data. Finally, some concluding remarks and perspectives will be discussed in Section 4.96

2. LATTICE-BOLTZMANN MODELLING FOR COMPRESSIBLE FLOWS97

2.1 Macroscopic governing equations: Navier-Stokes equations98

In the HRR-𝑝 LBM method [12, 17, 18] a Lattice Boltzmann solver is used for the treatment of the mass and momentum conservation99

equations:100

𝜕𝜌

𝜕𝑡
+ 𝜕𝜌𝑢𝛼

𝜕𝑥𝛼
= 0 (1)

101

𝜕𝜌𝑢𝛼

𝜕𝑡
+
𝜕

[︁
𝜌𝑢𝛼𝑢𝛽 + 𝛿𝛼𝛽 𝑝 − Π𝛼𝛽

]︁
𝜕𝑥𝛽

= 0 (2)

Alongside them the total energy equation in the conservative form is solved by a finite volume/difference (FV/FD) scheme:102

𝜕𝜌𝐸

𝜕𝑡
+ 𝜕𝜌𝐻𝑢𝛼

𝜕𝑥𝛼
=

𝜕Π𝛼𝛽𝑢𝛽

𝜕𝑥𝛼
−
𝜕𝑞𝛽

𝜕𝑥𝛽
(3)

where 𝜌, 𝑢𝛼, 𝑝, 𝐸 are the density, velocity vector, thermodynamic pressure and the total energy of the fluid respectively. The total103

enthalpy reads 𝐻 = 𝐸 + 𝑝/𝜌 = 𝑒 + 1
2𝑢𝛼𝑢𝛼 + 𝑝/𝜌, with 𝑒 = 𝐶𝑣𝑇 the internal energy for an ideal gas and 𝐶𝑣 the specific heat capacity. The104

viscous stress tensor Π𝛼𝛽 and the heat flux 𝑞𝛽 are expressed as:105

Π𝛼𝛽 = 𝜇

(︃
𝜕𝑢𝛼

𝜕𝑥𝛽
+
𝜕𝑢𝛽

𝜕𝑥𝛼
− 𝛿𝛼𝛽

2
3
𝜕𝑢𝛾

𝜕𝑥𝛾

)︃
(4)

106

𝑞𝛽 = −𝜆 𝜕𝑇

𝜕𝑥𝛽
(5)

with 𝜇 and 𝜆 being the dynamic viscosity and thermal conductivity of the fluid. For the closure of the above system, the ideal gas107

equations of state (EoS) is used:108

𝑝 = 𝜌𝑟𝑇 (6)

with 𝑟 = 𝑅/𝑊 the specific gas constant, 𝑅 the universal gas constant and 𝑊 the molecular weight.109

For the hybrid LBM method used in this work, we also introduce a thermodynamic quantity 𝜃 defined as:110

𝜃 =
𝑇

𝑇0
=
𝑟𝑇

𝑐2
𝑠

(7)

which represents the ratio of the thermodynamic perfect gas pressure to the classical athermal LBM pressure 𝑝 = 𝜌𝑐2
𝑠 . Attention must be111

drawn to the fact that 𝑐𝑠 is a constant characteristic lattice velocity, 𝑐𝑠 ≡ Δ𝑥/(
√

3Δ𝑡), not to be confused with the temperature-dependent112

physical sound speed defined as 𝑎2
𝑠 = 𝛾𝑟𝑇 .113

2.2 Lattice Boltzmann model for mass and momentum conservation114

The LB framework is based on the kinetic theory of gases at a mesoscopic scale [6], where the fluid is represented in a discrete115

manner through the particle distribution function 𝑓𝑖 (x, c𝑖 , 𝑡), depending on the position x, a finite discrete set of 𝑄 particle velocities c𝑖116

and time 𝑡, with 𝑖 ∈ [0, 𝑄 − 1]. This pressure based method relies on a D3Q19 lattice with a distribution function 𝑓𝑖 defined such that117

the moments of the equilibrium distribution function 𝑓
eq
𝑖

satisfy the following relations:118 ∑︂
𝑖

𝑓
eq
𝑖

= 𝜌 (8)∑︂
𝑖

𝑐𝑖𝛼 𝑓
eq
𝑖

= 𝜌𝑢𝛼 (9)∑︂
𝑖

𝑐𝑖𝛼𝑐𝑖𝛽 𝑓
eq
𝑖

= 𝜌𝑢𝛼𝑢𝛽 + 𝜌𝜃𝑐2
𝑠𝛿𝛼𝛽 (10)

which obeys a classical single relaxation time evolution, based on the Bhatnagar-Gross-Krook (BGK) model [19], through the Lattice119

Boltzmann Equation (LBE) with a stream-collide splitting between advection and collision steps. In the absence of external forces the120

LBE reads:121
𝜕 𝑓𝑖

𝜕𝑡
+ 𝑐𝑖𝛼

𝜕 𝑓𝑖

𝜕𝑥𝛼
= −1

𝜏
( 𝑓𝑖 − 𝑓

eq,19𝑟
𝑖

) + 𝐹𝑖 (11)

3



where 𝜏 = 𝜇/(𝜌𝑐2
𝑠) is the relaxation time toward equilibrium and 𝐹𝑖 an arbitrary force.122

Before the collision procedure, the macroscopic variables 𝜌(𝑡 + Δ𝑡, x) and (𝜌𝑢𝛼) (𝑡 + Δ𝑡, x) need to be updated based on the post-123

streaming populations 𝑓𝑖 of the previous time-step. In parallel, the scalar energy equation is advanced by a FV scheme as shown in124

Section 2.3, allowing us to compute the energy at the next time step as well as the temperature:125

𝑇 = (𝐸 − 1
2
𝑢𝛼𝑢𝛼)/𝐶𝑣 (12)

A Crank–Nicolson like scheme is used to discretize the LBE in space and time [6]. To remove the implicit treatment of the equation126

and retain second-order accuracy in time, a new distribution and relaxation time are defined as:127

𝑓 𝑖 = 𝑓𝑖 −
Δ𝑡

2𝜏
( 𝑓 eq

𝑖
− 𝑓𝑖) −

Δ𝑡

2
𝐹𝑖 (13)

128
𝜏 = 𝜏 + Δ𝑡/2 (14)

The post-collision distribution 𝑓
col
𝑖 at time-step 𝑡 + Δ𝑡 is evaluated as:129

𝑓
col
𝑖 = 𝑓

eq
𝑖

+
(︃
1 − Δ𝑡

𝜏

)︃
𝑓

neq
𝑖 + Δ𝑡

2
𝐹𝑐
𝑖 (15)

Equation 15 brings the populations 𝑓𝑖 back to a modified pressure based equilibrium distribution 𝑓
eq
𝑖

evaluated from its projection130

onto the D3Q19 rotational symmetry basis of Gauss-Hermite polynomials up to third order:131

𝑓
eq
𝑖

= 𝜔𝑖

[︄
𝜌 + 𝜔𝑖 − 𝛿0𝑖

𝜔𝑖

𝜌(𝜃 − 1) +
H

(1)
𝑖𝛼

𝑐2
𝑠

𝜌𝑢𝛼

+
H

(2)
𝑖𝛼𝛽

2𝑐4
𝑠

𝜌𝑢𝛼𝑢𝛽 +
H

(3𝑟 )
𝑖𝛾

6𝑐6
𝑠

𝜌𝑢𝛼𝑢𝛽𝑢𝛾

]︄ (16)

where 𝜔𝑖 is the Gaussian weight associated with the discrete velocity c𝑖 . The unusual Kronecker 𝛿0𝑖 serves to make this model equivalent132

to the classical density-based LB model with additional information projected onto fourth order polynomials [18]. A hybrid recursive133

regularized collision (HRR) kernel [13] is implemented to recover a correct viscous stress tensor. A regularized distribution function is134

introduced prior to the collision step through recomputing the off-equilibrium distribution 𝑓
neq
𝑖 for the viscous tensor are evaluated as:135

𝑓
neq
𝑖 = 𝜔𝑖

⎡⎢⎢⎢⎢⎣
H

(2)
𝑖𝛼𝛽

2𝑐4
𝑠

�̃�
(2) , neq
𝛼𝛽

+
H

(3𝑟 )
𝑖𝛼𝛽𝛾

6𝑐6
𝑠

𝑎
(3𝑟 ) , neq
𝛼𝛽𝛾

⎤⎥⎥⎥⎥⎦ (17)

where the third order off-equilibrium 𝑎
(3𝑟 ) , neq
𝛼𝛽𝛾

is recursively derived. Further details about the collision operation and the Gauss-136

Hermite polynomials are presented in Appendix A of Ref. [18]. The forcing term 𝐹𝑐
𝑖

is needed to enforce conservativity by balancing137

the errors induced by the truncation of the polynomial expansion of the Maxweillian and the quadrature error associated with the138

lattice [12, 15, 20, 21]. Its evaluation is based on the formulation presented in Ref. [18].139

In the HRR kernel the off-equilibrium stress tensor �̃� (2) , neq
𝛼𝛽

is computed as a combination of two contributions. The first is evaluated140

by the direct projection of the non-equilibium distribution function:141

𝑎
(2) , neq, PR
𝛼𝛽

= H
(2)
𝑖𝛼𝛽

𝑓
neq
𝑖 (18)

The second is the evaluated Navier-Stokes viscous stress tensor by a FD scheme (2nd order in the core of the fluid and decentered 1st142

order at the boundary nodes):143

𝑎
(2) , neq, FD
𝛼𝛽

= −𝜌𝑐2
𝑠𝜏

(︃
𝜕𝑢𝛼

𝜕𝑥𝛽
+
𝜕𝑢𝛽

𝜕𝑥𝛼
− 𝛿𝛼𝛽

2
3
𝜕𝑢𝛾

𝜕𝑥𝛾

)︃
(19)

The final stress tensor can then be expressed as a blending of these two contributions:144

�̃�
(2) , neq
𝛼𝛽

= 𝜎

[︃
𝑎
(2) , neq, PR
𝛼𝛽

−
𝛿𝛼𝛽

3
𝑎
(2) , neq, PR
𝛾𝛾

]︃
+ (1 − 𝜎) 𝑎 (2) , neq, FD

𝛼𝛽

(20)

with 𝜎 ∈ [0, 1] a free parameter. Using the traceless Lattice Boltzmann stress tensor improves the numerical stability by filtering an145

additional non-hydrodynamic mode [13, 16].146

Finally, streaming the collision population 𝑓 col
𝑖

at time-step 𝑡 to the neighbor lattice points we obtain the following post-streaming147

population:148

𝑓 𝑖 (𝑡 + Δ𝑡, x) = 𝑓
col
𝑖 (𝑡, x − c𝑖Δ𝑡) (21)

which constitutes the base for the next time-step calculations, closing a collision-streaming iteration.149
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2.3 Finite Volume scheme for energy conservation150

The present method is based on a hybrid segregated method where the temperature fluctuations are not considered in the LB solver,151

but solved by a separate finite-volume form of the energy equation. Usually the non-conservative advection equation of the entropy is152

used as it is a characteristic variable of the Euler system153

𝜕𝑠

𝜕𝑡
+ 𝑢𝛼

𝜕𝑠

𝜕𝑥𝛼
= 0 (22)

which after a linearity assumption is completely decoupled from the isothermal LB scheme for mass and momentum. But this formulation154

is not conservative, hence not a suitable choice for handling discontinuities [15].155

To remedy that while keeping the advantages of the entropy equation, a total energy equation has been proposed by Ref. [16] based156

on a linear equivalence with Eq. 22. The LB scheme is also expressed under a FV form involving fluxes, which are introduced in the157

total energy equation as numerical corrections. The left hand side (LHS) of Eq. 3 can be expressed as:158

𝛿(𝜌𝐸)
𝛿𝑡

+
𝛿𝐹

𝜌𝐸

x+Δ𝑥𝛼/2
𝛿𝑥𝛼

= 0 (23)

where 𝛿 is an operator denoting a discrete scheme. The term 𝐹
𝜙

x+Δ𝑥𝛼/2 represents the inter-cell flux of a variable 𝜙 in a FV scheme159

between the cells with centers at positions x and x + Δx. The total energy flux reads:160

𝐹
𝜌𝐸

x+Δ𝑥𝛼/2 = Fx+Δ𝑥𝛼/2 (𝜌𝐻𝑢𝛼)⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏞
Total energy flux

+ (ℎ − 𝜅)
[︂
𝐹
𝜌

x+Δ𝑥𝛼/2 − Fx+Δ𝑥𝛼/2 (𝜌𝑢𝛼)
]︂

⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄⏞
M

+ 𝑢𝛽

[︂
𝐹
𝜌𝑢𝛽

x+Δ𝑥𝛼/2 − Fx+Δ𝑥𝛼/2 (𝜌𝑢𝛼𝑢𝛽 + 𝑝𝛿𝛼𝛽)
]︂

⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏞
P

(24)

The fluxes 𝐹
𝜌

x+Δ𝑥𝛼/2 and 𝐹
𝜌𝑢𝛽

x+Δ𝑥𝛼/2 along the 3 Cartesian directions are directly computed from the LB scheme fluxes over the 𝑄161

discrete lattice directions. The interested reader can read Ref. [16] for the exact relationship on the D3Q19 lattice used. The fluxes162

Fx+Δ𝑥𝛼/2 (𝜓) represent a linear function of the scalar field 𝜓 in such a way that Fx+Δ𝑥𝛼/2 (𝜓) = 𝜓 + 𝑂 (Δ𝑥). This function depends on163

the entropy scheme that one wants to mimic, in particular its spatial derivative. In this work the MUSCL-Hancock scheme has been164

adopted, as presented in Appendix C of Ref. [17]. Taking a look at the RHS terms of Eq. 24, the first is simply the total energy flux165

𝜌𝐻𝑢𝛼 discretized by the linear scheme Fx+Δ𝑥𝛼/2. The term M serves to restore the consistency between the total energy scheme and the166

mass conservation discretized by a different scheme (LB scheme). The third terms restores consistency between the total energy scheme167

and the discrete momentum equation. It is also shown that in the low-Knudsen limit P ≈ −𝑢𝛽Π𝛼𝛽 + 𝑂 (Δ𝑥). This term contributes for168

the viscous heat effects appearing in the Navier-Stokes equation. Wissocq et al. [16] argued that thanks to this implicit contribution, the169

viscous heat term in the RHS of Eq. 3 does not need to be explicitly computed. Finally, to extend this energy scheme to viscous flows,170

one simply needs to replace the "Euler" flux in Eq. 23 by the Navier-Stokes flux by discretizing the conduction term of Eq. 3:171

𝐹
𝜌𝐸,NS
x+Δ𝑥𝛼/2 = 𝐹

𝜌𝐸

x+Δ𝑥𝛼/2 − 𝜆
𝛿 𝑇x+Δ𝑥𝛼
𝛿𝑥𝛼

(25)

2.4 Sub-grid turbulence model172

In the Large-Eddy Simulation (LES) approach, part of the turbulent spectrum, i.e. the larger eddies, are resolved while the smallest173

vortical structures are modelled. Essentially, the scale separation is achieved by applying a low-pass filter for the turbulence. In the174

momentum filtered equation the sub-grid scale Reynolds stress tensor R𝛼𝛽 = 𝜌(̃︄𝑢𝛼𝑢𝛽 − �̃�𝛼�̃�𝛽) appears, which is unresolved and needs175

to be modeled. In this work, the model proposed by Vreman in Ref. [22] is used based on the Boussinesq approximation, where:176

R𝛼𝛽 − 1
3
R𝛾𝛾𝛿𝛼𝛽 = −2𝜇𝑡

(︃˜︁𝑆𝛼𝛽 − 1
3
˜︁𝑆𝛾𝛾𝛿𝛼𝛽)︃ (26)

with ˜︁𝑆𝛼𝛽 = 1
2

(︂
𝜕�̃�𝛼
𝜕𝑥𝛽

+ 𝜕�̃�𝛽

𝜕𝑥𝛼

)︂
. The sub-grid scale eddy viscosity is modeled as:177

𝜇𝑡 = 2.5 𝜌𝐶2
𝑠

√︄
𝐵𝛽

𝛼𝑖 𝑗𝛼𝑖 𝑗

(27)

5



where:178

𝛼𝑖 𝑗 =
𝜕�̃�𝑗

𝜕𝑥𝑖
, 𝛽𝑖 𝑗 = Δ2

𝑚𝛼𝑚𝑖𝛼𝑚𝑗

𝐵𝛽 = 𝛽11𝛽22 − 𝛽2
12 + 𝛽11𝛽33 − 𝛽2

13 + 𝛽22𝛽33 − 𝛽2
23

(28)

and 𝐶𝑠 is the Smagorinsky constant [23]. This model has been shown to be more accurate than the Smagorinsky model and as good179

as the standard dynamic model of Germano et al. [24] for transitional and turbulent flows. Effectively, in LBM this is equivalent to180

modifying the relaxation time by taking into account the added eddy viscosity:181

𝜏 =
Δ𝑡

2
+ 𝜇 + 𝜇𝑡

𝜌𝑐2
𝑠

(29)

A sub-grid scale thermal conductivity has also been defined as:182

𝜆𝑡 = 𝜇𝑡𝑐𝑝/Pr𝑡 (30)

2.5 Shock capturing183

Shock capturing techniques aim to automatically mitigate the Gibbs phenomenon [25], reducing the oscillations created near184

discontinuities. These methods leverage the effects of dissipative mechanisms on shocks [26], employing artificial dissipation via an185

added numerical viscosity in the conservation equations to enhance shock thickness, making it comparable to the local mesh size. To186

detect shocks accurately, a shock sensor based on the Jameson-Schmidt-Turkel (JST) scheme [27] is employed:187

𝜈𝑠𝑐 =

|︁|︁|︁|︁ 𝜌𝑖−1 − 2𝜌𝑖 + 𝜌𝑖+1
𝜌𝑖−1 + 2𝜌𝑖 + 𝜌𝑖+1

|︁|︁|︁|︁ (31)

After summation over all space dimensions this term is multiplied by a free parameter 𝑠𝑠𝑐 and added as an artificial viscosity to the188

relaxation time:189

𝜏 =
Δ𝑡

2
+ 𝜇 + 𝜇𝑡 + 𝜌𝜈𝑠𝑐𝑠𝑠𝑐

𝜌𝑐2
𝑠

(32)

2.6 Explicit power-law velocity wall model in LBM190

The wall model used in this work is based on the one-seventh power-law introduced by Prandtl. The exponent of 1/7 has been used191

recently by various authors for LES [28–30]. The equilibrium power-law model used is defined as in Ref. [30] and Ref. [31].192

𝑢+ =

{︄
𝑦+ if 𝑦+ ≤ 𝑦+𝑐
𝐴 (𝑦+)𝐵 if 𝑦+ ≥ 𝑦+𝑐

(33)

with 𝐵 = 1/7. 𝑦+ = 11.81 is the scaled height of the viscous sub-layer [32]. By the continuity of the velocity profile at 𝑦+𝑐 we can deduce193

that 𝐴 = (𝑦+𝑐)1−𝐵 ≈ 8.3. Taking into consideration the following relations:194

𝑢+ =
𝑢𝑡

𝑢𝜏
and 𝑦+ =

𝑦𝑢𝜏

𝜈
(34)

where 𝑢𝑡 is only the tangential velocity component, we can obtain an explicit formula for the friction velocity 𝑢𝜏 at a distance 𝑦 from the195

wall (in non scaled units):196

𝑢𝑡

𝑢𝜏
= 𝐴

(︂ 𝑦𝑢𝜏
𝜈

)︂𝐵
(35)

leading to the explicit relation:197

𝑢𝜏 = 𝑢
1

1+𝐵
𝑡 𝐴

−1
1+𝐵 𝑦

−𝐵
1+𝐵 𝜈

𝐵
1+𝐵 (36)

At this point, it should be reminded that in this LBM approach we use a cut-cell immersed boundary method with a Cartesian grid198

whose points are defined only in the fluid domain. For such configurations, Ref. [33] proposes to use a model to mimic a body-fitted grid.199

In order to reconstruct the velocity at the boundary nodes based on a wall model, we need to define a fictitious point on the wall normal200

line that passing through the boundary node at an arbitrary distance from the wall surface as shown in Fig. 1. This point is placed 2.5Δ𝑥201

from the wall, Δ𝑥 being the local mesh size near the wall. All quantities found on this point are followed by the subscript Ref and are202

computed by an Inverse Distance Weighting (IDW) interpolation from the surrounding fluid nodes. The previous combination of linear203

and power-law models is used on the fictitious reference point Ref:204

𝑢+Ref =

⎧⎪⎪⎨⎪⎪⎩
𝑦+Ref if 𝑦+Ref ≤ 𝑦+𝑐

𝐴

(︂
𝑦+Ref

)︂𝐵
if 𝑦+Ref ≥ 𝑦+𝑐

(37)
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FIGURE 1: NEAR-WALL TREATMENT SCHEME IN LBM.⋆: BOUNDARY NODE, • : REFERENCE POINT AT A DISTANCE OF 2.5∆x
FROM THE WALL, ♦: CONTRIBUTING NODES FOR INTERPOLATION

If 𝑦+Ref ≤ 𝑦+𝑐, it implies that both the reference point and the boundary node are within the viscous sub-layer, hence:205

𝑢𝑡 ,BN

𝑢𝑡 ,Ref
=

𝑦BN

𝑦Ref
⇔ 𝑢𝑡 ,BN = 𝑢𝑡 ,Ref

𝑦BN

𝑦Ref
(38)

If 𝑦+Ref ≥ 𝑦+𝑐, we can assume that the boundary node is also in the power-law region.206

𝑢𝑡 ,BN

𝑢𝑡 ,Ref
=

(︃
𝑦BN

𝑦Ref

)︃𝐵
⇔ 𝑢𝑡 ,BN = 𝑢𝑡 ,Ref

(︃
𝑦BN

𝑦Ref

)︃𝐵
(39)

Effectively, by dividing the expression of 𝑢+ at the boundary node, from Eq. 33, by its expression at the reference point, from Eq. 37, we207

manage to obtain directly the non-scaled tangential velocity at the boundary node 𝑢𝑡 ,BN without the need to compute the friction velocity208

𝑢𝜏 at all. This solution offers a very simple to implement wall model for Cartesian grids.209

2.7 Thermal wall law210

The thermal wall law adopted in this work is based on the Kader temperature wall function found in Ref. [34, 35], which represents211

a unified model for both the linear profile in the viscous sub-layer and the logarithmic profile in the inertial zone. This addition serves212

to better predict the temperature on the boundary nodes, along with the wall heat transfer, without having to fully resolve the turbulent213

thermal boundary layer.214

The non-dimensional temperature is first evaluated at the Ref point:215

𝑇+
Ref = Pr 𝑦+Ref exp (−Γ)

+
[︃
Pr𝑡
0.4

ln(1 + 𝑦+Ref) + 𝛽𝑇

]︃
exp (−1/Γ)

(40)

where Γ =
0.01(Pr𝑦+ )4

1+5Pr3𝑦+ , 𝛽𝑇 = (3.85Pr1/3 − 1.3)2 + 2.12 ln(Pr) and Pr𝑡 = 0.85.216

Then the friction temperature 𝑇𝜏 is evaluated as:217

𝑇𝜏 = (𝑇𝑤 − 𝑇Ref)/𝑇+
Ref (41)

The non-dimensional temperature at the boundary node𝑇+
BN can be computed based on 𝑦+BN through Eq. 40 and finally the temperature218

at the boundary node is estimated as:219

𝑇BN = 𝑇𝑤 − 𝑇𝜏𝑇
+
BN (42)

220
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Isothermal wall � law

FIGURE 2: COMPUTATIONAL DOMAIN AND BOUNDARY CONDITIONS

TABLE 1: FLOW CONFIGURATIONS

Case 𝑃0 [bar] 𝑇0 [K] 𝑇𝑤 [K] 𝑀2,𝑖𝑠 𝑅𝑒2,𝑖𝑠

MUR129 1.849 409.2 297.75 0.84 1.13×106

MUR44 1.433 421.8 300.00 0.84 1.00×106

MUR47 1.596 418.0 300.00 1.02 1.00×106

3. APPLICATION ON THE LS89 CASCADE221

3.1 Numerical set-up222

The HRR-𝑝 model described in the previous section is applied to the internal compressible flow of the VKI LS89 turbine blade223

cascade. The usual way to generate the computational domain is to simulate one blade and expand the domain of half a pitch length224

(𝑔/2) in both directions along the blade chord 𝑐, so that the domain follows the streamlines of the flow. In LBM, however, it is hard225

to implement periodic boundary conditions (BC) on curved boundaries due to the Cartesian mesh. Thus a rectangular domain is used226

with periodic top and bottom boundaries. The height of the domain is equal to two pitch lengths (2𝑔). The domain is shown in Fig. 2227

specifying its dimensions and the BC surfaces. The blade chord is 𝑐 = 67.647mm, its projection on the horizontal axis is 𝑐𝑥 = 36.461mm228

and the pitch is 𝑔 = 0.85𝑐. The inlet BC imposes the total pressure 𝑃0, total temperature 𝑇0 and direction of the incoming flow [36, 37]229

while at the outlet the far-field static pressure is imposed along with a viscous sponge layer, which modifies directly the value of 𝜏 in230

Eq. 15, to allow the outgoing waves to leave the domain while dampening any reflections. Finally at the blade walls, wall-modelling is231

used for the velocity (Section 2.6) and the temperature (Section 2.7).232

The domains used include 𝑁 = {1, 2, 3} refinement levels near the blades and their wakes where the local grid spacing is equal to233

Δ𝑥𝑁 = Δ𝑦𝑁 = Δ𝑧𝑁 = 5 × 10−4/2𝑁 m. The span of the domain is equal to Δ𝑧0, effectively rendering the simulation to a 2-dimensional234

flow. In literature, the usual approach of simulating this configuration is with wall-resolved meshes (either RANS or LES [8, 9]), i.e. with235

Δ𝑦+ ≈ 1. This can be computationally expensive resulting in a large number of computational elements in the mesh. On the contrary, the236

present work was carried out on the ProLB code, a high-fidelity wall-modelled LES solver aimed for predicting industrial flow problems237

around complex geometries. The main objective is to achieve accurate predictions on the dynamics of the fluid, while maintaining238

competitive turnaround times. Thus, the use of a larger grid spacing along with the use of near-wall modelling is favoured in this study.239

The average 𝑦+ value measured at the boundary nodes along the blade surface 𝑠 for the 3 refinement levels are 71, 40 and 22 respectively.240

The curvilinear abscissa 𝑠 represents the blade surface, where 𝑠 = 0 is the leading edge (LE), 𝑠 = [−60, 0] is the pressure side from the241

trailing edge (TE) to the LE and 𝑠 = [0, 80] is the suction side from the LE to the TE. The local time step is calculated based on a CFL242

of 0.15 as Δ𝑡𝑁 = CFL × Δ𝑥𝑁/|𝑢∞ +
√
𝛾𝑟𝑇∞ |, since values higher than 0.2 cause stability issues. The LB/FD blending parameter for the243

off-equilibrium populations is set to 𝜎 = 0.95. The simulations initially ran for 30 convective flow-through periods 𝑇𝑐 = 𝑐/𝑈∞, based on244

the upstream velocity 𝑈∞ = 60.7 m/s and the blade chord length 𝑐, until a converged state was reached and statistics were gathered over245

15 additional periods. The cases examined in this work had a free-stream turbulence intensity of 𝑇𝑢 ≤ 1% in the experiments of Arts.246

In numerical simulations such a low value barely influences the flow profile and can be safely omitted by setting 𝑇𝑢 = 0%. The specific247
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TABLE 2: MUR129 COMPUTATIONAL SET-UP, CPU HOURS PER CHORD FLOW-THROUGH PERIOD AND REDUCED COMPUTA-
TIONAL TIME FOR DIFFERENT GRID RESOLUTIONS

𝑁 𝑐/Δ𝑥𝑁 𝑁nodes 𝑁CPU hCPU/𝑇𝑐 RCT [𝜇s]

1 270 2.58×105 32 4.29 4.26
2 540 1.14×106 48 42.1 4.73
3 1080 1.40×106 80 65.7 3.01

TABLE 3: MUR129 EXIT FLOW CONDITION ERRORS FOR DIFFERENT GRID RESOLUTIONS

𝑁 𝑀2,𝑖𝑠 𝑅𝑒2,𝑖𝑠 𝜀(𝑀2,𝑖𝑠) 𝜀(𝑅𝑒2,𝑖𝑠)
1 0.839 1.137×106 0.062 % 0.116 %
2 0.840 1.138×106 0.037 % 0.258 %
3 0.842 1.140×106 0.233 % 0.380 %

flow configurations for the cases examined in this work can be found in Table 1.248

3.2 Aerodynamic study249

A grid-convergence study was carried out for the MUR129 case on three grid resolutions (𝑁 = {1, 2, 3}), where the mean aerodynamic250

quantities of interest where examined. Table 2 lists the near wall grid spacing, the total number of grid points, the number of CPU251

processors used, the CPU hour cost per convective flow-through period and the reduced computational cost in 𝜇s/Niter/Nnodes for each252

grid resolution.253

First, we need to verify that the exit flow conditions match well with the experimental ones. The downstream static pressure 𝑃2254

measurements are taken on a plane parallel to the TE, at 𝑥 = 1.4𝑐𝑥 . Then, the isentropic Mach number can be computed based on the255

upstream total pressure 𝑃0, as:256

𝑀𝑖𝑠 =

⌜⃓⎷
2

𝛾 − 1

(︄(︃
𝑃0
𝑃

)︃ 𝛾−1
𝛾

− 1

)︄
(43)

where 𝑃 is the static pressure, along with the local Reynolds number 𝑅𝑒𝑖𝑠 = 𝑎𝑠𝑀𝑖𝑠𝑐/𝜈. Table 3 demonstrates that for all grid resolutions257

both the 𝑀2,𝑖𝑠 error and the 𝑅𝑒2,𝑖𝑠 error remain less than 1% compared to the experimental values reported in Ref. [3]. Figure 3 shows258

their evolution along the pitch direction for 𝑁 = 1, which also serves to verify the periodicity of the flow.259

The isentropic Mach number evolution along the surface of the blade is also plotted in Fig. 4 for the grid resolutions of 𝑁 = 1 and260

𝑁 = 3, compared to wall resolved LES results from the study in Ref. [10]. It should be noted that the simulation results are almost261

identical for both grid resolutions. Further examining the results, the stagnation point is well placed at 𝑠 = 0 mm where 𝑃0/𝑃 = 1. On262

the suction side, from the LE up to 𝑠 = 20 mm the flow steeply accelerates along the surface. Then, up to 𝑠 = 30 mm a slight plateau is263

observed. A slight re-acceleration after 𝑠 = 30 mm is reported followed by a rather flat evolution of the velocity distribution due to the264

presence of a weak adverse pressure gradient (APG) starting after 𝑠 = 40 mm. The HRR-𝑝 method predicts the second acceleration and265

the evolution of 𝑀𝑖𝑠 approaching the TE. The APG, which we manage to predict, is sufficiently weak so that no specific correction is266

needed to the velocity wall model. Along the pressure side, the velocity distribution varies smoothly, with no existence of a velocity peak267

downstream of the leading edge, matching perfectly with the reference numerical values. This also corresponds well to the experimental268

observations of Arts et al. [3] where, for the cases of low-intensity free-stream turbulence, the boundary layer remains in a laminar state.269

At this point, the authors would like to address the oscillations observed in Fig. 4 caused by pressure oscillations at the wall in the270

region of 𝑠 = [15, 40] mm. These are non-physical artifacts from the LB solver linked to the stair-case effect due to the Cartesian grid271

around curved boundaries. A frequency analysis (not shown in this work) points at a direct link between the wave number 𝑘 = 2𝜋/𝜒,272

where 𝜒 is the wavelength of the oscillations, and the grid spacing Δ𝑥0 such that 𝑘Δ𝑥0 = 2𝑁 . For each grid resolution there are 𝑁273

dominant wave numbers, with corresponding wavelengths 𝜒𝑗 = 2𝜋Δ𝑥0/2 𝑗 , 𝑗 ∈ [1, ..., 𝑁].274

Having validated that 𝑁 = 1 is sufficient for the estimation of mean aerodynamic quantities, this resolution was used to predict the275

flow of the subsonic MUR44 and transonic MUR47 cases. According to the experimental observations of Arts et al. [3], the evolution of276

the isentropic Mach number along the blade for the MUR44 configuration is almost identical to that of MUR129. In this case we observe277

again a very good agreement between the predicted values and the experimental data. In the MUR47 configuration, the isentropic Mach278

number evolution is similar to that of the MUR129 case, except for the fact that instead of plateauing after 𝑠 = 40 mm, the fluid accelerates279

further leading to a shock formation around 𝑠 = [65, 75] mm. Figure 5 shows that for 𝑠 = [−60, 35] mm, the 𝑀𝑖𝑠 is predicted perfectly.280

Similar to MUR129, our method suffers from some non-physical oscillations around 𝑠 = [20, 45] mm. The large peak around 𝑠 = 35 mm281

seems to be influenced by the high velocities at the trailing edge of the upper blade of the cascade, as it can be seen in Fig. 6. With higher282

grid resolution this peak should become less pronounced. After 𝑠 = 40 mm the fluid successfully accelerates to 𝑀𝑖𝑠 > 1, despite the283
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small oscillations, and finally the shock position is well-predicted near 𝑠 = 70 mm. These observations can be further supported by the284

mean numerical Schlieren field, ln(1+ | ∇𝜌 |), in Fig. 6, where the iso-value contour of 𝑀𝑖𝑠 = 1 is also plotted.285

3.3 Heat transfer study286

In the current work, the near-wall heat transfer 𝑞𝑤 is calculated between the wall and a fictitious point, defined in the same way as287

the Ref point, at a distance of Δ𝑥 from the wall as follows:288

𝑞𝑤 = −𝜌𝑐𝑝 (𝛼 + 𝛼𝑡 )
(𝑇Δ𝑥 − 𝑇𝑤)

Δ𝑥
(44)

where 𝛼 = 𝜈/Pr and 𝛼𝑡 = 𝜈𝑡/Pr𝑡 are the molecular and turbulent thermal diffusivity respectively, with a constant Prandtl number for air289

equal to 0.7, and 0.85 for the turbulent Prandtl number. The predicted results are compared to the reference data through the wall heat290

transfer coefficient:291

𝐻𝑤 =
𝑞𝑤

(𝑇𝑤 − 𝑇0)
(45)

Figure 7 shows the evolution of 𝐻𝑤 along the blade surface of the MUR129 case, compared the experimental measurements of292

Arts et al. [3].293

It can be seen that at the pressure side, the predicted heat transfer coefficient agrees with the experimental values. This is the294

case due to the relatively well resolved thin laminar boundary layer developed, where a linear behaviour of the flow quantities can be295
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observed. On the suction side the flow is a lot more complex with the existence of a much thicker turbulent boundary layer, where highly296

non-linear effects dominate the flow and viscous heating is non-negligible. The thermal wall law used manages to predict relatively297

well the stagnation point and even the initial region of the suction side (𝑠 = [0, 30] mm) where the boundary curvature is significant.298

Although, the heat transfer coefficient also suffers from strong non-physical oscillations in the region of 𝑠 = [15, 40] mm. In the region299

of the adverse pressure gradient (𝑠 > 40 mm) the temperature model falls short in predicting 𝐻𝑤. The exact source of error is not clear300

yet. It is observed that the turbulent thermal boundary layer was much thicker than expected, and the temperature at the first few near-wall301

nodes is very close to the wall temperature 𝑇𝑤. It is possible that a more elaborate model for the turbulent diffusivity, compared to Eq. 30,302

is needed to accurately represent the turbulent mixing contribution −˜︃𝑣′𝑇 ′.303

4. CONCLUSION304

The aim of this work was to implement a hybrid recursive regularized pressure based (HRR-𝑝) Lattice Boltzmann method, coupled305

with velocity and temperature wall models, to the compressible internal flow of the LS89 turbine vane cascade. LBM has proven an306

attractive alternative to usual simulation methods, but has yet to be applied on this type of flow problems. First, the 2D MUR129 case307

is examined with multiple grid resolution levels, where the mean exit flow conditions are very well predicted compared to experimental308

values, even for the coarser grid with 𝑐/Δ𝑥 = 270. On the blade, the mean isentropic Mach number is also very well predicted. Similar309

results were found for the MUR44 case. In the transonic MUR47 case the method was able to predict very well the position of the shock310

on a very coarse grid. In all of these studies, less than 1.5 × 106 computational nodes where necessary in the mesh thanks to the use of311

wall-modelling, which is very promising for the extension of this study to a 3D configuration. A heat transfer study is also conducted312

on the MUR129 case, where the coupling of a thermal wall model with the HRR-𝑝 method is tested. The heat transfer coefficient is313

predicted very well on the blade, except for the turbulent region on the suction side with the adverse pressure gradient, where the heat314
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transfer is under-predicted. Although, the cause of this underestimation is not clear yet.315

The main axes of improvement were made clear during this work and are in active development:316

• Reduction of the non-physical oscillations of the pressure near the suction-side wall.317

• Further investigation and validation of the turbulent diffusivity model in order to improve the heat transfer estimation at the turbulent318

zone of 𝑠 > 35 mm.319

Future work will focus on improving the near-wall predictions, as well as applying the Wall-Modelled HRR-𝑝 LB method to a wide320

variety of complex transonic flow configurations.321
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