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ABSTRACT
In this work, we present an Integer Linear Programming (ILP)

based approach that optimally selects preemption points for a set

of real-time tasks. Beyond to meeting real-time constraints, the

system must also consider energy availability constraints to ensure

energy neutrality. This enables the design of autonomous low-end

IoT devices with real-time constraints, minimizing maintenance

operations to battery replacements.

We demonstrate that our system, despite being modeled using

ILP, achieves strong temporal performance, even for large-scale

problems. We evaluated its performance using the Gurobi solver

across a wide range of synthetic experiments.
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1 INTRODUCTION
One of the key challenges in designing low-end IoT devices is max-

imizing device lifespan.A significant limitation impacting system

longevity is energy availability. When the system operates with-

out a wired power supply, efficient energy management becomes

crucial. Two main approaches are commonly used. In the first, the

system designer maximizes the system’s lifetime by reducing en-

ergy consumption through minimizing operating frequencies and

controlling sleep modes. In this approach, the battery capacity must

be calibrated to meet the system’s lifetime objectives. Once the bat-

teries are exhausted, maintenance operations to replace them are

required. This approach is feasible when the device is accessible.

However, for inaccessible low-end devices, battery replacement

can be costly or even impossible. The second approach focuses on
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designing an energy-neutral system with a significantly extended

lifespan. Such a system must harvest energy from its surrounding

environment and rely only on this available energy to operate. In

scenarios with limited energy availability, it is crucial to optimize

energy consumption by carefully scheduling workloads based on

energy availability.

Based on energy availability and predictability, two categories

of energy-neutral systems can be designed:

• Systems Allowing Failures: These systems are typically de-

signed for environments where energy availability is random.

In the literature, numerous works have addressed this by

inserting checkpoints to save the task execution state in

permanent memory (e.g., FRAM). This approach prevents

replaying previously executed segments of the task code.

If an energy failure (runout of energy) occurs during the

execution of a segment, that segment must be replayed.

• Systems Avoiding Failures: the systems are designed to pre-

vent failures during workload execution, eliminating the

need to replay any part of the task. This requires accurate

knowledge of energy availability to ensure the system con-

sistently maintains sufficient energy to complete each exe-

cution without interruption.

When these devices operate under real-time constraints, it is essen-

tial to have an accurate understanding of the energy availability

profile. Either the complete energy harvesting profile is known in

advance, allowing for clairvoyant strategies to be built, or mini-

mal guarantees about the harvested energy are ensured. Optimal

preemptive schedulers, such as ED-H [15], have been proposed in

the literature. In such systems, a task is guaranteed to be executed

when both schedulability and energy constraints are satisfied. This

approach assumes tasks can resume execution as soon as energy

becomes available, without factoring in the preemption costs linked

to resuming execution or the constraints of saving task states. Con-

sequently, these approaches remain theoretical, and implementing

them would require significant modifications, resulting in the loss

of optimality.

A practical solution involves enabling non-preemptive sched-

uling. In this scenario, once a task begins execution, it runs to

completion. However, fully executing a task may require more

energy than the storage device can provide. One solution is to de-

compose the task execution into multiple basic blocks. Each basic

block must execute to completion. By inserting charging times be-

tween blocks when required and/or desired, it is possible to ensure

that all basic blocks will always execute to completion. The sched-

uler can be invoked at the completion of each basic block, allowing
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for preemption. Therefore, each basic block can be associated with

a preemption cost, including permanent context saving, resuming,

cache-related preemption delays, etc. Generally, more basic blocks

increase system robustness. However, this also increases the total

cost of preemption and may increase the complexity of system

analysis.

Contributions. In this work, we select preemption points to avoid

preempting a task at every basic block, reducing both temporal and

energy preemption costs. We ensure that, under energy availability

constraints, all defined non-preemptive regions—a sequence of basic

blocks—will always execute to completion while respecting timing

constraints.

We model the problem of selecting preemption points while

respecting real-time and energy availability constraints using an

Integer Linear Program (ILP). To avoid the explosion of real-time

constraints, we use a parameterized scheduling constraint inspired

by [8]. This approach over-constrains the system without loss of
optimality, handling the intrinsic complexity of the problem.

We demonstrate that our system, although modeled using an

ILP, is capable of achieving good temporal performance even for

large-scale problems. We use the Gurobi solver on a large set of

synthetic experiments.

Paper structure. The article begins by presenting the model em-

ployed to represent the problem, then introduces in Section 4.3 a

scheduling analysis method for the studied problem in the form

of a parameterized version. The subsequent section provides a de-

tailed account of the formulation of energy constraints. Section 5

provides a brief overview of existing works. Section 6 focuses on

presenting the conducted experiments and the obtained results,

before concluding in the final Section 7.

2 SYSTEM MODEL
2.1 Overview of the system
Designing an energy harvesting system involves the integration

of several key hardware and software components to efficiently

capture, convert, store, and manage ambient energy from various

sources. A typical design of our target systems is illustrated in

Figure 1. The Transducer converts ambient energy from the envi-

ronment (input) into usable electrical energy. These transducers can

be piezoelectric (vibrations), RF (Radio Frequency), electromagnetic,

or other types. Depending on the energy sources, transducers are

able to harvest varying amounts of energy, which might be subject

to fluctuations. On the one hand, solar transducers are efficient in

harvesting energy from solar radiation, but they are usually subject

to significant fluctuations. On the other hand, when harvesting en-

ergy from RF sources, this energy is typically available with reduced

fluctuation within cities. Similar characteristics apply to transduc-

ers harvesting energy from vibrations, hydrokinetics, etc. We use

the latter types of transducers and energy sources. The Rectifier
is designed to maximize energy extraction from the transducer.

The Regulator is designed to maintain a stable voltage for the

system. "When the energy source is predictable, such as those cited

above, and by using voltage regulators, it is possible to guarantee

a lower bound of power. The energy is either used to replenish a

battery/capacitor or directly supply the single-core board, which is

itself connected to different I/O (sensors, wireless communication

output, etc.).
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Figure 1: Typical EH system design

The charging profile of a battery depends on the design of the

Battery Management System (BMS). A typical design for the

BMS of low-end devices such as those operated by lithium-ion bat-

teries, uses a CC-CV (Constant Current-Constant Voltage) charging

profile. In CC-CV, BMS provides a constant current and monitors

the evolution of the battery voltage. Under constant current, the

increase in voltage is almost linear [22].

From a software level, the system is managed using an operating

system that executes several tasks, within their respective deadline.

Each task is made up of a set of basic blocks that are executed

sequentially. A basic block executes atomically, without possible

preemption. In this work, we assume that conditionals and loops

are confined within the basic blocks.

The beginning of a basic block represents a potential preemption

point. A preemption point will be considered active if it allows task

preemption (to generalize the approach, we consider that the initial

basic block of a task is active). If a preemption point is not active,

then the two basic blocks surrounding that point are executed

sequentially without possible preemption.

In addition, the energy consumption of tasks is taken into ac-

count. Each basic block is thus characterized by its worst-case

consumption, and the system is equipped with an energy storage

device, which can be a battery or a capacitor. This device is charac-

terized by a maximal storage capacity. Moreover, the system is able

to harvest energy from the environment, and we suppose that we

know a lower bound on the amount of power that can be harvested

at every time instant.

2.2 Task model
A system is composed of a set of 𝑛 sporadic independent tasks

T = {𝜏1, . . . , 𝜏𝑛}. Each task 𝜏𝑖 is characterized by a tuple (G𝑖 , 𝑑𝑖 , 𝑝𝑖 ),
with:

• G𝑖 = {𝛾𝑖,1, . . . , 𝛾𝑖,𝑛𝑖 } the list of 𝑛𝑖 = |G𝑖 | basic blocks. The tu-
ple (𝑐worst

𝑖, 𝑗
, 𝑐best
𝑖, 𝑗

, 𝑐over
𝑖, 𝑗

, 𝑒worst
𝑖, 𝑗

, 𝑒over
𝑖, 𝑗

, 𝑣•
𝑖, 𝑗
) characterizes a basic

block 𝛾𝑖, 𝑗 with :

– 𝑐worst
𝑖, 𝑗

its worst-case execution time;

– 𝑐best
𝑖, 𝑗

its best-case execution time;

– 𝑐over
𝑖, 𝑗

its temporal preemption overhead if𝛾𝑖, 𝑗+1 starts with
an active preemption point;

– 𝑒worst
𝑖, 𝑗

its worst-case energy consumption;

– 𝑒over
𝑖, 𝑗

the energy consumption overhead if 𝛾𝑖, 𝑗+1 starts by
an active preemption point;
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– 𝑣•
𝑖, 𝑗

the relative difference between harvested and con-

sumed energy during the basic block execution (see be-

low).

Note that the temporal overhead and energy consumption of

preemption are already taken into account in the last basic

block so 𝑐over
𝑖,𝑛𝑖

and 𝑒over
𝑖,𝑛𝑖

are zero.

• 𝑝𝑖 : the period of the task. It represents the minimum amount

of time that separates two consecutive activations of 𝜏𝑖 .

• 𝑑𝑖 : the relative deadline of the task, i.e., 𝛾𝑖,𝑛𝑖 , the last basic
block of 𝜏𝑖 , must complete no later than 𝑑𝑖 after the last

activation of 𝛾𝑖,1. We consider constrained deadlines 𝑑𝑖 ≤ 𝑝𝑖 .

We also assume that tasks are ordered by non-decreasing

deadlines, i.e., 𝑑𝑖 ≤ 𝑑𝑖+1.

2.3 Energy model
The device is characterized by its maximal energy storage capacity,

denoted as 𝑣max
. The lower bound on the amount of power that

can be harvested at every time instant is denoted as𝑤 load
, and the

level of energy in the storage device at time instant 𝑡 is denoted as

v(𝑡). Corresponding to the earlier discussion (see Section 2.1), we

assume linear charging profiles. This means that the quantity of

energy available to execute tasks increases linearly with time.

Therefore, the energy level in the energy storage device at time

instant 𝑡 + Δ𝑡 (with no consumption between 𝑡 and 𝑡 + Δ𝑡 ) is com-

puted as follows:

v(𝑡 + Δ𝑡) = v(𝑡) + Δ𝑡 ·𝑤 load
(1)

For a basic block 𝛾𝑖, 𝑗 we define its relative difference in energy

consumed, 𝑣•
𝑖, 𝑗
, which represents the minimum energy the system

could harvest during the execution of 𝛾𝑖, 𝑗 minus the maximum

energy consumed by the basic block:

𝑣•𝑖, 𝑗 = 𝑤 load · 𝑐best𝑖, 𝑗 − 𝑒worst𝑖, 𝑗 (2)

The term on the left side of the equality represents the minimum

energy that will be harvested during the execution of the basic block,

and the term on the right side represents its maximum consumption.

A basic block is said to be energetically positive if 𝑣•
𝑖, 𝑗

≥ 0, i.e.,
its energy consumption is always smaller than the energy that can

be harvested by the system during basic block’s execution, and

energetically negative otherwise.

3 OUR SCHEDULER FOR ENERGY
HARVESTING SYSTEMS

We consider the Earliest Deadline First (EDF) algorithm to schedule

active tasks. The scheduler is activated at each active preemption

point and determines the highest priority task based on absolute

deadlines. It then checks if the energy storage has enough power to

execute this task until the next active preemption point (or its termi-

nation). If sufficient energy is available, the task runs immediately

until the next active preemption point. If not, a charging period

begins until enough energy is accumulated. The scheduler does not

re-invoke at the end of charging periods, which are treated as part

of task execution. We provide methods to calculate the required

energy at each preemption point.

The processor operates in three states: (i) busy, where it executes

task code while simultaneously harvests and discharges energy; (ii)

charging, where it is assigned a task but not executing, allowing the

energy storage to recharge; and (iii) idle, where it is not executing

any task but is still charging the storage device. Throughout the

system’s operation, the energy storage’s accumulated energy never

exceeds its maximum capacity.

Example 3.1. Let us consider a task system composed of two

tasks. Task 𝜏1 has a period of 20 and a deadline of 8, while Task 𝜏2
has a period of 30 with a deadline of 15 (see Table 1).

We assume that all preemption points are active, resulting in 2

active preemption points for 𝜏1 and 3 for 𝜏2. We illustrate a sched-

ule scenario in Figure 2 considering only one instance per task.

The worst-case energy consumed to execute the different blocks

is reported in Table 1. We consider that the energy and execution

time of preemption points are zero.

In this example, we consider𝑤 load
equal to 0.5 and 𝑣max

equals 2.

Gray dashed boxes denote the charging periods, and the green solid

ones denote the non-preemptive blocks execution.

Table 1: Temporal and energy characteristics of exampe tasks

Task Basic blocks 𝑐worst
𝑖, 𝑗

𝑐best
𝑖, 𝑗

𝑒worst
𝑖, 𝑗

𝑣•
𝑖, 𝑗

𝜏1 𝛾1,1 3 1 2.5 -2

𝛾1,2 2 1 2.5 -2

𝜏2 𝛾2,1 1.5 1 2 -1.5

𝛾2,3 2.5 2 3 -2

𝛾2,3 3 2 1 0

Time

E
n
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r
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y

0 5 10 15 20

0

1

2

𝜏2

𝜏1

Figure 2: Example an energy-constrained EDF scheduling

The instance of 𝜏2 is activated first at time 𝑡 = 2. At this time,

the energy level in the storage is 1. The first non-preemptive block

𝛾2,1 requires a storage level of 1.5 to ensure it finishes its execution.

Therefore, a charging period of 1 time unit is inserted before the

task starts its execution. At the completion of the non-preemptive

block 𝛾2,1, the energy level in the storage device is 1 (at time 𝑡 = 4).

Note that the block’s consumption was lower than expected, so the

storage level is higher than anticipated.

The high-priority task 𝜏1 arrives at time 𝑡 = 3 when the non-

preemptive block of the low-priority task is executing. Since the

scheduler has already scheduled a non-preemptive block of 𝜏2, it

does not preempt it. Preemption occurs only at the completion of

𝛾2,1. The required energy for 𝛾1,1 is 2, so another charging period is

inserted. Once the high-priority task completes its execution, the

low-priority task can resume its execution.
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The required energy for the second non-preemptive block of

the low-priority task is equal to 2, which is already available in

the storage device. Therefore, non-preemptive block 𝛾2,2 starts its

execution immediately. When it completes, the energy storage level

is equal to 1. The last non-preemptive block of 𝜏2 does not require

a charging period, as it allows the harvesting of more energy than

it consumes.

4 ILP FORMULATION FOR PREEMPTION
POINTS SELECTION

In this section, we present our ILP formulation. We outline the

decision variables, describe the various constraints and methods

used to linearize them, and explain how schedulability and energy

harvesting constraints are incorporated into our ILP model.

4.1 Preemption point activation
First, we introduce binary decision variable a𝑖, 𝑗 . It determines

whether or not a preemption point is active. The 𝑗th preemption

point of task 𝜏𝑖 is active if and only if a𝑖, 𝑗 equals 1.

a𝑖, 𝑗 ∈ {0, 1} : 𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 + 1]

Please note that the first preemption point is always selected,

that is a𝑖,1 = 1. Additionally, we define a new preemption point

at the end of the last basic block to indicate task completion. This

preemption point is also always selected, therefore a𝑖,𝑛𝑖+1 = 1.

4.2 Region
We denote by Υ𝑖, 𝑗 the set of successive basic blocks that start with

𝛾𝑖, 𝑗 and end at the first activated preemption point
1
:

Υ𝑖, 𝑗 = {𝛾𝑖,𝑘 | 𝑗 ≤ 𝑘 ≤ min{𝑙 | 𝑗 ≤ 𝑙 ≤ 𝑛𝑖 ∧ a𝑖,𝑙+1 = 1}} (3)

Please note that in this definition, regions do not necessarily

begin with an active preemption point. Therefore, it is possible that

all basic blocks of region Υ𝑖, 𝑗 are included in larger region Υ𝑖,𝑘 , such
that 𝑘 < 𝑗 . This formulation allows us to easily express the different

constraints.

We introduce an integer variable c𝑖, 𝑗 to denote the sum of the

worst-case execution times of basic blocks of the region Υ𝑖, 𝑗 and
the execution overhead of its last basic block.

The variable c𝑖, 𝑗 is defined recursively, starting from the last

region, where c𝑖,𝑛𝑖 is by definition equal to 𝑐worst
𝑖,𝑛𝑖

. The other values

of c𝑖, 𝑗 are then calculated based on the value of c𝑖, 𝑗+1 and depending
on a𝑖, 𝑗+1. If the preemption point is not active (i.e. a𝑖, 𝑗+1 = 0), then

the value of c𝑖, 𝑗+1 is simply added to 𝑐worst
𝑖, 𝑗

without considering

the overhead induced by the preemption point. On the contrary, if

the activation point is active, the execution duration of the region

is simply equal to its worst-case execution time plus the overhead

induced by the preemption point:

c𝑖,𝑛𝑖 = 𝑐worst𝑖,𝑛𝑖
(4)

c𝑖, 𝑗 =

{
𝑐worst
𝑖, 𝑗

+ 𝑐over
𝑖, 𝑗

if a𝑖, 𝑗+1 = 1

𝑐worst
𝑖, 𝑗

+ c𝑖, 𝑗+1 otherwise

: 𝑗 ∈ [1..𝑛𝑖 − 1] (5)

1
In the worst-case, it encounters the last basic block of task 𝜏𝑖 , as it is always activated

For each region Υ𝑖, 𝑗 , we also introduce a variable b𝑖, 𝑗 representing
the time required to reach a sufficient energy level to execute the

region without starvation, assuming an initial energy level of zero.

For instance, we assume that this value is computed. We will show

further the techniques to compute the worst-case (largest) charging

time for a given region.

We define the variable z𝑖, 𝑗 as the total duration for the execution

of region Υ𝑖, 𝑗 . It is computed as the sum of the required charging

time to reach a sufficient energy level and its worst-case execution

time:

z𝑖, 𝑗 =
{

c𝑖, 𝑗 + b𝑖, 𝑗 if a𝑖, 𝑗 = 1

0 otherwise

(6)

We highlight that Equation (6) considers only regions that start

with an active preemption point.

We introduce the variable q𝑖 to denote the largest total duration

for all regions for task 𝜏𝑖 :

q𝑖 =
𝑛𝑖
max

𝑗=1
{z𝑖, 𝑗 } (7)

This variable will be used later to assess the system’s schedula-

bility, as it represents the maximum blocking time that a task might

impose on higher-priority tasks.

Finally, we denote by w𝑖 the worst-case busy time of a task 𝜏𝑖 ,

defined as the sum of the duration of all regions:

w𝑖 =

𝑛𝑖∑︁
𝑗=1

z𝑖, 𝑗 (8)

4.3 Schedulability analysis constraints
In this section, we will show how the schedulability constraints are

expressed using linear constraints. To formulate the schedulability

test, we draw inspiration from the work of Bertogna et al. [9],
adapting it to our problem to take into consideration the energy

aspects.

We start by introducing the demand bound function for a task

𝜏𝑖 at instant 𝑡 as:

dbfi (t) =
(
1 +

⌊
t − di
pi

⌋)
wi (9)

and its maximum blocking time:

B𝑖 =
{

0 if 𝑖 = 𝑛

max𝑖<𝑘≤𝑛{q𝑘 } otherwise

(10)

Note that the task set is sorted in increasing order of tasks’ dead-

lines, and so B𝑖 denotes the maximum blocking time caused by

tasks with larger deadlines, i.e., lower priority.

We define the set D as:

D = {𝑘 · 𝑝 𝑗 + 𝑑 𝑗 |𝑘 ∈ N, 𝑗 ∈ [1..𝑛]} (11)

and the value 𝑑𝑛+1 as:

𝑑𝑛+1=min

[
𝐻,max

(
𝑑𝑛,

1

1 − ∑𝑛
𝑖=1

w𝑖

𝑝𝑖

·
𝑛∑︁
𝑖=1

w𝑖

𝑝𝑖
(𝑝𝑖 − 𝑑𝑖 )

)]
(12)

where 𝐻 is the hyperperiod, i.e. the least common multiple of 𝑝1,

𝑝2, . . . , 𝑝𝑛 . The value 𝑑𝑛+1 represents an upper bound on the time
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window within which it is necessary to check the schedulability of

a task.

Theorem 4.1. Task set T is schedulable with limited preemption
EDF if for all 𝑖 ∈ [1..𝑛] and for all 𝑡 ∈ D such that 𝑑𝑖 ≤ 𝑡 ≤ 𝑑𝑖+1

B𝑖 ≤ 𝑡 −
𝑛∑︁
𝑗=1

dbfj (t) (13)

Proof. According to the condition in the theorem, the processor

time demand, including charging periods, is less than the available

processor time. If the sum of execution time and charging peri-

ods are schedulable, and since EDF is sustainable, then the timing

constraints are respected.

By definition, including charging time in the total task duration

prevents every non-preemptive region from energy starvation, thus

respecting the energy constraints.

Therefore, our task set is schedulable as both energy starvation

and real-time constraints are respected.

□

In the design of our ILP, it is mandatory to express the schedula-

bility and energy constraints using linear constraints. In our case,

𝑑𝑛+1 is not linear because the variables w𝑖 are present in both the

numerator and denominator of the max. Additionally, since 𝑑𝑛+1
can potentially be very large, we have considered other approaches.

Several methods to express EDF schedulability tests using ILP

have been proposed by Baruah et al. in [8] such as a parametric

schedulability test. It computes the demand bound function using

either the exact value or an approximation, depending on a cer-

tain value of 𝑘 that expresses the level of approximation. This is

expressed as follows:

dbf (k)j (t) =


(
1 +

⌊
𝑡−𝑑 𝑗

𝑝 𝑗

⌋ )
w𝑗 if 𝑡 ≤ (𝑘 − 1)𝑝 𝑗 + 𝑑 𝑗(

1 + 𝑡−𝑑 𝑗

𝑝 𝑗

)
w𝑗 otherwise

In the following theorem, we demonstrate that incorporating

energy starvation constraints does not invalidate the dbf approxi-
mation.

Theorem 4.2. A restricted-preemption sporadic task system T =

{𝜏1, ..., 𝜏𝑛} is schedulable under limited preemption EDF if:

∀𝑖 ∈ [1..𝑛],∀𝑡 ∈ 𝑆𝑘 ,B𝑖 ≤ 𝑡 −
𝑛∑︁
𝑗=1

dbf (k)j (t) (14)

where

S𝑘 =

𝑛⋃
𝑗=0

𝑘⋃
ℎ=0

{𝑑 𝑗 + ℎ𝑝 𝑗 }

Proof. Assume the setD = {𝐷1, . . . , 𝐷 |D |} is ordered, i.e.,𝐷𝑖 ≤
𝐷𝑖+1. By definition, we have S𝑘 ⊂ D and 𝐷1 ∈ S𝑘 .

Assume that for 𝐷𝑙 , 1 ≤ 𝑙 < |D| we have ∀𝑖 ∈ [1..𝑛],B𝑖 ≤
𝐷𝑙 −

∑𝑛
𝑗=1 dbf

(k)
j (Dl) (this holds for 𝐷1) and that Equation (14) is

true.

There are two cases for 𝐷𝑙+1:

• If 𝐷𝑙+1 ∈ S𝑘 : ∀𝑖 ∈ [1..𝑛],B𝑖 ≤ 𝐷𝑙 −
∑𝑛

𝑗=1 dbf
(k)
j (Dl+1).

• If 𝐷𝑙+1 ∉ S𝑘 : There exists (𝜄, 𝜅) ∈ [1..𝑛] × N𝑠𝑢𝑐ℎ𝑡ℎ𝑎𝑡𝐷𝑙+1 =
𝜅𝑝𝜄 + 𝑑𝜄 and 𝐷𝑙+1 > 𝑘𝑝𝜄 + 𝑑𝜄 (otherwise 𝐷𝑙+1 would be in

S𝑘 ). By definition, we have dbf
(k)
𝜄 (Dl) =

(
1 + Dl−d𝜄

p𝜄

)
w𝜄 and

dbf (k)𝜄 (Dl+1) =
(
1 + Dl+1−d𝜄

p𝜄

)
w𝜄 .

Furthermore, there is no tuple (𝜄 ′, 𝜅 ′) in [1..𝑛] ×Nwith 𝜄 ′ ≠ 𝜄

such that 𝐷𝑙 ≤ 𝜅 ′𝑝𝜄′ + 𝑑𝜄′ < 𝐷𝑙+1. Hence, for 𝜄
′ ≠ 𝜄:

– if dbf (k)
𝜄′ (Dl) =

(
1 + Dl−d𝜄′

p𝜄′

)
w𝜄′ then dbf

(k)
𝜄′ (Dl+1) =

(
1 + Dl+1−d𝜄′

p𝜄′

)
w𝜄′

– if dbf (k)
𝜄′ (Dl) =

(
1 +

⌊
t−d𝜄′
p𝜄′

⌋ )
w𝜄′ then dbf (k)

𝜄′ (Dl+1) =

dbf (k)
𝜄′ (Dl).

From these results, we have:

𝑛∑︁
𝑗=1

dbf (k)j (Dl+1) ≤
n∑︁
j=1

dbf (k)j (Dl) + (Dl+1 − Dl)
n∑︁
j=1

wj

pj

To be schedulable, it is necessary that

∑𝑛
𝑗=1

w𝑗

𝑝 𝑗
≤ 1, thus:

𝑛∑︁
𝑗=1

dbf (k)j (Dl+1) ≤
n∑︁
j=1

dbf (k)j (Dl) + (Dl+1 − Dl)

and:

𝐷𝑙+1 −
𝑛∑︁
𝑗=1

dbf (k)j (Dl+1) ≥ Dl −
n∑︁
j=1

dbf (k)j (Dl) ≥ Bi

This leads to the conclusion that Equation (14) implies Equa-

tion (13). □

4.4 Energy constraint
The problem is to identify a set of active preemption points that

guarantee the system is schedulable. In addition to timing con-

straints, it is also necessary to evaluate the duration b𝑖, 𝑗 , which
represents the minimum charging time to guarantee that the region

Υ𝑖, 𝑗 executes without starvation.
A region starting with an active preemption point is said to be in

energy starvation if it is not possible to guarantee a minimal energy

threshold that allows completing its execution without interruption.

In other words, a region is not in starvation if there exists an energy

storage threshold from which it is possible to end-to-end execute

all the basic blocks of the region.

We begin by introducing the variable v𝑖, 𝑗 , which represents the

energy level at the end of the execution of a basic block, assuming

that the energy level of the energy storage was zero at the previous

active preemption point.

The energy level v𝑖, 𝑗 after execution of the basic block 𝛾𝑖, 𝑗 is

defined as:

v𝑖,1 = min{𝑣max, 𝑣•𝑖, 𝑗 − a𝑖,2 · 𝑒over𝑖,1 } (15)

v𝑖, 𝑗 =

{
min{𝑣max, 𝑣•

𝑖, 𝑗
− a𝑖, 𝑗+1 · 𝑒over𝑖, 𝑗

} if a𝑖, 𝑗 = 1

min{𝑣max, v𝑖, 𝑗−1 + 𝑣•
𝑖, 𝑗

− a𝑖, 𝑗+1 · 𝑒over𝑖, 𝑗
} otherwise

(16)

For each 𝑘th preemption point of a task 𝜏𝑖 , we evaluate the source

energy level after execution of the basic block 𝛾𝑖,𝑘 by adding the

remaining energy to the energy recovered during execution of 𝛾𝑖,𝑘 ,

and then substracting the energy consumed by 𝛾𝑖,𝑘 and by the

preemption point if it is active.
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Moreover, we consider the saturation of the source energy, i.e., the
source energy cannot be greater than 𝑣max

, and we reset the energy

to zero after a preemption point.

For a basic block 𝛾𝑖, 𝑗 , we also introduce its energy margin m𝑖, 𝑗 ,

which is the difference between the maximum energy level reached

and the source’s maximum energy since the last active preemption

point:

m𝑖,1 = min{𝑣max, 𝑣max − v𝑖,1} (17)

m𝑖, 𝑗 =

{
min{𝑣max, 𝑣max − v𝑖, 𝑗 } if a𝑖, 𝑗 = 1

min{m𝑖, 𝑗−1, 𝑣max − v𝑖, 𝑗 } otherwise

(18)

The energy margin is depicted in green in Figure 3. The energy mar-

gin represents the maximum harvested energy that can be invested

for the execution of the next basic blocs, taking into account the

saturation effect of the storage. This means that it is not possible

to harvest more energy than this value before the start of the region.

𝑣max

0

−𝑣max

OK

KO

Figure 3: Example of an energy profile for a region starting
with an active preemption point. The horizontal axis shows
the non-active preemption points within the region, rather
than time. The blue curve illustrates the energy level in the
storage (v𝑖, 𝑗 ). Each blue point denotes the end of a basic block
or a non-active preemption point. The green bars represent
the energy margin (−m𝑖, 𝑗 ), with their height indicating the
available energy after each basic block. The dashed red line
indicates the minimum required energy (r𝑖, 𝑗 ) to ensure exe-
cution without energy starvation.

To avoid the starvation state of a region, it is essential to en-

sure that sufficient energy is available before starting its execution.

As discussed earlier, a region can only harvest up to its energy

margin. Consequently, the energy consumption at each preemp-

tion point must be less than or equal to the available harvestable

energy. Figure 3 illustrates this situation. On the right side of the

figure, the trajectory represents a scenario where the region will

not experience starvation, indicating that adequate energy is stored.

Conversely, the left side depicts a scenario where insufficient en-

ergy is available to complete the execution, leading to potential

starvation. This is captured by the following constraint

−v𝑖, 𝑗 ≤ m𝑖, 𝑗 (19)

This constraint ensures that there must be an ample energy margin

to offset the consumption of a region between two preemption

points. If this constraint is not satisfied, it indicates that the energy

source cannot guarantee the successful execution of the region.

When this constraint is satisfied, it implies that it is possible to

execute the region without starvation. The total amount of energy

needed before executing the region must account for all the energy

expenditures during the execution of its basic blocks. The minimum

energy to be harvested is therefore equal to the lowest energy level

that the region can reach (the blue dashed line in Figure 3). This

value can be computed recursively. The minimum energy to be

harvested, denoted as r𝑖, 𝑗 , for the region Υ𝑖, 𝑗 is defined by:

r𝑖,𝑛𝑖 = min{0, v𝑖,𝑛𝑖 } (20)

r𝑖, 𝑗 =
{

min{ 0, v𝑖, 𝑗 } if a𝑖, 𝑗+1 = 1

min{v𝑖, 𝑗 , r𝑖, 𝑗+1} otherwise

: 𝑗 ∈ [1..𝑛𝑖 − 1]

(21)

To begin execution of a region Υ𝑖, 𝑗 , the energy level must reach

at least r𝑖, 𝑗 . The most challenging scenario occurs when the initial

energy level is minimal, i.e., zero. In this case, the waiting time b𝑖, 𝑗
required before starting the region Υ𝑖, 𝑗 is:

b𝑖, 𝑗 = − 1

𝑤𝑙𝑜𝑎𝑑

· r𝑖, 𝑗 : 𝑗 ∈ [1..𝑛𝑖 ] (22)

4.5 ILP solving using Gurobi
In this work, we use the Gurobi Solver to find feasible schedules

and optimize our ILP.

In our formulation, some constraints are defined based on specific

conditions. Such constraints can be straightforwardly linearized, as

shown in [5]. The Gurobi Solver has the capability to automatically

handle the linearization of constraints conditioned on a boolean

variable
2
. Similarly, Gurobi supports the expression of the global

constraintmax_, which can be applied to a sets of decision variables
to compute the maximum value. Thus, explicit linearization of this

constraint is not required when using Gurobi. However, for other

solvers, linearization remains a straightforward process.

Note that in equation (6), b can be directly replaced by r as

follows:

z𝑖, 𝑗 =
{

c𝑖, 𝑗 − 1

𝑤𝑙𝑜𝑎𝑑
· r𝑖, 𝑗 if a𝑖, 𝑗 = 1

0 otherwise

(23)

Finally, it is possible to optimize an objective function for min-

imizing preemption costs, or set the objective function to zero,

causing the solver to stop at the first feasible solution. The latter

approach can reduce solving time.

To optimize the preemption costs, we introduce the cost function

defined by:

Minimize 𝑐 (a) =
𝑛∑︁
𝑖=1

𝑛𝑖∑︁
𝑗=0

a𝑖, 𝑗+1 · 𝑐over𝑖, 𝑗 (24)

Note that, to the best of our knowledge, none of the existing

limited preemption approaches offer this capability.

Appendix A presents a complete formulation of the problem,

including the various equations presented above.

2
The Gurobi documentation explains that “an indicator constraint 𝑦 = 𝑓 → 𝑎𝑇 𝑥 ≤ 𝑏

states that if the binary indicator variable 𝑦 is equal to 𝑓 in a given solution, where

𝑓 ∈ {0, 1}, then the linear constraint 𝑎𝑇 𝑥 ≤ 𝑏 has to be satisfied. On the other

hand, if 𝑦 ≠ 𝑓 (i.e., 𝑦 = 1 − 𝑓 ) then the linear constraint may be violated." https:

//www.gurobi.com/documentation/9.5/refman/constraints.html

https://www.gurobi.com/documentation/9.5/refman/constraints.html
https://www.gurobi.com/documentation/9.5/refman/constraints.html
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5 RELATEDWORK
In this work, we focus on designing energy-neutral real-time sys-

tems using limited preemption models. We propose an ILP formu-

lation for selecting preemption points under energy constraints.

Consequently, we review related research on the use of ILP for

schedulability analysis, as well as studies related to limited preemp-

tion. Additionally, we provide an overview of existing research on

real-time energy-neutral systems and intermittent computing. To

the best of our knowledge, this is the first work that integrates all

these concepts.

Significant effort has been made to enhance the efficiency of

ILP solvers [5]. Today, ILP-solving libraries such as Gurobi and

CPLEX are highly optimized and widely available. These solvers

can automatically linearize a broad range of constraints, though au-

tomatic linearization is feasible under specific conditions. Modern

ILP solvers, especially when used on powerful computing clusters,

can solve very large problems within a reasonable time frame de-

spite system complexity. Therefore, solving ILP exactly, rather than

approximately, is a practical approach for our problem. Baruah et al.
have explored ILP formulation to schedulability tests using demand

bound function (dbf) approximation [8]. The real-time community

has also utilized ILPs for various purposes, including schedulability

problems [2, 30], allocation problems [3, 8], and energy optimiza-

tions [28].

From the perspective of limited preemption, many studies have

focused on controlling preemption costs [6, 9, 13, 16]. Due to space

constraints, we review only those most relevant to our work. For

a more comprehensive review, see Buttazzo et al. [12]. Limited

preemption has been addressed through various approaches and

models. Preemption Threshold Scheduling (PTS) was introduced

in [26], where a task can disable preemption up to a specified prior-

ity level (preemption threshold). Preemption is allowed only when

a task’s priority exceeds the threshold of the preempted task. The

limited preemption models used in this work were proposed later.

These models can be classified into two categories: the floating

preemption point model and the fixed preemption point model. The

floating preemption point model [7] defers preemption until the

maximum length of the non-preemptive region is reached when

a higher priority task arrives. This can reduce the number of pre-

emptions at runtime. The fixed preemption point model [9] selects

preemption points in advance during the schedulability analysis

phase, allowing preemption only at these predefined points. This

approach is similar to ours. Limited preemption methods have been

developed for both EDF and Fixed Priority (FP) scheduling. Extend-

ing our work to FP would be straightforward and similar to the

approach by [27]. However, due to space constraints, this extension

is not covered here.

Regarding energy awareness, Dynamic Voltage and Frequency

Scaling (DVFS) and Dynamic Power Management (DPM) has been

used to control energy consumption [10, 14, 19, 21, 25, 28, 29]. These

studies treat energy as an objective, whereas we consider it as a

constraint. Research on real-time energy-neutral systems has been

conducted over the past two decades.For instance, [4] proposed an

optimal scheduler under a harvesting model similar to ours. [24]

introduced an optimal Lazy Scheduling Algorithm based on EDF,

assuming all tasks consume energy at the same rate using a linear

model. Liu et al. [23] extended this algorithm to adjust the operat-

ing frequency and improve system schedulability. [1] proposed a

fixed-priority scheduling algorithm, PF-PASAP, which was the first

to consider DVFS in energy harvesting contexts, assuming linear

energy consumption and constant power delivery. [15], presented

ED-H, an idling and clairvoyant variant of EDF with energy Har-

vesting capabilities, which is optimal under the assumption that

tasks always discharge energy. None of these works account for the

impact of preemption on energy consumption as we do. Intermit-

tent system may face power failure during computations, making it

challenging to ensure real-time guarantees. This is particularly true

for systems powered by unpredictable energy sources like sunlight.

To provide real-time guarantees, assumptions about the power

supply’s evolution are necessary. In [18], Celebi-offline and Celebi-

online scheduling algorithms are proposed, introducing charging

times before task execution when needed. Only Celebi-offline guar-

antees real-time guarantees, assuming a priori knowledge of energy

availability. Both algorithms aim to minimize charging times while

maximizing schedulability. The tasks are either computation or har-

vesting. The schedulability of the system is validated by simulation

over its hyperperiod. In [20], the authors consider an intermittent

system whose energy source is characterized by an interval 𝐶𝑐 ,

a period 𝑃𝑐 , and a power 𝑝: in a period 𝑇𝑐 . In [17], the authors

present an optimal energy-aware scheduling algorithm for battery-

less devices using Mixed Integer Linear Programming (MILP). Their

algorithm decomposes the application task into smaller subtasks

and determines, based on the available energy, the dec subtasks

should be executed.

6 EXPERIMENTATIONS
To evaluate the performance of the ILP formulation, we generated

systems with various parameters, such as the number of tasks,

processor utilization rate, number of preemption points, etc. The

objective is to demonstrate the scalability of this formulation and

its applicability to realistically sized systems. The primary metric

observed is the time required to compute the optimal solution.

In the second phase of the study, we also examine the impact

of the parameter 𝑘 on overall performance (number of generated

constraints, computation time, and accuracy).

We used the Gurobi v10 ILP solver (https://www.gurobi.com)

with an Academic Licence. In addition to its high performance,

this solver is compatible with numerous programming languages

(we used the Python interface) and provides modeling abstractions

that simplify the expression of constraints such as min, max, or

conditional constraints. The solver automatically reformulates these

general constraints into a linearized form.

All experiments were conducted on a MacBook Pro with a 2

GHz Intel Core i5-1038NG7 quad-core processor and 32 GB of

memory. The code is available in a repository https://gitlab.univ-

nantes.fr/hladik-pe-1/artefact-rtns-2024.

6.1 Task set Generation
For each test, a task set is generated randomly. The system pa-

rameters include the number of tasks, processor utilization factor,

minimum and maximum number of basic blocks per task, and an

https://www.gurobi.com
https://gitlab.univ-nantes.fr/hladik-pe-1/artefact-rtns-2024
https://gitlab.univ-nantes.fr/hladik-pe-1/artefact-rtns-2024
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utilization factor representing the overhead induced by preemption

points.

For each task, the periods are randomly selected from the set

{10, 25, 50, 100, 200, 250, 500} and the worst-case execution times

are computed using the UUniFast algorithm [11]. Task deadlines

are set equal to their periods (although our schedulability analysis

remains valid for constrained deadlines).

The number of basic blocks per task is randomly chosen from

the range defined by the minimum and maximum number of basic

blocks. The worst-case execution time for each basic block is also

calculated using the UUniFast algorithm (with the task’s execution

time as utilization factor) and the best-case times are randomly

selected between 20% and 80% of the worst-case execution times.

UUniFast is further used to calculate the execution times of each pre-

emption points so that the sum of the execution times corresponds

to the overhead utilization factor specified as a parameter.

Energy-related parameters include the maximum energy level of

the source and the energy harvesting rate. To ensure that the energy

consumption of each basic block remains within the capacity of

the storage device’s capacity, we adjust the energy consumption

by randomly inflating it as necessary. Additionally, we scale down

both the basic block execution time and energy consumption by

a random factor to calculate the temporal and energy preemption

costs.

6.2 Problem Complexity
We conducted an initial experiment to demonstrate how problem

complexity increases as a function of the number of preemption

points per task. For this experiment, we generated 20 sets of 10

tasks, with a processor utilization rate of 70% and an additional 10%

overhead due to preemption points. The parameter we varied was

the number of preemption points per task, which ranged from 5 to

30 in increments of 5.

Figure 4 illustrated the number of problem variables and the con-

straints generated as a function of the number of preemption points.

Binary variables represent decision variables, while continuous vari-

ables serve as intermediate variables. Linear constraints refer to

the "traditional" constraints expressed in linear form, whereas gen-

eral constraints represent simpler relationships between variables,

such as minimum, maximum, absolute value, or logical OR oper-

ations. The techniques for translating these general constraints

into traditional linear constraints are well-known and are auto-

matically handled by Gurobi. Unsurprisingly, we observe that all

these quantities increase linearly with respect to the number of pre-

emption points. Notably, the number of decision variables remains

manageable, so the search space does not grow exponentially.

Figure 5 displays the number of solver statuses reached within

a 30-second timeout. Four possible statuses can be identified: (1)

the solver proved within 30 seconds that the system is infeasible,

(2) the solver finds the optimal solution within 30 seconds, (3) the

solver times out but finds a suboptimal solution, and (4) the solver

times out without finding any solution or before proving that the

system is infeasible.

We observe the expected behavior: a small number of preemption

points prevents the solver from finding a solution because the basic

blocks cause excessively long blocking times, while a larger number
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Figure 4: Number of variables and constraints as a function
of the number of preemption points for a set of 10 tasks

of preemption points provides greater flexibility in scheduling. It is

important to note that in this experiment, the scheduling constraint

induced by the overhead of preemption points is quite low (10%),

which makes it relatively easy to find solutions. Furthermore, the

30-second time limit for finding a solution often causes the solver

to terminate before it can verify the optimality of a solution or

even identify an initial solution. However, this time constraint

is relatively short given the problem size and was applied here

primarily to illustrate overall trends.
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Figure 5: Result statuses for 10 taskswith a 30-second timeout
as a function of the number of basic blocks per task

6.3 Influence of preemption point overheads
In this experiment, we vary the utilization rate of preemption point

overheads to examine their impact on the overall problem complex-

ity. We used a set of 10 tasks with a total utilization rate of 70%,

where each task had 25 preemption points. The overall utilization

rate of the preemption points represents the processor load that

would be consumed by the overheads of the preemption points if

they were all active. The experiment involved varying this rate from

0.1 and 0.6 in increments of 0.1. The time limit for each experiment

was set to 300 seconds and we generated 40 sets of tasks for each

utilization rate.
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Figure 6 shows the distribution of the results across three cat-

egories: infeasible solutions, feasible solutions, and timeouts. As

expected, increasing the utilization factor of preemption points

decreases the feasibility of the problem. We also observe that the

problem becomes more difficult to optimize when the utilization

factor ranges between 0.3 and 0.4, as indicated by the increased

number of timeouts. This is explained by the fact that the problem

is constrained by the overheads, but not enough to allow significant

pruning of the solution space during exploration.
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Figure 6: Result statuses for 10 tasks with a 300-second time-
out as a function of the overhead of preemption points

The execution times of the solver for producing either a feasible

or infeasible solution as a function of the overhead utilization rate

are presented in Table 2. We observe that the time required to prove

infeasibility is generally short, indicating that in these cases, the

problems are highly constrained.

In constrat, the time needed to find the optimal solution is longer,

with median values increasing as the overhead utilization rate rises.

However, for an overhead utilization rate of 0.6, the median times

are lower. This can be attributed to the fact that the problem be-

comes more constrained at higher overheads, making infeasibility

easier to prove and enabling more effective cuts in the search space

for feasible solutions.

6.4 Influence of energy constraint
To illustrate a possible application of this method, we use this

modeling approach to determine the optimal parameters for sizing

the energy source. For a given task system, a binary search method

can be employed to find the minimal value of the energy storage

capacity, 𝑣max
, or the lower bound on the amount of power that

can be harvested,𝑤 load
, such that the system is schedulable.

We applied this method with a set of 30 tasks with 40 preemption

points per task, a utilization rate of 80%, and an overhead rate of

30%. Our goal was to determine the minimal value of 𝑣max
given

the amount of power that can be harvested, 𝑤 load
. Note that we

used a 30-second timeout for this initial search. It is not necessary

to find the optimal solution to verify whether a solution exists for

a given 𝑣max
. Therefor, the search is conducted quickly, and once

𝑣max
is determined, a longer timeout can be used to find a potential

optimal solution.

Table 2: Solver execution time in second

Overhead 0.1 0.2 0.3 0.4 0.5 0.6

Infeasible problems

min 0.22 0.06 0.11 0.08 0.14 0.06

1e quartile 3.92 0.30 0.28 0.26 0.34 0.14

median 8.82 6.80 0.45 0.33 0.60 0.27

3d quartile 11.34 8.65 10.27 7.75 4.17 0.34

max 15.08 21.35 46.46 84.20 49.47 23.96

Feasible problems

min 31.49 23.32 32.11 34.72 30.96 21.70

1e quartile 37.60 33.47 64.65 35.64 70.96 39.57

median 47.35 38.47 74.65 78.85 123.73 49.60

3d quartile 58.76 47.03 86.52 79.67 181.04 114.85

max 222.44 140.63 126.36 106.28 273.42 235.04

6.5 Influence of the scheduling parameter
In this section, we investigate the influence of the parameter 𝑘 on

the expression of the function dbf in Eq. (14). To achieve this, we

generate systems of 10 tasks, each having 20 preemption points,

a utilization rate of 70%, and an overhead utilization rate of 20%.

We vary the parameter 𝑘 between 1 and 4. The timeout is set to

30 seconds. The task sets remains consistent; only the constraints

representing the schedulability are affected by the parameter 𝑘 .

In terms of model complexity, varying 𝑘 results in an increase in

both the number of continuous variables (which are not decision

variables) and the number of linear constraints. Table 3 presents

these values.

Table 3: Average number of continuous variables and linear
constraints as a function of the parameter 𝑘

𝑘 #linear constraints #continuous variables

1 495 1886

2 515 1916

3 541 1971

4 551 1997

In terms of the impact on solution quality, no difference was

observed. The objective value remains consistent for both feasible

systems and those exceeding their timeout. Regarding execution

time, the difference is not significant. A very slight increase in

execution time is noted with increasing values of 𝑘 , but this remains

marginal compared to the variability in time induced by the solver.

Finally, we tested a system composed of 30 tasks, each with 40

basic blocs. A feasible solution was found with a maximum of 150

seconds.

7 CONCLUSION
In this work, we focused on energy-harvesting real-time systems

and extended the deferred preemption model to incorporate energy

availability constraints.
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We employed an ILP representation for selecting preemption

points while satisfying both energy and real-time constraints. Our

implementation is available online and has been tested under dif-

ferent settings to demonstrate its effectiveness and to highlight the

impact of optimality loss when using approximated schedulability

analysis compared to exact analysis, versus the benefit in analysis

time. We evaluated the performance of the proposed methods using

a comprehensive set of synthetic task sets. The results show that

our approach is able to handle real-world settings within a very

reasonable time frame.

For future work, we plan to incorporated multicore scheduling,

for both global and partitioned scheduling. This problem becomes

more when considering C-state constraints across all cores. While

global scheduling has not yet been addressed, even without energy

constraints, even without energy constraints, the partitioned ap-

proach offers a more straightforward path. It is feasible to extend

our ILP by adding allocation constraints, as the system state space

is discrete. We also aim to integrate our scheduler into the Trampo-

line open-source RTOS to study and validate its practical use and

assess its performance on a real target.
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minimize 𝑐 (a) =
𝑛∑︁
𝑖=1

𝑛𝑖∑︁
𝑗=0

a𝑖, 𝑗+1 · 𝑐over𝑖, 𝑗

s. t.

𝑖 ∈ [1..𝑛] :
a𝑖,1 = 1

a𝑖,𝑛𝑖+1 = 1

𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 ] :
a𝑖, 𝑗+1 =1 ⇒ c𝑖, 𝑗 = 𝑐worst𝑖, 𝑗 + 𝑐over𝑖, 𝑗

𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 − 1] :
a𝑖, 𝑗+1 =0 ⇒ c𝑖, 𝑗 = 𝑐worst𝑖, 𝑗 + c𝑖, 𝑗+1

𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 ] :

a𝑖, 𝑗 = 1 ⇒ z𝑖, 𝑗 = c𝑖, 𝑗 −
1

𝑤𝑙𝑜𝑎𝑑

· r𝑖, 𝑗

𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 ] :
a𝑖, 𝑗 =0 ⇒ z𝑖, 𝑗 = 0

𝑖 ∈ [1..𝑛] :

w𝑖 =

𝑛𝑖∑︁
𝑗=1

z𝑖, 𝑗

q𝑖 =
𝑛𝑖
max

𝑗=1
{z𝑖, 𝑗 }

B𝑛 = 0

𝑖 ∈ [1..𝑛 − 1] :
B𝑖 = max

𝑖<𝑘≤𝑛
{q𝑘 }

𝑖 ∈ [1..𝑛], 𝑗 ∈ [1, 𝑛𝑖 ] :
a𝑖, 𝑗 = 1 ⇒ v𝑖, 𝑗 = min{𝑣max, 𝑣•𝑖, 𝑗 − a𝑖, 𝑗+1 · 𝑒over𝑖, 𝑗 }

𝑖 ∈ [1..𝑛], 𝑗 ∈ [2, 𝑛𝑖 ] :
a𝑖, 𝑗 = 0 ⇒ v𝑖, 𝑗 = min{𝑣max, v𝑖, 𝑗−1 + 𝑣•𝑖, 𝑗 − a𝑖, 𝑗+1 · 𝑒over𝑖, 𝑗 }
𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 ] :

a𝑖, 𝑗 = 1 ⇒ m𝑖, 𝑗 = min{𝑣max, 𝑣max − v𝑖, 𝑗 }
𝑖 ∈ [1..𝑛], 𝑗 ∈ [2..𝑛𝑖 ] :

a𝑖, 𝑗 = 0 ⇒m𝑖, 𝑗 = min{m𝑖, 𝑗−1, 𝑣max − v𝑖, 𝑗 }
𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 ] :

a𝑖, 𝑗+1 = 1 ⇒r𝑖, 𝑗 = min{0, v𝑖, 𝑗 }
𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 − 1] :

a𝑖, 𝑗+1 = 0 ⇒r𝑖, 𝑗 = min{v𝑖, 𝑗 , r𝑖, 𝑗+1}
𝑖 ∈ [1..𝑛], 𝑗 ∈ [1..𝑛𝑖 ] :

−v𝑖, 𝑗 ≤ m𝑖, 𝑗

𝑖 ∈ [1..𝑛], 𝑡 ∈ S𝑘 , 𝑡 ≤ (𝑘 − 1)𝑝𝑖 + 𝑑𝑖 :

dbf (k)i (t) =
(
1 +

⌊
𝑡 − 𝑑𝑖

𝑝𝑖

⌋)
w𝑖

𝑖 ∈ [1..𝑛], 𝑡 ∈ S𝑘 , 𝑡 > (𝑘 − 1)𝑝𝑖 + 𝑑𝑖 :

dbf (k)i (t) =
(
1 + 𝑡 − 𝑑𝑖

𝑝𝑖

)
w𝑖

𝑖 ∈ [1..𝑛], 𝑡 ∈ S𝑘 :

B𝑖 ≤𝑡 −
𝑛∑︁
𝑗=1

dbf (k)j (t)
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