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ABSTRACT

Multiple industrial processes involve gas-liquid flows char-
acterized by a wide range of spatial and temporal scales. Sim-
ulating such flows remains a major challenge nowadays, as the
computational cost associated with Direct Numerical Simulation
still makes it unaffordable. For such configurations, an interest-
ing alternative to DNS is the use of multi-scale approaches. In
the latter, large enough bubbles are fully resolved and may de-
form over time, while smaller bubbles are modeled as a dispersed
phase using subgrid scale models. The interfacial momentum
transfer terms are then tailored to the local flow configuration.
The closure models still involved in these approaches and the in-
fluence of the cut-off length separating the resolved and modeled
bubbles definitely need to be validated against detailed experi-
ments. In order to assess the validity of these models, we present
a one-to-one comparison between experiments performed in a
simple configuration, namely the emptying of a water bottle, and
numerical simulations using the aforementioned approach. The
results are found to reliably reproduce the genesis of the oscil-
lation mechanism, which is governed by the bubble formation at

the bottle neck. The multi-scale model also qualitatively repro-
duces the fragmentation process of large bubbles during their
rise in the water column. However local experimental data are
required to assess more quantitatively these results.

NOMENCLATURE
ρk Density of phase k.

αk Volume fraction of phase k.

µk Dynamic viscosity of phase k.

uk Velocity vector of phase k.

σ Surface tension.

Γp→k Interfacial mass transfer rate from phase p to k.

Ip→k Interfacial momentum transfer rate from phase p to k.

p Pressure.

T Temperature.

Rair Ideal gas constant.
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INTRODUCTION
Multiphase gas-liquid flows are encountered in a broad spec-

trum of geophysical, environmental and industrial applications.
As an example in the latter category, chemical industry makes
an extensive use of bubble columns and plumes to enhance aera-
tion or mixing. Nuclear design also requires reliable predictions
of evaporation and water-steam flows in order to optimize plant
design and safety. Such applications generally involve complex
dispersed flows in which a wide range of bubble sizes coexist,
such as in air entrainment configurations below an air-water in-
terface. They may also involve transient flows that do not fall
within a well-defined two-phase regime, as in cases where the
flow configuration stands in between dispersed and churn flow
regimes, or when free-surface oscillations at the top of a tank are
coupled with the injection of a bubbly jet at its bottom.
In the recent decades, a significant effort has been carried out in
the research community ( [1–5]), especially in the context of the
NEPTUNE CFD solver project ( [6–10]), to adapt the two-fluid
model initially formalized by Ishii [11], to handle more com-
plex flow configurations involving a wide range of bubble sizes
and shapes or flow regime transitions. In such configurations,
the largest bubbles or the large gas-liquid interfaces are allowed
to deform freely and are captured numerically while the smaller
ones are modeled within the framework of a dispersed bubbly
flow formulation.
In this paper we present one of these multi-scale ap-
proaches, namely the Generalized Large Interface Model
(GLIM) grounded on the Large Interface Model proposed by
Coste [6] and updated by Merigoux et al [9]. We first describe the
model in some detail before assessing its performances through
a one-to-one comparison with experimental data corresponding
to a relevant and original test case. The latter consists in the
‘glug-glug’ emptying process of an ideal water bottle. This flow
configuration is of particular interest here since it involves com-
plex physical phenomena with a broad range of spatio-temporal
scales and leads to several successive flow transitions. Bubbles
are created periodically at the bottle neck, typically with a diam-
eter close to that of the neck. Then they detach from it and rise
within the bottle until the free surface. While ascending, these
large bubbles undergo break-up, and a swarm of smaller bubbles
is generated, a fraction of which may coalesce again or partici-
pate in the reconfiguration of the largest bubbles; the larger the
bottle neck the more intense these reconfigurations.

NUMERICAL MODEL
All the simulations discussed below were carried out with

the NEPTUNE CFD code [12–14] jointly developed by EdF,
CEA, IRSN and AREVA in France. This flow solver describes
multiphase flows in an Eulerian framework thanks to an exten-
sion to n fields of the two-fluid model established by Ishii [11].
This technique is particularly well suited for dispersed flows with

a unique particle/drop/bubble size. In this context, two fields
(also referred to as phases) are defined, namely a continuous
liquid phase and a dispersed gas phase. In the general frame-
work of a n-field approach, mass, momentum and energy bal-
ance equations are solved for each field, with the assumption of
a common pressure shared by all of them. Our simulations as-
sume an isothermal flow. Hence, no energy balance is consid-
ered. Since the GLIM approach is mostly an extension of the
two-fluid model, we briefly go through the original model before
presenting the multi-scale treatment.

Original two-fluid model
In an isothermal configuration, two balance equations are

solved in each phase. The mass balance in phase k reads

∂

∂ t
(αkρk)+∇ · (αkρkuk) = ∑

p6=k
Γp→k , (1)

where αk denotes the local volume fraction of phase k, ρk its
density, uk its mass-averaged velocity and Γp→k stands for the
interfacial mass transfer rate between phases p and k. No
phase change is considered in the present simulations, implying
Γp→k = 0.
The momentum balance is also solved in each phase in the form

∂

∂ t (αkρkuk) +∇ · (αkρkuk⊗uk) =−αk∇P+αkρkg
+∇ ·

(
αkµk(∇uk +

T ∇uk)
)
+ ∑

p6=k
Ip→k , (2)

where µk denotes the viscosity of phase k and Ip→k stands for the
interfacial momentum transfer rate between phases p and k.
The interfacial momentum transfer term can be decomposed into
two contributions in the form

Ip→k = Ihydro
p→k +Γp→k(up−uk)

int ,

where the subscript int denotes the quantity evaluated at the in-
terface between phases p and k. As no phase change is consid-
ered here, the second contribution is zero and only Ihydro

p→k needs
to be modeled to close the full set of equations. When con-
sidering bubbly flows involving mono-dispersed bubbles, NEP-
TUNE CFD uses closures for Ihydro

p→k that were already validated
on several industrial configurations [10] [14]. In such situations,
the interfacial momentum transfer Ihydro

cl→dg (subscripts cl and dg
refer to the carrying liquid and the dispersed gas phase, respec-
tively) is decomposed into three contributions, namely a drag
force Fdrag, a lift force Fli f t , and an added-mass force Fam.
The reader is referred to [15] for the complete expression of each
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of these terms. However, these closures are mostly based on spe-
cific empirical validations, which greatly limits their universal-
ity. When dealing with multi-scale flows, the mono-disperse as-
sumption is not valid any longer and new treatments are required
to deal with bubbles much larger than the grid resolution.

Generalized Large interface Model
The GLIM is an extension of the LIM model proposed

by Coste [6] to simulate separated (stratified) two-phase flows
where a liquid layer is sheared by a high-velocity gas flow. The
main ingredients of the model are presented below. In what fol-
lows, subscripts cl and cg refer to the continuous liquid and gas
phases, respectively.

Large Interface Detection A large interface (LI) is rep-
resented by a three-cell stencil (LI3C method [6]). In this stencil,
the central cell contains the interface, with a mixture of the two
phases (i.e. αclαcg 6= 0), and one cell on each side of the interface
contains only one phase (i.e. αcl = 0 or αcg = 0). The former cell
is detected thanks to the local value of the liquid volume fraction
gradient, ∇αcl . More details on the detection algorithm can be
found in [6]. Here it is enough to indicate that the detection con-
sists essentially in comparing each component of the gradient
to a pre-defined threshold value. Then the liquid and gas cells
are detected by moving away by one cell in the direction normal
to the interface. This gives access to liquid/gas velocities and
liquid/gas cell distances to the interface which are necessary to
express the momentum exchange terms.

Large Interface Interfacial Momentum Transfer
Once large interfaces are detected, the interfacial momentum
transfer term involved in Eq. 2 is set to a nonzero value only in
cells containing such large interfaces. This interfacial momen-
tum transfer essentially results from the friction between the two
phases in the interface region. Hence Ihydro

cl→cg is closed in the form

Ihydro
cl→cg = ρgu∗2cgAi

(ucl−ucg)

||ucl−ucg||
, (3)

where Ai denotes the interfacial area rate and u∗cg is the gas fric-
tion velocity which depends on the interface deformation. The
interfacial area rate is defined as Ai = Si/V , Si being the interface
area contained within the cell volume V . Clearly this model as-
sumes that a nonzero slip exists between the two phases across a
large interface. The interface deformation regime, hence the fric-
tion velocity u∗cg, is determined based on the Brocchini-Peregrine
diagram [16,17] which gathers various situations, some of which
involve strong turbulence interacting with gas-liquid interfaces.
The frictional force defined in Eq. 3 proved to be crucial in

the modeling of separated two-phase flows with a liquid layer
sheared by a gas flow.
Actually, an additional term is added to Ihydro

cl→cg for numerical pur-
pose. The role of this term is to enforce the equality of the normal
component of the gas and liquid velocities at a large interface.
This is achieved by introducing a penalization force in the direc-
tion normal to the interface in the form

FLI
cl→cg = αclαcg(αcgρg +αclρl)

Cτ

∆t
[(ucl−ucg) ·n]n , (4)

where Cτ is an empirical coefficient of order unity, ∆t the numer-
ical time step, and n = ∇αcl/||∇αcl || denotes the unit normal
to the LI. As shown by Eq. 4, any difference between the nor-
mal components of ucl and ucg on a LI (which is the only flow
region where the product αclαcg is nonzero) results in a large
normal force FLI

cl→cg if ∆t is small. Hence, selecting a large value
of Cτ/∆t guarantees that the difference between the two normal
velocity components is negligibly small at the interface.

Interfacial Momentum Transfer For The Dispersed
Gas Phase As the simulation proceeds, depending on the
flow configuration, many cells may not contain any large inter-
face although the local gas volume fraction is different from zero.
Such a configuration implies that dispersed bubbles are locally
present, and the proper interfacial momentum exchange term has
to be modified to deal with this specific flow structure. This is
typically the case when simulating the ‘glug-glug’ generated by
the emptying of a bottle.
To deal with this configuration, the interfacial momentum trans-
fer term is tailored to the local flow structure in the following
manner. First, the large interface detection algorithm is applied
to detect large interfaces throughout the domain. If a LI is de-
tected, the LI momentum transfer term, defined in Eqs. 3 and 4,
is prescribed at the corresponding location. Then, in cells that do
not contain any large interface but where the local gas volume
fraction is nonzero, the dispersed interfacial momentum trans-
fer terms Fdrag

cl→dg, Fli f t
cl→dg and Fam

cl→dg are prescribed. To avoid
any overlap between the two models at a given location, the en-
tire momentum exchange term for the dispersed phase, Ihydro

cl→dg, is
weighted against an empirical numerical parameter, ω . This pa-
rameter was calibrated based on the feedback gained during the
validation of the overall model [9]. It reads

ω = β (1−Min(6 fcor,1)) with fcor = A−1
i ||∇αl || . (5)

In Eq. 5, β is a pre-factor that smoothly varies from 0 to 1 ac-
cording to the local value of the liquid volume fraction αl . More
specifically, β is set to 0 if αl < 0.5, which is considered to corre-
spond to locations involving large interfaces. Conversely, β = 1
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if αl > 0.7, i.e. at locations where the flow structure is considered
to be dominated by the presence of dispersed bubbles. Last, β

follows the linear variation β = (αl−0.5)/0.2 if 0.5≤ αl ≤ 0.7.
The factor fcor takes into account the presence of large inter-

faces: such interfaces result in large values of fcor, hence small
(if not zero) ω , reducing the overall momentum transfer term to
that defined in Eq. 3 . Figure 1 provides a sketch of the combined
effect of β and fcor on the value of ω in a typical cell.

liq.

β = 1
6fcor < 1

liq.

gas

β = 1
6fcor ≈ 1

gas

liq.

β = 0
6fcor > 1

FIGURE 1: THE ROLE OF fcor AND β IN THE WEIGHT-
ING PROCEDURE OF THE INTERFACE MODEL WITHIN
A CELL.

DESCRIPTION OF THE TEST CASE
In order to assess the validity of the above model, the ex-

perimental configuration detailed in [15] is reproduced numer-
ically. The bottle is schematized as a cylinder with diameter
D = 114mm and height L = 800mm, closed at the top by a
blank flange and at the bottom by a perforated plate mimick-
ing the bottle neck. In the simulations, the neck diameter is
set to d = 35mm and a fixed initial normalized water height,
H/L = 0.75 is imposed. The simulations are run over 5s, with a
fixed time step of 0.05ms.
The computational domain is sketched in Fig. 2. In order to
avoid disturbances resulting from the outlet boundary condition,
an air buffer region is added between the bottle neck and the out-
let. All other boundaries are treated as rigid walls corresponding
to a no-slip condition. The simulation makes use of a 3D grid
dividing the domain into ≈ 2.1 millions nonuniform hexahedral
cells. With this grid, the dispersed bubble diameter is set to 1mm.
It yields a bubble volume about 40% of the averaged cell volume,
which is consistent with the dispersed phase assumptions and al-
lows us to properly resolve a significant part of the gas content.
Initially, the liquid and gas phases are at rest. Within the two
regions filled with air (see Fig. 2), the pressure is initially set to
the same constant value corresponding to the atmospheric pres-
sure. In contrast, a hydrostatic pressure distribution is considered
initially within the water column.

Air

Water

Air

Outlet

Wall

g

L = 800mm

δ = 5mm

D = 114mm

d = 35mm

Lr = 100mm

FIGURE 2: 2D SKETCH OF THE COMPUTATIONAL DO-
MAIN.

Water properties are extracted from the CATHARE module em-
bedded in the NEPTUNE CFD code. Considering a uniform and
constant temperature T = 293.15K, one has ρl = 997.24kg.m−3

and µl = 1× 10−3 Pa.s. Based on the companion study [15],
the air phase is considered compressible and assumed to be-
have as an an isothermal ideal gas. The air density, ρa, and
its partial derivative with respect to the pressure, p, obey re-
spectively ρa = p(RairT )−1 and (∂ρa/∂ p)T = (RairT )−1, with
Rair = 287.06 J.kg−1.K−1. The air viscosity and the water/air
surface tension are respectively set to µa = 1.8×10−5 Pa.s and
σ = 7.28×10−2N.m.

RESULTS AND DISCUSSION
Analysis Of The Pressure Signal At The Bottle Top

Figure 3 depicts the experimental and numerical pressure
signals at the bottle top (the atmospheric pressure was system-
atically removed from the signal to highlight pressure variations
within the bottle). It appears that the amplitude of the numerical
oscillations is significantly underestimated compared to the ex-
perimental findings during the first second of the emptying pro-
cess. After this initial transient, the numerical amplitudes are
in much better agreement with the experimental evolution. Two
markedly different time scales are involved in the pressure sig-
nal. On the one hand, a gentle linear pressure increase is ob-
served over a long time scale. This feature is due to the gradual
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FIGURE 3: NUMERICAL AND EXPERIMENTAL PRES-
SURE EVOLUTIONS AT THE BOTTLE TOP.

reduction of the liquid height within the bottle [15]. On the other
hand, high frequency oscillations are superimposed to this linear
increase. These oscillations are mainly due to the periodic bub-
ble generation and liquid ejection at the neck, as revealed in Fig.
4. In this figure, snapshots of bubble formation and liquid ejec-
tion at the bottle neck are displayed, together with the pressure
oscillations at the top of the bottle. Bubble formation is seen to
correspond to a pressure rise, whereas liquid ejection takes the
form of a jet and corresponds to a pressure minimum. Indeed,
bubble formation at the neck induces a rise of the free surface,
thus a compression of the air buffer at the bottle top. In contrast,
liquid ejection decreases the volume of liquid within the bottle,
inducing an expansion of the air buffer which in turn reduces the
pressure.
Coming back to pressure oscillations displayed in Fig. 3, the
numerical period is observed to be slightly longer than the ex-
perimental one, as shown in more detail in Fig. 5. The period
reported in this figure was obtained after a sliding Fourier trans-
form was applied to the pressure signal. This figure confirms that
the numerical prediction overestimates the actual period. The
difference reaches a maximum at the beginning of the emptying
process and reduces over time, its relative value ending within a
few percents.

Analysis of Bubble Swarms
In such multi-scale bubbly flow configurations, a natural

concern is the structure of bubble swarms. A first step toward
the analysis of these swarms is provided in Fig. 6, where the
experimental structure, revealed though a shadowgraph tech-
nique, is compared with the numerical prediction at the instant
of time t = 4.2s. Large bubbles are identified by the iso-contour
αcl = 0.5, whereas dispersed bubbles are represented with a

2.0 2.2 2.4 2.6 2.8 3.0

time [s]

−6.0
−5.5
−5.0
−4.5
−4.0

p
−
p
a
tm

[k
P
a
]

t = 2.35 s t = 2.70 s

FIGURE 4: VISUALIZATION OF THE SYNCHRONIZATION
BETWEEN BUBBLE FORMATION AND PRESSURE OS-
CILLATIONS.
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Theory
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FIGURE 5: EVOLUTION OF THE PRESSURE OSCILLA-
TION PERIOD. THE NUMERICAL SIGNAL IS COMPARED
WITH THE EXPERIMENTAL ONE AND WITH THE THEO-
RETICAL MODEL OF [18].

depth-integrated color scale. It must be pointed out that in the
experimental case, the initial water height is H/L = 1, whereas
it is only 0.75 in the simulation. Hence the two cases reported in
Fig. 6 have different flow histories. In particular, the population
of small bubbles in the experiment may well be denser than if the
initial relative height were 0.75.
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GLIM Exp.

FIGURE 6: VISUALIZATION OF BUBBLE SWARMS IN THE
WATER COLUMN (LEFT: SIMULATION, RIGHT: EXPERI-
MENT). LARGE INTERFACES ARE IDENTIFIED BY THE
ISO-CONTOUR αcl = 0.5. THE COLOR SCALE REPRE-
SENTS THE DISPERSED GAS PHASE.

Despite this difference, a fairly good resemblance is noticed be-
tween the two images, with the formation of large bubbles at
the neck, which then break-up during their rise in the water col-
umn and generate smaller and smaller bubbles. With the selected
grid resolution, these small bubbles are not resolved and belong
to the dispersed gas phase; their presence may be appreciated
through the color scale in Fig. 6. Although only qualitative, the
resemblance between the two snapshots suggests that the model
is capable of handling transitional regimes involving successive
fragmentation events. However the experimental visualization
is too global to allow any quantitative comparison. To obtain a
slightly more quantitative insight into the generation of the dis-
persed bubble phase, the evolution of the cross-sectional average
gas fraction at two different heights is plotted in Fig. 7. The aver-
age is performed within a 1 cm thick cylindrical control volume
with diameter D centered at height hcv. In the left panel, corre-

sponding to a cross section located hcv = 10cm above the bot-
tle neck, the gas fraction exhibits a series of sharp peaks. Each
of them corresponds to the crossing of the control volume by a
large gas bubble. The peak magnitude depends on several pa-
rameters, such as the bubble size, shape and orientation. Hence
the volume fraction signal is not sufficient to extract a quantita-
tive information on the bubble characteristics. The right panel
in Fig. 7 displays the same quantity within a control volume lo-
cated significantly higher in the bottle, i.e. hcv = 30cm above
the neck. The time evolution is split into two different windows
to provide a clearer view of the events that take place in each of
them. The early evolution reveals few, albeit sharp, peaks. The
average gas fraction rises on average and roughly stabilizes itself
on a ‘plateau’ value ≈ 7%. This rise corresponds to the gener-
ation of a swarm of small bubbles in the water column, associ-
ated with the fragmentation of a large bubble. On a longer term,
some large bubbles still rise in the water column. Their signa-
ture corresponds to the peaks that still make the average volume
fraction deviate from time to time from its plateau value. These
features suggest that the model allows successive bubble frag-
mentations but at the same time maintains the presence of some
large bubbles until the free surface. We are not aware of any
detailed experimental data that would allow us to validate quan-
titatively the numerical evolution of the gas fraction displayed
in Fig. 7. Hence, further experimental investigations are neces-
sary to quantitatively assess the validity of present computational
results.

CONCLUSIONS
We reported two-phase flow multi-scale simulations based

on the Eulerian code NEPTUNE CFD in the non-trivial config-
uration corresponding to the emptying of a bottle. This test case
involves a broad range of bubble sizes, from large gas pockets
formed at the neck to tiny bubbles resulting from fragmenta-
tion. All these bubbles strongly interact during the emptying pro-
cess.These features make this test case relevant to evaluate recent
models intended to jointly resolve large interfaces and model the
influence of small bubbles.
Present simulations reveal the existence of large pressure oscil-
lations within the bottle, the frequency of which is locked on the
detachment of large bubbles at the bottle neck. The numerical
model was found to properly reproduce this frequency, except
during the initial transient stage. A qualitative comparison with
experimental visualizations suggests that the numerical approach
based on the Large Interface Model allows bubbles to properly
break-up and reconfigure through fragmentation, in qualitative
overall agreement with experimental observations.
Measurements of the gas volume fraction, possibly supple-
mented with an evaluation of the bubble size distribution
throughout the bottle, are now necessary to quantitatively assess
the predictions of this model.
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FIGURE 7: TIME EVOLUTION OF THE CROSS-SECTIONAL AVERAGE GAS FRACTION AT DIFFERENT HEIGHTS. THE
MEASUREMENT VOLUME IS 1cm THICK, WITH ITS CENTER SET AT HEIGHT hcv ABOVE THE NECK.
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[8] Fleau, S., Mimouni, S., Mérigoux, N., and Vincent, S., 2015. “Simulations
of two-phase flows with a multifield approach”. In Proceedings of CHT-15.
6th International Symposium on Advances in Computational Heat Transfer,
May 25-29, 2015, Rutgers Univ., New Brunswick, NJ, USA, pp. 78–96.

[9] Merigoux, N., Lavieville, J., Mimouni, S., Guingo, M., and Baudry, C.,
2016. “A Generalized Large Interface to dispersed bubbly flow approach to
model two-phase flows in nuclear power plant”. In CFD4NRS-6, Septem-
ber 13-15, 2016, Cambridge, MA - USA, pp. 1–20.

[10] Fleau, S., Mimouni, S., Merigoux, N., and Vincent, S., 2016. “Vali-
dation of a multifield approach for the simulations of two-phase flows”.
Computational Thermal Sciences, 7, pp. 441–457.

[11] Ishii, M., 1975. Thermo-Fluid Theory of Two-Phase Flow. Eyrolles, Paris.
[12] Mimouni, S., Lamy, J.-S., Lavieville, J., Guieu, S., and Martin, M., 2010.

“Modelling of sprays in containment applications with A CMFD code”.
Nuclear Engineering and Design, 240(9), sep, pp. 2260–2270.

[13] Mimouni, S., Foissac, A., and Lavieville, J., 2011. “CFD modelling of wall
steam condensation by a two-phase flow approach”. Nuclear Engineering
and Design, 241(11), pp. 4445–4455.
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