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Paris, France
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Abstract

External control arms (ECA) can inform the early clinical development of experimental drugs and
provide efficacy evidence for regulatory approval. However, the main challenge in implementing ECA lies
in accessing real-world or historical clinical trials data. Indeed, regulations protecting patients’ rights
by strictly controlling data processing make pooling data from multiple sources in a central server often
difficult. To address these limitations, we develop a new method, ’FedECA’ that leverages federated
learning (FL) to enable inverse probability of treatment weighting (IPTW) for time-to-event outcomes
on separate cohorts without needing to pool data. To showcase the potential of FedECA, we apply it
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in different settings of increasing complexity culminating with a real-world use-case in which FedECA
provides evidence for a differential effect between two drugs that would have otherwise gone unnoticed.
By sharing our code, we hope FedECA will foster the creation of federated research networks and thus
accelerate drug development.

Development of innovative drugs is a long and challenging task with increasing costs [1]. The probability of
success of a new drug is low, with about 10% of drugs that enter clinical trials reaching FDA approval [2].
Phase III randomized trials, that aim at establishing clinical efficacy, fail approximately in one case out of
two [3]. Improving this rate is crucial to overcome those obstacles and accelerate the access to new drugs
while reducing the development costs. Statistical methods were developed to compare the efficacy of a
treatment to a control group that is built with data from external sources to the current trial (External
Control Arm - ECA). ECA methods account for the potential bias introduced by the non-randomized nature
of the control group providing earlier evaluation of efficacy which can inform the transition from a single-arm
phase II to a phase III clinical trial [4, 5].

ECA are increasingly used in clinical applications [6] and they are receiving more and more attention
from regulatory agencies (FDA, EMA) [7, 8]. Externally controlled trials may also substitute randomized
controlled trials (RCT) in specific situations where an RCT would be deemed unfeasible or untimely. This
is the case for rare diseases where patient recruitment is difficult and long [9] as well as in some cases in
oncology involving specific subgroups of patients [10, 11, 6, 12].

Statistically, the lack of randomization between the treated arm and the external control arm makes a
naive comparison between the two susceptible to confounding bias. Therefore, assuming causal identifiability
of the treatment effect [13], statistical or machine learning methods [14, 15, 16, 17, 18, 19, 20] are needed to
provide valid estimates and inference of the treatment effect in this setting.

Despite progress in statistical methods, a major obstacle to the feasibility of ECA is data sharing. Due
to its sensitivity, health data is strictly regulated by, e.g., the general data protection regulation (GDPR) in
the EU and the health insurance portability and accountability act (HIPAA) in the US. Even after careful
pseudonymization [21] sharing health data remains a complex endeavor notably because of data ownership
and liability issues. Thereby, in practice, ECA involving phase II data from a pharmaceutical company and
potentially real-world data from different hospitals or medical institutions are difficult to set up.

To address this data sharing challenge, various machine learning techniques were proposed in the past
couple of years. Among them, federated learning (FL) [22] a privacy-enhancing technology (PET) allows the
extraction of knowledge and training models from multiple institutions without pooling data. It has already
been used with success in similar settings to connect both pharmaceutical companies [23] and hospitals [24, 25]
in federated research networks.

Herein, we investigate the use of FL to build ECA, focusing on time-to-event outcomes such as progression-
free survival (PFS) or overall survival (OS), which are predominant in oncology RCTs [26].

In this work, we introduce FedECA, a federated external control arm method which is a federated version
of inverse probability of treatment weighting (IPTW). This method consists of three main steps, each of them
performed via FL: training a propensity score model, fitting a weighted time-to-event model, and testing the
treatment effect. Thus facilitating ECAs for pharmaceutical companies by giving them access to real-world
control patients from multiple institutions while limiting patient data exposure thanks to FL.

We first demonstrate the efficacy of our approach on synthetic data created using realistic data generation
processes both with in-RAM simulations and on a deployed federated network with 10 distant synthetic
centers located in the cloud.

We show that FedECA reaches identical conclusions to IPTW on pooled data as well as better statis-
tical power compared to a competing method based on federated analytics (FA), while also controlling the
moments’ differences between the two arms.

Furthermore, we showcase two examples of the application of FedECA to real patients data starting with
a simulation of FL using real data from trials before moving to the end-to-end deployment of a real federated
research network between three research institutions located in different countries.
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1 Results

1.1 FedECA, a federated ECA method

A federated extension of the IPTW method for ECA (FedECA) is deployed. FedECA allows the estimation
of a treatment effect by comparing the experimental drug arm, stored in one center, to a control arm defined
by external data held within different centers, as illustrated in Figure 1. FedECA uses estimated propensity
scores to reweight treated and control patients to balance the two groups and correct for potential biases
(see Methods 6.2.1 for more details).

Figure 1 illustrates the advantages of our proposed method, where data can remain on the premises
of the participating centers and only aggregated information is shared. This is in contrast to the classical
ECA analysis where data is pooled into a single place. Herein, an aggregator node is responsible for the
orchestration of the training process, the aggregation and redistribution of the results, without directly seeing
raw data.

1.2 FedECA is equivalent to a standard IPTW model trained on pooled data

We demonstrate FedECA’s abilities to accurately estimate several key quantities from the IPTW analysis
on realistic simulated data. We refer to Methods 6.4.1 for the data generation process details. In this
experiment, we compare the results obtained from a classical IPTW analysis where data is pooled into the
same place against FedECA operating in distributed settings.

We monitor four key metrics: the propensity scores, the hazard ratio and p-values associated with the
treatment allocation covariate, derived from a Wald test, and the partial likelihood of the Cox model. We
repeat this simulation 100 times and report the relative error between the pooled IPTW against FedECA
in Figure 2. The boxplots represent the distribution of the relative error for each quantity among the 100
repetitions.

The relative errors between FedECA and the pooled IPTW are very small and do not exceed 0.2%,
illustrating the effectiveness of the proposed optimization process in a federated fashion. Moreover, Sup-
plementary Figure S1 shows that the number of centers among which the data is split does not impact the
performance of FedECA. Hence, we illustrate that up to a negligible error, probably due to finite precision
numerical errors in the optimization process, FedECA provides results that are equivalent to the classical
IPTW despite not having access to all data in the same location.

1.3 FedECA and MAIC both control SMD

We will compare in the next section the ability of several methods to correctly detect a treatment effect
if there is one (statistical power) while not detecting it if there is none (type I error control). The main
competitors of FedECA are matching-adjusted indirect comparisons (MAIC) [27], a method that allows to
estimate a treatment effect using only aggregated statistics such as the mean and the standard deviation
from the treatment arm which are made available to the control arm, and the unweighted version of FedECA
(WebDISCO [28]). The reweighting procedure of MAIC involves only communicating statistics a single time
between the centers, therefore MAIC’s reweighting is a federated analytics method (FA) while FedECA’s
reweighting uses FL.

Before measuring power and type I error we first assess the performance of the reweighting step of FedECA
with respect to the correction of covariate shift which is induced by the non-randomized nature of the two
arms and which results in confounding bias in the treatment effect estimation. To do that we estimate
the standardized mean difference (SMD) of covariates between the two treatment groups after reweighting.
The SMD is a coarse univariate measure which summarizes for each covariate the balance between the two
groups by only looking at the first and second order moments, see Methods Section 6.3.2. However SMD
is expected by regulators [29], which ask ECA methods to control SMD below a threshold (usually 10%).
While MAIC explicitly enforces perfect matching of low order moments irrespective of the covariate shift
leading to zero SMD by design (see Methods Section 6.6), FedECA does multivariate balancing through the
propensity scores.
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We consider scenarios with different levels of covariate shift. In one end of the spectrum, treatment
allocation does not depend on the covariates: there is no covariate shift. Therefore the SMDs of all covariates
are small even before reweighting. On the other end of the spectrum, treatment allocation depends more
and more on the covariates values (details of the data generation are given in Section 6.4.1). Therefore we
expect weighting to be necessary to control SMD.

This is illustrated in Figure 3a where we show the mean absolute SMD as a function of the covariate
shift for the three different methods: FedECA, MAIC and the non-adjusted treatment effect estimation
(unweighted). The covariate shift is a parameter that controls the intensity of the confounding factors on
the treatment allocation variable biasing the two groups. A covariate shift of zero is equivalent to a random
allocation in the treatment arms (see Methods 6.4.1 for more details). For low covariate shift (≤ 0.5) all
three methods control the SMDs of the covariates, while for medium to high covariate shifts (> 0.5), the
unweighted method fails to control the SMDs while both MAIC and FedECA control SMD. More details
per-covariate are available Figure 3b for the two extremes.

1.4 FedECA outperforms MAIC in power to detect a treatment effect

Figure 3c shows the estimated statistical power and type I error under different varying conditions, including
the covariate shift and the number of samples.

One of the key steps influencing the statistical power and type I error is the variance estimation method,
applied for each treatment effect point estimation. We compare three variance estimation methods: the
bootstrap estimator, the robust sandwich-type estimator, and the naive estimator based on the inversion
of the observed Fisher information [16]. For FedECA, only the bootstrap variance estimator successfully
controls the type I error at around 5%. In comparison, the robust variance estimator systematically over-
estimates the variance, which results in overly-conservative estimations of both the type I errors and the
statistical power. This finding is consistent with previous works [16]. Lastly, for FedECA, the naive variance
estimator fails to control the type I error. For MAIC, the resampling with replacement during the bootstrap
variance estimation can only be done on the individual patient data (IPD) available for the control arm,
since in practice the aggregated data from the treatment arm is fixed. Compared to FedECA, it controls the
type I error only at small covariate shifts, and loses control when the covariate shift increases. The robust
variance estimator shows over-estimations of variance similar to those of FedECA. For comparison, we also
consider the unweighted version of FedECA. However, because it cannot account for the confounding effects
introduced by the non-randomized nature of the two groups and the resulting covariate shift, it quickly loses
control over the type I error as soon as the covariate shift is no longer zero.

When comparing the statistical power of those methods that successfully control the type I error, FedECA
with bootstrap variance estimator shows the best performance, followed by FedECA with robust variance
estimator. Both variants of FedECA outperform MAIC with the “robust” variance estimator, as the covariate
shift and number of samples change.

1.5 FedECA can be used in real-world conditions on synthetic data

We host up to 11 “servers” in the cloud (including an aggregation server) and deploy the Substra [30] software
over all centers. Details of the cloud setup are available in Section 6.5. For each experiment we use the first
of the servers as the trusted third party performing the aggregation (the “server”) and the rest of the servers
as data owners holding a different part of the data (the “centers”). Each “center” has a different set of
credentials which gives it different permissions over the assets created in the federated network. Each center
registers a predefined subset of the synthetic data as if it were its own through the Substra system. One can
launch FedECA on the deployed network by simply changing the type of backend used and specifying the
identifiers of the datasets (hashes) registered into the Substra platform as inputs to the fit method following
scikit-learn’s fit API [31]. An example of FedECA python API is given Supplementary Listing S1.

We monitor the runtime of the full pipeline when it runs in-RAM and over the cloud as a function of the
number of centers. We give conservative estimates by setting a target number of rounds for the training of
the propensity model and the Cox model to be high (20) as well as compute the federated robust sandwich
estimator, which is not needed when using bootstrapped runs to estimate variance. which adds overhead
and is not necessary if using the bootstrap variance estimation.
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Experiment
(Treatment vs. Control)

Method
Treatment
data source

Control
data source

HR (95% CI) p

Apa-AA-P vs. AA-P FedECA (bootstrap) Trial 1 Trial 2 0.66 (0.55, 0.78) <0.00001
Literature [34] Trial 1 Trial 1 0.70 (0.60-0.83) <0.0001

AA-P vs. P FedECA (bootstrap) Trial 1 Trial 2 0.50 (0.42, 0.59) <0.000001
Literature [35] Trial 2 Trial 2 0.53 (0.45-0.62) <0.001

AA-P vs. AA-P FedECA (bootstrap) Trial 1 Trial 2 0.90 (0.77, 1.05) 0.18

Apa-AA-P vs. P FedECA (bootstrap) Trial 1 Trial 2 0.37 (0.31, 0.45) <0.000001

Table 1: Estimation of treatment effect on radiographic progression-free survival by comparing different
regimens across different trials. Trial 1 refers to NCT02257736, Trial 2 refers to NCT00887198.

In-RAM experiments take a few seconds with 10 centers which is to be compared with IPTW on pooled
data which has a below-second runtime. This slowdown is due mostly to (1) processing each client sequentially
(2) the static nature of the Substra framework which forces one to run a target number of rounds higher
than needed for convergence (see Section 6.7.2 for more explanations). While (2) is a fundamental limitation
of Substra, (1) could be improved upon by using Python multiprocessing.

The real-world runtime is almost constant with respect to the number of clients and takes just un-
der 2 hours (1h18min on average with a standard deviation of approximately 3 minutes). We provide in
Table Supplementary Table S1 the full breakdown of the different runtimes across settings.

Insofar as 10 centers is already large in the considered cross-silo FL setup, this result hints at a good
scalability in terms of speed, provided an appropriate infrastructure can be deployed across the different
centers. Our result is consistent with previous Substra deployments [23].

1.6 FedECA can be used on real world use-cases

1.6.1 Application on real prostate cancer data with simulated federated learning

We access data of two phase III metastatic castration-resistant prostate cancer trials from the Yale University
Open Data Access (YODA) project [32, 33]. In all cases we simulate a FL setup in which the data is held
by two synthetic centers, one that holds the treated arm and the other the rest of the patients. We note
that according to our experiments Supplementary Figure S1, the number of centers does not impact the
performance of FedECA (nor should how the data is distributed across the different centers), therefore
we expect roughly the same results if we had chosen different data splits. All information about cohort
construction is available in Methods 6.4.2.

In the following, we present results focusing on average treatment effect inference on the radiographic
progression-free survival (rPFS) endpoint comparing regimens across different trials. We show first the results
reported for each trial found in the associated publications. Then, we conduct simulational ECA studies
by replacing the abiraterone acetate + prednisone (AA-P) arm in each trial with the same arm from the
other trial; the results of which can be considered as external negative control validations. Additionally, we
compare the two AA-P arms as a way to detect the potential confounding between the two study populations,
as well as to validate the previous ECA analyses. Finally, we compare the apatulamide + abiraterone acetate
+ prednisone (Apa-AA-P) arm with the prednisone (P) arm, which is not seen in the literature, and which
showcases the potential usefulness of our method to provide new evidence which is otherwise unavailable or
time and resource expensive to produce.

In Table 1, we show consistency of the estimations of treatment effect when compared with the published
results, as well as the non-significant treatment effect when comparing two AA-P arms. In addition, we show
a strong treatment effect of the regimen Apa-AA-P versus P, which is reasonable considering the superiority
of Apa-AA-P versus AA-P, and of AA-P versus P.
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Method #centers HR (95% CI) z p

FedECA (bootstrap) FFCD, IDIBGI, PanCAN 0.75 (0.62, 0.92) −2.80 0.005 05
FedECA (robust) FFCD, IDIBGI, PanCAN 0.75 (0.61, 0.92) −2.74 0.0061
FedECA (näıve) FFCD, IDIBGI, PanCAN 0.75 (0.66, 0.86) −4.10 0.000 041 0
IPTW (bootstrap) FFCD 1.13 (0.80, 1.61) 0.71 0.480
IPTW (bootstrap) IDIBGI 0.74 (0.40, 1.37) −0.95 0.342
IPTW (bootstrap) PanCAN 0.80 (0.55, 1.16) −1.19 0.234

Table 2: Effect on overall survival of FOLFIRINOX over gemcitabine + nab placlitaxel as estimated by
FedECA versus single-center estimates.

1.6.2 Application on real metastatic pancreatic cancer data in a real deployed federated
research network

We deploy a federated network across three cancer centers: the Fédération Francophone de Cancérologie Di-
gestive (FFCD) holding the data from two past clinical trials data and the Institut d’Investigació Biomèdica
de Girona (IDIBGI) and the Pancreatic Cancer Action Network (PanCAN) that hold data from clinical
practice totalling n = 514 patients. All information about cohort construction is available in Methods 6.4.3.
We compare the efficiency of FOLFIRINOX over gemcitabine and nab-paclitaxel on overall survival. Data
from each of the centers in the network is described in Methods (see Table Supplementary Table S7, Sup-
plementary Table S5 and Supplementary Table S6 for more details).

Figure 4a demonstrates that the propensity model in FedECA, trained with FL, effectively balances the
two patient groups, reducing the standardized mean difference (SMD) between the two arms to below 10%,
which was not achieved before reweighting.

Table 2 shows evidence for an effect on overall survival of FOLFIRINOX over gemcitabine and nab-
paclitaxel with a hazard ratio (HR) of 0.75 (IC = 0.63, 0.92) and an associated p-value of 0.005045, which is
exactly in line with the literature (HR 0.77) [36] with IPTW on pooled data. Single-center analyses on each
center presented in Table 2 are underpowered to detect this effect. Figure 4 shows the results of this real-
world use-case in terms of the estimated effect and illustrated by propensity-weighted Kaplan-Meier curves.
The propensity-weighted Kaplan-Meier estimator of the full cohort as well as the global SMD represented
respectively in Figure 4b and Figure 4a were obtained through the application of federated analytics without
pooling data, see Sec 6.3.

2 Discussion

In spite of the constraints on the distribution of the computations, we have shown that FedECA accurately
replicates its pooled-equivalent counterpart IPTW up to machine precision, see Figure 2. This directly
imbues FedECA with the same statistical properties as the well-established IPTW method.

Indeed, FedECA compares favorably to a simpler federated analytic baseline MAIC in terms of statistical
power and type I error while controlling for standardized mean difference (below 10%) even in the presence
of strong covariate shifts, see Figure 3c.

In contrast with its numerous stratified competitors [37, 38, 39, 40, 41], FedECA can be applied to the
setting of interest, namely the non-stratified setting where all treated patients are held by a pharmaceutical
company and all control patients are disseminated across multiple different institutions, i.e., treatment and
control patients are in separate locations. FedECA also remains applicable in the general case where treated
patients spread across different centers, mixed or not with control patients as we notably demonstrate in
the metastatic pancreatic adenocarcinoma use-case. We believe that in the case of drug development this
setting of building an external control arm from several other centers is the most relevant but other cases
with real-world data could be considered.

An additional advantage of FedECA is that it has the same flexibility as IPTW in terms of the quantities
it can estimate. MAIC does not yield the same estimands as IPTW in the context of ECA [11]. More
specifically, while MAIC allows only to estimate the average treatment effect on the control (ATC) without
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any additional assumptions, IPTW, and by extension FedECA, can be used to estimate the ATE, the average
treatment effect on the treated (ATT), as well as the ATC.

Furthermore, FedECA, as a federated extension of IPTW, also enables covariate adjustment through
adjusted IPTW, which might give researchers more flexibility over which effect measure to estimate whether
it is marginal or conditional [42] as both are different and generally require different estimation approaches
in the context of time-to-event outcomes due to the non-collapsibility of the hazard ratio.

We show that FedECA is not only a methodology but also a software that can be deployed in real-world
settings with different degrees of complexity. In a first experiment we show that with FedECA, we can
not only reproduce results of each trial [34, 35, 43], but that FedECA also enables additional and novel
analyses that are not feasible using each of the trials separately. While data used in this experiment are not
physically distributed in different locations, the results of those simulations are representative of what could
be performed on similar data in a real federated setting.

Finally in a second experiment we deployed a Substra federated research network gathering three can-
cer centers: the fédération française du colon (FFCD, France), the institut d’investigació biomèdica de
Girona (IDIBGI, Spain) and the Pancreatic Cancer Action Network (PanCAN, USA) to measure the ATE
of FOLFIRINOX (leucovorin and fluorouracil plus irinotecan and oxaliplatin) over gemcitabine and nab-
paclitaxel [44, 45, 46, 47] managing to reproduce the results from meta and pooled analyses from the literature
in this more complex privacy-enhanced federated setting.

We show that FedECA is the only method in this setting that is able to show evidence of an effect of
FOLFIRINOX over gemcitabine and nab-paclitaxel on overall survival due to the added statistical power
brought by the federation, as per-center analyses are underpowered due to their limited number of patients
as shown in Figure 4..

Moreover, the HR 0.75 measured by FedECA matches almost exactly the one reported in [36]. While
the results of our analysis rely on a smaller sample size (n = 514) than the largest previous efforts [48, 36,
49, 50, 47], it brings additional evidence on this topic of rising medical interest [51].

We now explore the different limitations of FedECA as well as potential extensions.
We and others [36, 34, 35, 43] focus on the (log) hazard ratio as the effect measure. Other effect

measures have been proposed for time-to-event outcomes such as contrasts of restricted mean survival time
(RMST) [52]. The latter has the advantage of being collapsible and, as argued in certain applications, of
offering better clinical relevance and interpretability [53]. An IPTW-based estimator for the difference of
RMST as an effect measure has been proposed [54] and could guide an extension of FedECA to RMST-based
effect estimation in a federated setting.

As in WebDISCO [28], Breslow approximation of the Cox log-likelihood is used with respect to ties.
This approximation is standard in survival analysis and is currently the default of the widely used sksurv

package [55]. However this approximation was shown to be biased when the number of ties grows [56].
In Supplementary Figure S3, we provide some experiments artificially increasing the number of ties in the data
and study validity with respect to lifelines’s [57] implementation that uses the Efron approximation [58].
For a realistic number of ties, e.g., less than 10% in total, FedECA gives valid estimations but performance
degrades sharply over this threshold. We note that Efron’s approximation, which is more precise, adds
complexity to the federation and would need to be investigated by future works.

IPTW was chosen as the main bias correcting method for federating ECA mainly because of its strong
performance in settings with small sample sizes compared to propensity score matching methods [14].

As for all causal inference methods, defining the correct set of confounders is a key element of an ECA
based on propensity scores [59]. FedECA remains sensitive to misspecification in the propensity score method
as its pooled version, IPTW. When building an ECA, one should carefully select the confounders to include
in the propensity score method and should consider the possibility of unmeasured confounders as well as
ways to perform sensitivity analysis to assess the robustness of the results [60]. On top of that, when
performing an ECA analysis, one should ensure that the variables are collected similarly across centers and
more importantly that the endpoints of interest are defined similarly across centers. This is a key element
to ensure the validity of the methods and we refer to the progression free survival (PFS) endpoint as an
example where the definition of the event is not standardized and can lead to different results.

Real-world data is by nature very noisy and does contain missing values or missing features as was the
case in the metastatic pancreatic adenocarcinoma use case we considered. While there is a whole literature
on missing data imputation in machine learning and the impact of missing value on causal inference analyses
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with recent developments being implemented [61, 62, 63, 64, 65, 66] and benchmarked on health data [67],
this problem has yet to be tackled satisfactorily in federated settings. In this study, we use a naive solution,
which is to apply one of these techniques, MissForest [62], per-site which is suboptimal and could possibly
further increase heterogeneity and biases.

Federation of both the propensity model and the Cox proportional hazard (PH) model involves commu-
nicating aggregated information to the server and all information transmitted can theoretically be exploited
by attackers if they were not generated with local differential privacy (DP).

Notably the federation of the Cox PH model on top involves communicating propensity scores aggregated
over per-client risk sets. Such risk sets might, for some actors, be considered sensitive as one could again
infer information about IPD by observing sums of scalar products of IDP with the differentially private
propensity model weights but we are not aware of any work that would have performed such an attack (see
Methods Section 6.2.7).

We tested the application of differential privacy to the first part of the FedECA training, which is the
training of the propensity model. However, it showed already to be detrimental to the statistical analysis
(see Supplementary Figure S2).

We note that if time-to-event outcomes are considered non-sensitive in our work, as is common in RCTs
with the publication of Kaplan-Meier curves [68], discretization and randomization of time-to-event buckets
could be considered as an extension of this work to more privacy stringent settings. However, as with all
privacy-enhancing layers built on noise addition, this could potentially have a high negative impact to the
downstream statistical analysis and would require an even larger pool of patients to remain reliable.

It is an interesting question to ask whether the use of DP in the clinical trials of the future is warranted
as it trades off accuracy of treatment effect estimation for data privacy. We do not pretend answering this
question in this work.

Another privacy enhancing layer that could be added to FedECA would be to use secure aggregation
(SA) [69] to hide individual contributions through cryptographic operations. This would provably hide per-
client risk sets and would also allow private set unions (PSU) [70] to compute the global event times or can
also be used to secure the aggregator node. Even if quantization due to the use of integers would probably
impact the accuracy of the method, it has been shown that with sufficient precision, SA could be a suitable
alternative for similar optimization schemes [69, 71].

In this work we presented FedECA, a federated method to perform ECA analysis in a federated setting
where treated patient data are in a distinct center and the external control arm is split across different
centers that cannot share their data. FedECA is a federated extension of IPTW that reproduces the result
of a pooled analysis, yielding similar treatment effect estimation with similar statistical guarantees. FedECA
is a suitable method to perform causal inference in distributed ECA settings while limiting IPD exposure.
We demonstrated that FedECA is not only a simulation tool but that it can be applied to real use-cases
showcasing its ability in two clinically different contexts.

Implementing federated methods in real-world environments can be challenging. This implementation is
based on an open source FL software hosted by the LFAI, that has already successfully been used in the
targeted high-security healthcare setting with both pharmaceutical companies and cancer centers [25, 23]
and that was again validated by the IT teams of each of the participating cancer centers in the metastatic
pancreatic adenocarcinoma experiment.

We believe that this implementation will help the adoption of FedECA and will facilitate the development
of partnerships across hospitals and medical centers to compare treatment effects in real-world settings.
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Figure 1. FedECA graphical abstract. (a) In an RCT, patients are randomly assigned to either the
experimental (i.e. treatment) or the control arm. In an ECA, patients are assigned to the treatment arm,
while the control arm is defined using historical data. Due to this absence of randomization and the resulting
confounding, the two groups of patients cannot be compared directly. To overcome this issue, a model is used
to capture the association between the treatment allocation and the confounding factors. From this model,
weights are computed and are used to balance the two arms to ensure comparability. Then, the weights
are incorporated into a Cox model to estimate the treatment effect. Finally a statistical test is performed
to assess the significance of the measured treatment effect. (b) In the considered setting, patient data is
stored in different geographically distinct centers and a similar analysis as in (a) is attempted thanks to
our algorithm FedECA. A trusted third party is responsible for the orchestration of the training processes,
which consists of exchanging model related quantities across the centers. No individual patient data is shared
between the centers and only aggregated information is exchanged, which limits patient data exposure while
producing equivalent results.
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Figure 2. Pooled equivalence between IPTW and FedECA. Box- and swarm-plots of the relative
error between the pooled IPTW and the FedECA algorithm on four different quantities: the propensity
scores estimated from the logistic regression, the hazard ratio (representing the treatment effect), the p-
values associated to the treatment allocation variable (Wald test) and the partial likelihood resulting from
the Cox model. The errors were computed on simulated data with 100 repetitions. The red dotted line
represents a relative error of 0.2% between the pooled IPTW and FedECA.
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(c) Comparison of different methods on statistical power and type I error of treatment effect
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Figure 3. Comparison of different methods on statistical power, type I error of treatment
effect estimates as well as standardized mean difference (SMD) of covariates between the two

treatment arms. (a) Curves representing the mean absolute SMD computed on 10 covariates as a
function of the covariate shift for three different methods: FedECA, MAIC and the non-adjusted treatment
effect estimation (unweighted). (b) Boxplots representing the distribution of the absolute SMD over the

100 repetitions for the first five covariates. Each estimation of SMD is based on 100 repetitions of
propensity score estimation. For all simulations, we generate 10 covariates and 1000 samples. (c) Different
variance estimation methods leading to different p-values are given in parentheses after each method giving

point estimates of the hazard ratio. In particular, the naive variance estimation is based on the simple
inversion of the observed Fisher information. For statistical power, only results of methods that

consistently control the type I error around/under 0.05 (marked by grey dashed lines in top panels) are
shown. Each estimation of statistical power or type I error is based on 1000 repetitions of treatment effect
estimation. For bootstrap-based variance estimating methods, the number of bootstrap resampling is set to
200. For all simulations, we assume 10 covariates. The hazard ratio of the simulated treatment effect is set
to 0.4 for the estimation of statistical power, and to 1.0 for the estimation of type I error. For simulations

with varying covariate shifts (the two panels on the left), the number of samples is fixed at 700. For
simulations with varying sample size (the two panels on the right), the covariate shift is fixed at 2.0. The
asterisk on FedECA indicates that, due to the time-consuming nature of the power analysis, their more
lightweight pooled-equivalent counterparts were used instead (pooled IPTW) (see Section 1.2). For

confidence intervals we use the central limit theorem applied to Bernoulli variables.
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(c) weighted Kaplan-Meier estimator of FFCD
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(d) weighted Kaplan-Meier estimator of IDIBGI.
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(e) weighted Kaplan-Meier estimator of PanCAN.

Figure 4. Real-world FOLFIRINOX effect estimation using FedECA versus local analyses. (a)
SMD for each covariate between the two arms of the full cohort before and after weighting by the FedECA
propensity model. (b) weighted-Kaplan-Meier curves of the full cohort using FedECA’s propensity model.
(c) weighted-Kaplan-Meier curve obtained by applying IPTW locally in FFCD using only FFCD held data.
(d) weighted-Kaplan-Meier curve obtained by applying IPTW locally in IDIBGI using only IDIBGI held
data. (e) weighted-Kaplan-Meier curve obtained by applying IPTW locally in PanCAN using only PanCAN
held data.
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6 Online Methods

6.1 Problem statement

We consider a setting where one center, e.g., a pharmaceutical company, hosts data of all treated patients
and approaches several other centers to use their data as control to define a distributed ECA. Although
FedECA also works in the more general case where there is no constraint on patient mixing within the
participating centers.

We suppose that FDA guidelines for ECA [73] have been applied to direct data harmonization so that
variables, assigned or received treatments, data formats, variable ranges, outcome definitions and inclusion
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criteria match across centers. However we touch on the practical challenges associated with such a require-
ment when studying the metastatic pancreatic adenocarcinoma use-case in Section 6.4.3. We assume that
variables are not missing and relegate discussing data imputation questions associated with real-world data
to Section 6.4.3 as well.

We consider as well that all centers arrived at a consensus on a common list of confounding factors that
influence both the exposure and the outcome of interest, we give examples of such lists in Section 6.4.2 and
Section 6.4.3.

Moreover, the studied treatment effect is the average treatment effect (ATE) evaluated using the hazard
ratio (HR) with time-to-event outcomes. See the discussion regarding this design choice.

Finally we assume the deployment of a federated solution such as Substra [74] between the centers as
well as a trusted third party or aggregator. This setup is detailed for the ”real-world” deployment use-cases
in Section 6.5.

We note that because of the scope of this article, we do not necessarily dwell on such technicalities; in
practice however, they are a crucial aspect of FL projects and should not be underestimated [75, 76, 77].

6.2 Federated External Control Arms (FedECA)

6.2.1 Method overview

The ECA methodology we use relies on 3 main steps: training a propensity score model, fitting a weighted
Cox model, and testing the parameter related to the treatment. We first introduce them here in a pooled-level
fashion, before explaining in detail how we adapted them to the federated setting in the next sections.

Setup and notations

Each patient is represented by covariates X ∈ Rp. It undergoes treatment A ∈ {0, 1}, corresponding either
to the treated (A = 1) or control (A = 0) arm. We denote xi the covariates of the i-th patient, and ai
its treatment allocation. Following treatment, the patient has an event of interest (e.g., death or disease
relapse) at a random time T ∗. The patient may leave the arm before the event of interest is actually
observed, a phenomenon called censoring: we denote the observed time T , whose realizations are denoted ti.
We note δi = 1 if this corresponds to a true event, resp. δi = 0 if censorship took place. Additionally, we
define the observed outcome Yi = (Ti, δi). Let n denote the total number of patients, indexed by i.

Let S denote the finite set of all observed times, i.e. S = {ti}ni=1. At a given time s, let Ds denote the
set of patients with an event at this time, i.e.

∀s ∈ S,Ds = {i|ti = s, δi = 1}, (1)

and let Rs denote the set of patients at risk at this time, i.e.

∀s ∈ S,Rs = {i|ti ≥ s}. (2)

Further, let S̊ denote the set of times where at least one true event occurs, i.e.

S̊ = {s ∈ S|Ds ̸= ∅}. (3)

Data is distributed among K different centers, with nk samples per center. We denote xi,k the i-th
covariate vector from the k-th center; accordingly, ai,k denotes the treatment allocation, yi,k = (ti,k, δi,k) the
observed outcome, where ti,k is the observed time event, and δi,k whether a true event took place. Similarly,
for each time s and center k, we define the subset Ds,k and Rs,k as the respective restrictions of Ds and Rs

to center k.

Propensity score model training

Due to the lack of randomization, for each sample, the probability of being assigned the treatment A might
depend on the covariates X. We train a propensity score model pθ with parameters θ such that

pθ(x) ≈ P[A|X = x]. (4)
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We use a logistic model for pθ, i.e.,

pθ(x) =
1

1 + exp(−θTx)
. (5)

Its negative log-likelihood is given by

J (θ) =

n∑
i=1

{ai log pθ(xi) + (1− ai) log(1− pθ(xi))} . (6)

In Section 6.2.3, we explain how this model is trained in a federated setting.

Inverse Probability Weighted Treatment (IPTW)

For each sample i, we define an IPTW weight wi ∈ (0,+∞) based on the propensity score model trained in
the previous step as

wi =

{
1

max(pθ(xi),ε)
if ai = 1,

1
max(1−pθ(xi),ε)

otherwise.
(7)

In order to avoid overflow errors, ε > 0 was set to 10−16 in our experiments.
We then train a weighted Cox proportional hazards (CoxPH) model with parameters β ∈ Rq, related to

patient-specific variables zi ∈ Rq. We stress that the variables zi are not the same as the covariates xi. More
precisely, for the vanilla IPTW method, the sole covariate used is the treatment allocation, i.e., zi = ai. In
the general case of the adjusted IPTW (adjIPTW) method, one may use additional covariates, especially if
they are known confounders. We note that our federated framework can support both classical IPTW and
adjIPTW unlike in [78], although we choose to illustrate our results with IPTW for the sake of simplicity.

The CoxPH model is fitted by maximizing a data-fidelity term consisting in the partial likelihood L(β)
with Breslow approximation [79]:

L(β) =
∏

i:δi=1

 eβ
T zj∑

j:tj≥ti

wjeβ
T zj


wi

=
∏
s∈S̊

∏
i∈Ds

 eβ
T zi∑

j∈Rs

wjeβ
T zj


wi

, (8)

where the second equation has been rewritten using the sets Ds and Rs. For numerical stability, we use the
negative log-likelihood ℓ(β) = logL(β), which reads

ℓ(β) = −
∑
s∈S̊

∑
i∈Ds

wiβ
Tzi − wi log

∑
j∈Rs

wje
βT zj

 . (9)

While ℓ(β) represents a data-fidelity term, we also add a regularization ψ(β) with strength γ > 0, leading
to the full loss

L(β) = ℓ(β) + γψ(β). (10)

In Section 6.2.4, we describe how we minimize the loss L in a federated setting, which is the main technical
innovation of this paper.

Variance estimation and statistical testing

Once the weights are fitted, we estimate the variance matrix of β̂ using a robust sandwich-type estimator [80].
Let us denote

ζ0s (β) =
∑
j∈Rs

wje
βT zj , (11)

ζ1
s (β) =

∑
j∈Rs

wje
βT zjzj , (12)

ζ2
s (β) =

∑
j∈Rs

wje
βT zjzjz

T
j , (13)
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and ζ̂0s (β), ζ̂
1
s (β), ζ̂

2
s (β) the analogous quantities using the estimated weights {ŵi}ni=1.

Following [80, 78], the robust sandwich-type estimator of the variance of β̂ takes the following form:

V̂ ar(β̂) = H−1Q(H−1)T , (14)

where

H =
∑
s∈S̊

∑
i∈Ds

ŵi

(
ζ̂2
s (β̂)

ζ̂0s (β̂)
− ζ̂1

s (β̂)ζ̂
1
s (β̂)

T

ζ̂0s (β̂)
2

)
, (15)

Q =

n∑
i=1

φ̂i(β̂)φ̂i(β̂)
T , (16)

φ̂i(β̂) = δiŵi

(
zi −

ζ̂1
s (β̂)

ζ̂0s (β̂)

)
− ŵi exp(β̂

Tzi)zi
∑
s′∈S̊

∑
j∈Ds′

ŵj1{s′≤s}

ζ̂0s′(β̂)

+ ŵi exp(β̂
Tzi)

∑
s′∈S̊

∑
j∈Ds′

ŵj1{s′≤s}ζ̂
1
s′(β̂)

ζ̂0s′(β̂)
2

, for all i ∈ Ds, s ∈ S̊,
(17)

with 1{s′≤s} the indicator function that has the value 1 on all times s′ (with events) and is 0 otherwise.

Eventually, a Wald test is performed on the entry of β̂ corresponding to the treatment allocation, assuming
a χ2 distribution with 1 degree of freedom [81].

6.2.2 Related works

Before diving into the details of the federation of the propensity score model and the weighted Cox model,
we provide some context explaining the position of FedECA in the literature. In the case of binary or
continuous outcomes, inverse probability of treatment weighting (IPTW) can be directly federated, and has
been explored extensively [82, 83, 84, 85]. In contrast, to the best of our knowledge, few works have explored
the federation of ML model training compatible with ECA for time-to-event outcomes.

The difficulty of this federation is that the straightforward application of FL algorithms such as Fed-
erated Averaging [86] to time-to-event ML models is impossible due to the non-separability of the Cox
proportional hazards (PH) loss [87, 88]. Careful federation of the training of ML models capable of han-
dling time-to-event outcomes is possible [87, 88] but often requires either to use tree-based models [89, 90],
approximations [88, 91] or can only be performed in stratified settings [79, 78, 92, 93, 94], which limits the
applicability of such federated analyses for ECA analyses. Indeed, existing stratified federated IPTW meth-
ods such as [78] cannot be applied to ECA as, in the realistic setting we consider, the treatment variable is
constant within each center and thus comparison between the treated and untreated groups cannot be done
locally from within a single center. A recent work proposed a propensity score method to estimate hazard
ratios in a federated weighted Cox PH model [95]. The main difference with our work lies in the fact that
they have considered propensity scores based on the combination of local propensity scores (computed in
each center) and global ones demonstrating superior performance than the global scores alone.

However, as previously stated, in this paper we consider a setting where local propensity score models
cannot be trained locally to predict treatment allocation since the variable to predict is constant in each
center.

Furthermore, our work supports adjusted IPTW and proposes a federated algorithm for robust distributed
estimation.

Other lines of work tackle the federated analytics setting where no learning is involved and propose to
use aggregated data (AD), such as matching-adjusted indirect comparison (MAIC) [96] to perform direct
comparisons in combination with the available individual patients data. Finally, another popular research
direction is to propose private representations of patient covariates [97, 98, 99, 100] that can be pooled into
a central server. These methods have the drawback of not yielding pooled-equivalent results. Furthermore,
centralizing these representations increases the potential leakage risks associated with a successful, even if
unlikely, attack, compared to a federated storage system. We summarize in Supplementary Table S2 the
differences between the methods mentioned above.
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In particular, we extend WebDISCO [87], which, alongside [95], is to the best of our knowledge, one of
the few exact methods enabling federated learning of time-to-event models in ECA contexts. This extension
integrates both propensity scoring and causal inference into the learning process. We also derive a federated
version of the robust sandwich estimator for testing treatment effects.

Our method can also be seen as an extension of stratified IPTW for time-to-event outcomes from [78, 95]
to the non-stratified case that allows application to ECA.

With this in mind, we go on to precisely describe the federation scheme by specifying all quantities that
are communicated between the centers and the aggregator.

6.2.3 Federated propensity model training

Our goal is to fit a model for the propensity score (5) based on distributed data {(xi,k, ai,k)i}Kk=1. Let J
denote the full negative log-likelihood of the model, and Jk the negative log-likehood for each center, i.e.,

Jk(θ) =

nk∑
i=1

{ai,k log pθ(xi,k) + (1− ai,k) log(1− pθ(xi,k))} . (18)

Due to the separability of each loss term in per-sample terms [101], we have

J (θ) =

K∑
k=1

Jk(θ). (19)

Using the separability (19), it is straightforward to optimize J using a second-order method, since its gradient
and Hessian can be computed from the sum of local quantities, as described in Section 2.1 of [102]. We call
this näıve strategy FedNewtonRaphson: its pseudocode is provided in Algorithm 1. This algorithm has a
hyperparameter corresponding to the number of steps: in our numerical experiments, we noted that E = 10
is sufficient to obtain proper convergence.

The strategy FedNewtonRaphson requires to compute full batch gradients and Hessians, in time O(nk)
on each center, and each communication with the aggregator requires the exchange of O(p2) floating numbers.
In the setting of ECAs, we usually have both nk ≤ 103 and p ≤ 103, making such a second-order approach
tractable. We note that for larger data settings, several improvements could be considered following [103,
102], which would reduce the quantities of transmitted parameters. We leave such improvements to future
work.

Algorithm 1 FedNewtonRaphson

1: Initialize θ0 = 0
2: for e = 1 to E do
3: Aggregator sends θe−1 to each center
4: for k = 1 to K in parallel do ▷ On each center
5: ge,k = ∇θJk(θe−1)
6: He,k = ∇2

θJk(θe−1)
7: Send ge,k and He,k to the aggregator
8: end for
9: ge =

1
K

∑K
k=1 ge,k ▷ Aggregator-side

10: He =
1
K

∑K
k=1 He,k

11: θe = θe−1 − (He)
−1ge

12: end for
13: return θE

6.2.4 Inverse probability weighted WebDISCO

Here we propose a method to minimize the regularized weighted CoxPH model (10) in a federated fash-
ion. Since the non-separability of the weighted CoxPH log-likelihood ℓ(β) prevents the use of vanilla FL
algorithms, we inspire ourselves from WebDISCO [87] to build a pooled-equivalent second-order method.
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Non-separability

Compared to the logistic propensity score model, the main difficulty of federating Equation (9) stems from
the non-separability of the log-likelihood, i.e., the cross-center terms. Indeed, for any time s, the risk set Rs

is a union of per-center terms, i.e.
Rs = ∪K

k=1Rs,k. (20)

Thus, the aggregated Equation (9) can be rewritten as

ℓ(β) = −
K∑

k=1

∑
s∈S̊

∑
i∈Ds,k

wiβ
Tzi,k − wi log

 ∑
j∈Rs,k

wje
βT zj,k +

∑
k′ ̸=k

∑
j∈Rs,k′

wje
βT zj,k′

 , (21)

where the loss for each sample i of each center k involves terms from other samples j in other centers k′ ̸= k.
The non-separability of the CoxPH loss is a well-known issue in a federated setting and previous works have
investigated reformulations to make it amenable to vanilla federated learning solvers [88]. Here we instead
adapt the WebDISCO method [87] to the weighted case in order to keep pooled-equivalent results and benefit
from second-order acceleration.

Federated computation of ∇βℓ(β) and ∇2
βℓ(β)

Our method consists in performing an iterative server-level Newton-Raphson descent on L. The gradi-
ent ∇βℓ(β) and Hessian ∇2

βℓ(β) thus need to be computed in a federated fashion. These quantities can be
computed in closed-form as

∇βℓ(β) = −
∑
s∈S̊

∑
i∈Ds

(
wizi − wi

∑
j∈Rs

wje
βT zjzj∑

j∈Rs
wjeβ

T zj

)
, (22)

and

∇2
βℓ(β) =

∑
s∈S̊

∑
i∈Ds

wi


∑

j∈Rs
wje

βT zjzjz
T
j∑

j∈Rs
wjeβ

T zj
−

(∑
j∈Rs

wje
βT zjzj

)(∑
j′∈Rs

wj′e
βT zj′zT

j′

)
(
∑

j∈Rs
wjeβ

T zj )2

 . (23)

Note that the Hessian evaluated at β = β̂, ∇2
βℓ(β̂), corresponds, up to a sign, to the quantity H defined

in (15) for the robust variance estimator. We now define the local counterparts ζhs,k(β) of the previously
introduced quantities where the sum is restricted to the risk set Rs,k,

ζ0s,k(β) =
∑

j∈Rs,k

wje
βT zj , (24)

ζ1
s,k(β) =

∑
j∈Rs,k

wje
βT zjzj , (25)

ζ2
s,k(β) =

∑
j∈Rs,k

wje
βT zjzjz

T
j . (26)

Further, let us denote

Ws =
∑
i∈Ds

wi, (27)

Zs =
∑
i∈Ds

wizi, (28)

and

Ws,k =
∑

i∈Ds,k

wi, (29)

Zs,k =
∑

i∈Ds,k

wizi, (30)
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where by convention, in all cases, the sum is set to 0 in case of an empty set. Equations (22) and (23) can
be respectively rewritten as

∇βℓ(β) = −
∑
s∈S̊

Zs −Ws
ζ1
s (β)

ζ0s (β)
, (31)

∇2
βℓ(β) =

∑
s∈S̊

Ws

{
ζ2
s (β)

ζ0s (β)
− ζ1

s (β)ζ
1
s (β)

T

ζ0s (β)
2

}
. (32)

Using these equations, we can rewrite

∇βℓ(β) = −
K∑

k=1

∑
s∈S̊

Zs,k −Ws,k

∑
k′ ζ1

s,k′(β)∑
k′ ζ0s,k′(β)

 , (33)

∇2
βℓ(β) =

K∑
k=1

∑
s∈S̊

Ws,k


∑

k′ ζ2
s,k′(β)∑

k′ ζ0s,k′(β)
−

(∑
k′ ζ1

s,k′(β)
)(∑

k′ ζ1
s,k′(β)

)T
(∑

k′ ζ0s,k′(β)
)2

 . (34)

Assuming the set of all true event times S̊ is known to all centers, we see that it is possible to reconstruct
the full gradient ∇βℓ(β) and Hessian ∇2

βℓ(β) based on the 5-uplet {(Ws,k,Zs,k, ζ
0
s,k(β), ζ

1
s,k(β), ζ

2
s,k(β))}s,k.

Algorithm 2 sums up this algorithm.

Algorithm 2 FedCoxComp

Require: Weights β, set S̊
1: Aggregator sends β to each center
2: for k = 1 to K in parallel do ▷ On each center
3: for s ∈ S̊ do
4: Compute Wk,s with (29) ▷ 0 if Ds,k = ∅
5: Compute Zk,s with (30).
6: end for
7: for s ∈ S̊ s.t. Wk,s > 0 do ▷ 0 otherwise
8: Compute ζ0s,k(β) with (24)

9: Compute ζ1
s,k(β) with (25)

10: Compute ζ2
s,k(β) with (26)

11: end for
12: Send back {(Wk,Zk, ζ

0
s,k(β), ζ

1
s,k(β), ζ

2
s,k(β))}s∈S̊

13: end for
14: Compute ∇βℓ(β) with (33) ▷ On the server
15: Compute ∇2

βℓ(β) with (34)

16: return ∇βℓ(β),∇2
βℓ(β)

Algorithm 3 non-robust FedECA

Require: Maximal number of steps E, LR schedule (αe)e, regularization γ
1: Initialization β0 = 0
2: for e = 1 to E do
3: ∇βℓ(βe−1),∇2

βℓ(βe−1) = FedCoxComp(βe−1) ▷ Communication between server and centers
4: ∇βL(βe−1) = ∇βℓ(βe−1) + γ∇βψ(β)
5: ∇2

βL(βe−1) = ∇2
βℓ(βe−1) + γ∇2

βψ(β)

6: βe = βe−1 − αe

(
∇2

βL(βe−1)
)−1

∇βL(βe−1)

7: if Stopping criterion then e = E
8: end if
9: end for

10: return βE
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Non-robust FedECA

To optimize the full loss (10), we can now leverage the computation of the gradient and Hessian of the
weighted CoxPH loss ℓ to perform a second-order Newton-Raphson descent. We follow the hyperparameters
of lifelines [104] for this optimization. In particular, we use the same learning rate strategy, the same
regularizer and the same stopping criterion. Indeed, as lifeline’s regularizer does not depend on data
and is smooth, its gradient and Hessian can be computed on the server’s side deriving twice the following
equation:

L(β) = ℓ(β) + γψ(β), (35)

(36)

with γ the strength of the regularization.
In more details for the regularizer ψ(β), we use a soft elastic-net regularization [105] with hyperparameters

λ > 0 and α > 0:

ψ(β) = λ

(∑
r

ϕα(βr)

)
+

1− λ

2
∥β∥22, (37)

where ϕα is a smooth approximation of the absolute value that is progressively sharpened with the round e.

α = 1.3e, (38)

ϕα(x) =
1

α
(log(1 + exp(αx)) + log(1 + exp(−αx))) . (39)

We also allow for constant learning rates as in scikit-survival [106]. We note that implementing different
learning rate strategies or regularizers should be straightforward with our implementation.

Algorithm 3 summarizes the full algorithm used.

6.2.5 Statistical test and robust variance estimation

The robust sandwich-type estimator can be obtained by aggregating local quantities as we demonstrate in
the following. We assume that each client has access to ζ0s (β̂) and ζ1

s (β̂) for all s ∈ S̊. This can be achieved
by simply allowing the server to transmit the quantities ζ0s,k(β̂) and ζ1

s,k(β̂) to the centers in addition to H.
The global goal is to compute the robust estimator of the variance given by

V̂ ar(β̂) = H−1Q(H−1)T , (40)

where H (15) corresponds to the Hessian ∇2
βℓ(β̂) and Q is defined in (16). We note that through FedECA

(3) each client already has access to H.
Let us define Mk as

Mk =

nk∑
i=1

(H−1φ̂i(β̂))φ̂i(β̂)
T (H−1)T , (41)

where the sum is on all indices belonging to client k.
Then we have,

V̂ ar(β̂) =

K∑
k=1

Mk. (42)

Moreover, let Φ(β̂) ∈ Rn,p be the matrix whose rows are the φi(β̂) for all i ∈ J1, nK. Thus we can write the
variance as

V̂ ar(β̂) = H−1Φ(β̂)TΦ(β̂)(H−1)T , (43)

Φ(β̂)TΦ(β̂)i,j =

n∑
k=1

(
φk(β̂)

)
i
·
(
φk(β̂)

)
j
=

K∑
k=1

nk∑
m=1

(
φm(β̂)

)
i
·
(
φm(β̂)

)
j
, (44)

V̂ ar(β̂) = H−1Φ(β̂)TΦ(β̂)(H−1)T =

K∑
k=1

Mk. (45)
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Each client can compute φi(β̂) with Eq. (17) for all its samples i (∀s, i ∈ Ds,k) as long as it has access

to ζ0s,k(β̂) and ζ1
s,k(β̂) for all s ∈ S̊. Therefore each client can compute the corresponding Mk.

This leads us to the full robust algorithm of FedECA in 5. Once the variance is estimated using the
above expression, we can perform inference using, e.g., a Z-test. Note that as in lifelines [104] we use the
Hessian of the regularized function. Therefore to accomodate the computation of the variance we modify
non-robust FedECA as depicted in Alg. 5. Privacy-wise this modification (a) gives each client the same
knowledge as the server on the last round and (b) communicates an additional Mk matrix by center, which
is reasonable. In addition, in the IPTW case the matrix only the treatment allocation is used as a covariate
and hence Mk is a scalar.

Algorithm 4 RobustFedCoxComp

Require: Weights β, set S̊
1: Aggregator sends β to each center
2: for k = 1 to K in parallel do ▷ On each center
3: for s ∈ S̊ do
4: Compute Wk,s with (29) ▷ 0 if Ds,k = ∅
5: Compute Zk,s with (30).
6: end for
7: for s ∈ S̊ s.t. Wk,s > 0 do ▷ 0 otherwise
8: Compute ζ0s,k(β) with (24)

9: Compute ζ1
s,k(β) with (25)

10: Compute ζ2
s,k(β) with (26)

11: end for
12: Send back {(Wk,Zk, ζ

0
s,k(β), ζ

1
s,k(β), ζ

2
s,k(β))}s∈S̊

13: end for
14: Compute ∇βℓ(β) with (33) ▷ On the server
15: Compute ∇2

βℓ(β) with (34)

16: return ∇βℓ(β),∇2
βℓ(β) ▷ And if it’s the last round return ∀s ∈ S̊, ζ0s,k(β), ζ1

s,k(β),Ws

Algorithm 5 FedECA

Require: Maximal number of steps E, LR schedule (αe)e, regularization γ
1: Initialization β0 = 0
2: for e = 1 to E do
3: ∇βℓ(βe−1),∇2

βℓ(βe−1) = RobustFedCoxComp(βe−1) ▷ Communication between server and centers
4: ∇βL(βe−1) = ∇βℓ(βe−1) + γ∇βψ(β)
5: ∇2

βL(βe−1) = ∇2
βℓ(βe−1) + γ∇2

βψ(β)

6: βe = βe−1 − αe

(
∇2

βL(βe−1)
)−1

∇βL(βe−1)

7: if Stopping criterion then e = E
8: end if
9: end for

10: return βE

11: Define β̂ = βE

12: for k = 1 to K in parallel do ▷ On each center
13: Send back MkM

T
k where Mk =

∑
s∈S̊

∑
i∈Ds,k

H−1φ̂i(β̂).
14: end for
15: Compute V̂ ar(β̂) =

∑K
k=1MkM

T
k ▷ On the server

16: return V̂ ar(β̂)
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6.2.6 Federated bootstrap

When implementing bootstrap in federated setups, the näıve way is to bootstrap samples per-center. However
this creates some edge cases if centers have small sample sizes (e.g. nk = 1) and risks underestimating the
variance compared to the pooled case. We therefore implement both but use in our experiments a global
bootstrap where we sample with replacement the global distributed cohort as if it were pooled.

6.2.7 Privacy of FedECA

We consider that time-to-event and censorship are safe to share, this is a strong assumption but is often
used in clinical trials as KM curves are released [107].

Regarding the security of the covariates, we place ourselves in the honest-but-curious threat model,
described in more detail in Substra’s documentation [108].

The only covariate used when doing IPTW is the treatment allocation, which is known throughout
centers. Therefore the only quantities tied to the covariates that are communicated are (1) the gradients
of the propensity model, and (2) the scalar product of covariates and propensity model weights that are
exposed through the propensity scores, averaged on risk sets and on distinct event times. Regarding the
first point we propose an implementation of a differentially private version of the propensity model training
that we describe in the next paragraph. Regarding the second point we assume that the dimension p of
the covariate vector is such that p >> 1 and therefore that leaking scalar products is an acceptable risk in
this context; This is a strong assumption. In the general case it could theoretically allow for attacks such
as membership attacks [109]. Making the pipeline end-to-end differential private (DP) is an open problem.
One could in principle rely again on DP to either add noise to the scalar products themselves or to the
propensity scores when training the Cox PH model. However, this would affect the result even more than
when applying DP only to the propensity model training, which already has a strong effect see Supplementary
Figure S2. Another research avenue would be to increase the average/minimum size of the per-client risk
sets by discretizing the times and applying random quantization mechanisms (RQM) [110]. We note that in
this second case another downside would be that, in addition to destabilizing the training of the Cox model,
it would artificially create more ties in the data, which would in return affect the quality of the Breslow
estimator.

Because it exposes sums of additional covariates, studying the privacy of the federation of adjusted IPTW
requires a specific treatment that we leave to future work.

Differential privacy of the propensity model

We list here some properties of DP that are relevant to our implementation and refer the reader to the work
of [111] or [112] for a more complete exposition of the topic:

DP provides slack parameters (ϵ, δ), which allow to strike a trade-off between model accuracy and privacy
of individual contributions.

A process M is (ϵ, δ)-DP if and only if ∀D,D′ adjacent (differing by one element), we have:

p(M(D) ∈ S) ≤ p(M(D′) ∈ S) · exp(ϵ) + δ (46)

Perfect privacy guarantees are only obtained by taking (ϵ, δ) = (0, 0) which makes the process M provably
indistinguishable from the addition or removal of one individual. In practice in real-world deployments it
seems ϵ between 0.1 and 50 are used depending on the application [112] with different values of δ. DP
benefits from nice composability properties [111] and can thus be applied easily to ML training methods
that are iterative by nature and can therefore be applied to FL as well [113].

We use the Opacus library [114], which implements the privacy accountant method of [113] to train the
propensity model within FedECA with differential privacy (DP) with various (ϵ, δ) couples.

Our implementation is available in the script torch dp fed avg algo.py and uses Rényi differential privacy
(RDP) [115] which gives tighter bounds alongside with Poisson sampling.
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6.3 Federated Analytics

Regulators ask for SMD and Kaplan-Meier survival curves [116] in addition to the hazard ratio (HR), the
associated confidence intervals (CI) and p-value in order to validate the reweighting of the propensity model
and to be able to describe the patient population’s time-to-events distribution within the two groups.

Therefore we also implement two federated analytics methods that we call Fed-Kaplan and Fed-SMD in
order to compute such quantities globally on distributed data without compromising data.

It is to be noted that Fed-Kaplan can be directly derived from FedECA as it requires the same quantities,
namely the risk sets and number of occurence of events. However, Fed-SMD requires the communication of
additional second order terms which increases the attack surface of FedECA.

Those two implementations are novel to the best of our knowledge.

6.3.1 Federated Kaplan-Meier estimator

We follow FedECA implementation to compute per-center and communicate the unique times of events Sk,
the (weighted) risk set Rs,k and the (weighted) number of deaths occurring at these times Ds,k for each arm.

This enables to compute in the server Rs and Ds which then allows to compute the Kaplan-Meier
estimator at each time t of a predefined grid for each arm as well as the Greenwood and exponential
Greenwood confidence intervals [117].

For completeness, we remind the reader of this well-known formulas that we rewrite using our notations:

Ŝ(t) =
∏

s∈S̊|s≤t

1−

∑
j∈Rs

wj∑
k∈Ds

wk

 ,

Var(Ŝ) = Ŝ(t)2
∏

s∈S̊|s≤t

∑
j∈Ds

wj

(
∑

k∈Rs

wk)×

( ∑
k∈Rs

wk −
∑

j∈Ds

wj

) ,
Z(t) = log(log Ŝ(t)),

ˆVar[Z(t)] =
1

(log Ŝ(t))2

∏
s∈S̊|s≤t

∑
j∈Ds

wj

(
∑

k∈Rs

wk)×

( ∑
k∈Rs

wk −
∑

j∈Ds

wj

) .

With Ŝ(t) the Kaplan-Meier estimator of the survival function and Var(Ŝ) and ˆVar[Z(t)] respectively the
Greenwood and exponential Greenwood estimators of the variance of the Kaplan-Meier estimator at time t.
In practice exponential Greenwood shall be used [117] and this is what we display in the results.

6.3.2 SMD estimator

6.3.2.1 Computing SMD in a federated setting

We compute the standardized mean difference (SMD) for each covariate before and after weighting as defined
by:

SMD =
x̄1 − x̄2√

s21+s22
2

. (47)

Where x̄1 and x̄2 are the means of the covariate in the two arms and s21 and s22 are the variances of the
covariate in the two arms. As explained in [118, 119] we use the variance of the groups before weighting
as a normalizer. We compute this quantity in a federated fashion efficiently in two aggregation rounds by
developing the variance following [120]:

1

n− 1

n∑
i=1

(xi − x̄)2 =
1

n− 1

(
n∑

i=1

x2i − nx̄2

)
. (48)
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Effectively each center transmits uncentered moments of order 1 and 2 and the server uses them to derive
the centered moments of order 1 and 2.

6.4 Datasets and cohorts construction

6.4.1 Synthetic data generating model of time-to-event outcome

To illustrate the performance of our proposed FL implementation, we rely on simulations with synthetic
data. We simulate covariates and related time-to-event outcomes respecting the proportional hazards (PH)
assumption, with the baseline hazard function derived from a Weibull distribution. For simplicity we assume
a constant treatment effect across the population. The data generation process consists of several consecutive
steps that we describe below assuming our target is a dataset with p covariates and n samples.

First, a design matrix X = [X(1), . . . ,X(p)] ∈ Rn×p ∼ N (0,Σ) is drawn from a multivariate normal
distribution to obtain (baseline) observations for n individuals described by p covariates. The covariance
matrix Σ is taken to be a Toeplitz matrix such that the covariances between pairs (X(i),X(j)) of covariates
decay geometrically. In other words, for a fixed ρ > 0, we have cov(X(i),X(j)) = ρ|i−j|. Such a covariance
matrix implies a locally and hierarchically grouped structure underlying the covariates, which we choose
to mimic the potentially complex structure of real-world data. To reflect the varying correlations of the
covariates with the outcome of interest, the coefficients βi of the linear combination used to build the hazard
ratio are drawn from a standard normal distribution.

Σ = Toeplitz(1, ρ, ρ2, · · · , ρp−1),

X ∈ Rn×p ∼ N (0,Σ),

β ∈ Rp ∼ N (0, 1).

(49)

In the context of clinical trials with external control arms, which implies non-randomized treatment
allocation, we simulate the treatment allocation in such a way that it depends on the covariates. More
precisely, we introduce the treatment allocation variable A that follows a Bernoulli distribution, where the
probability of being treated (the propensity score) q depends on a linear combination of the covariates,
connected by a logit link function g. The coefficients αi of the linear combination are drawn from a uniform
distribution, where the range k ≥ 0 is symmetric around 0 and is normalized by the number of covariates.
The degree of influence of the covariates on A can be regulated by adjusting the value of k. The greater the
value of k, the stronger the influence, and therefore the lower the degree of overlap between the distributions
of propensity scores of the treated and (external) control groups. Conversely, k = 0 removes the dependence,
leading to a randomized treatment allocation.

α ∈ Rp ∼ p−1/2U(−k, k),

qi = g−1(αTXi) = (1 + e−αTXi)−1,

ai|Xi ∼ Bern(qi).

(50)

Once drawn, the treatment allocation variable Ai is composed with the constant treatment effect, defined
here as the hazard ratio µ, to obtain the final hazard ratio hi for each individual. The time-to-event T ∗

i of
each sample is then drawn from a Weibull distribution with shape ν and the scale depending on hi and ν.
Meanwhile, for all samples we assume a constant dropout (or censoring) rate d across time, resulting in a
censoring time that follows an exponential distribution.

hi(ai) = µai exp(βTXi),

T ∗
i ∼ W(hi(ai)

− 1
ν , ν),

Ci ∼ E(d)
(51)

Finally, the event indication variable δi can be derived from T ∗
i and Ci: δi = 1T∗

i ≤Ci
. And the observed

outcome Yi for the ith individual is defined as the couple Yi = (Ti = min(T ∗
i , Ci), δi), i.e., it corresponds to

the observed time and the information on whether an event is observed.

30



6.4.2 Prostate cancer cohort construction

We access data of two phase III randomized clinical trials from the Yale University Open Data Access
(YODA) project [121, 122] of patients with metastatic castration-resistant prostate cancer. The first trial,
NCT02257736, has apalutamide, abiraterone acetate and prednisone (Apa-AA-P) for the treatment arm,
and placebo, abiraterone acetate and prednisone (AA-P) for the control arm. The primary outcome is
radiographic progression-free survival (rPFS). The second trial, NCT00887198, has AA-P for the treatment
arm, and placebo and prednisone (P) for the control arm. The primary outcomes are overall survival (OS)
and rPFS. We thus artificially distribute the data of the first trial to one “client” (simulated server) and the
data of the second arm to the second ”client” replicating natural splits such as in [91] to simulate a federated
learning setup.

While all patients are randomized in each trial, it is still necessary to correct for potential confounding
when comparing arms from different trials. First, the inclusion/exclusion criteria of both trials were aligned,
patients in NCT02257736 with present visceral metastases at randomization were excluded to match the
exclusion criterion of NCT00887198. Then a group of variables of patient’s baseline characteristics were
chosen for propensity-weighting based on literature review as well as on their availability in both trials.
The chosen covariates are age, body-mass index (BMI), eastern cooperative oncology group (ECOG), brief
pain inventory (BPI) score and bone-metastasis-only. We present baseline characteristics for each trial in
Supplementary Table S3 and Supplementary Table S4.

We then filter these patients to remove non-informative patients and patients with missing survival
information. The final full cohort consists of n = 1927 patients (n = 839 for NCT02257736 and n = 1088 for
NCT00887198) in three treatment arms (Apa-AA-P, AA-P and P). We infer the missing covariates on a per-
center basis using MissForest [123]. The flow diagram of the cohort construction is present in Supplementary
Figure S4, including different ECA experiments conducted in this study.

We note that, since we submitted our research plan proposal to YODA (provided in Supplementary
Figure S5) in order to access the data, we departed from the original plan in the following ways:

• IPTW is studied instead of G-computation

• we do not study conformal prediction

• time-to-event endpoints are studied instead of change in SLD or change in PSA

6.4.3 Pancreatic adenocarcinoma cohort construction

Cohort construction

We access data from three different sources: the Fédération Francophone de Cancérologie Digestive (FFCD),
the Institut d’Investigació Biomèdica de Girona (IDIBGI), and the Pancreatic Cancer Action Network (Pan-
CAN). The FFCD data consists of a subset of two clinical trials: PRODIGE 35 [124] and PRODIGE 37 [125]
that respectively compare the first line efficacy of, for PRODIGE 35, 6 months of FOLFIRINOX (arm A), 4
months of FOLFIRINOX followed by leucovorin plus fluorouracil maintenance treatment for controlled pa-
tients (arm B), and a sequential treatment alternating gemcitabine and fluorouracil, leucovorin, and irinote-
can every 2 months (arm C) and for PRODIGE 37: alternately receive gemcitabine + nab-paclitaxel for 2
months then FOLFIRI.3 for 2 months in arm A, or gemcitabine + nab-paclitaxel alone until progression
in arm B. We use both the FOLFIRINOX arm B (n = 92) and the gemcitabine + nab paclitaxel arm A
from PRODIGE 37 with (n = 61). The inclusion criteria of this new subset is thus metastatic pancreatic
adenocarcinoma patients with a performance status eastern cooperative oncology group (ECOG) of either
0, 1 or 2. We select patients with the same inclusion criteria treated with FOLFIRINOX or gemcitabine +
nab-paclitaxel from clinical practice data from IDIBGI and PanCAN. In PanCAN we find n = 101 patients
treated with FOLFIRINOX and n = 94 with gemcitabine + nab-paclitaxel patients that meet the criteria
totalling n = 195 patients out of 199 originally available excluding ECOG 3 and 4. We note that in PanCan,
2 patients are censored at the time the study starts therefore their data is not informative for the Cox model
fitting but might still be useful for the estimation of the propensity model. In IDIBGI we find n = 22
patients treated with FOLFIRINOX and n = 144 with gemcitabine + nab-paclitaxel.

For each patient we access the following covariates: age at diagnosis, ECOG performance status, biological
gender and whether or not patients have liver metastasis following the literature [126] and restrictions due to
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data availability for each covariate in each center. We present baseline characteristics for each of the centers
in Supplementary Table S7,Supplementary Table S5 and Supplementary Table S6 respectively for FFCD,
IDIBGI and PanCAN.

We then filter these patients to remove non-informative patients, i.e., patients with missing treatment or
survival information.

The final full distributed cohort consists of n = 514 patients (n = 153 for FFCD, n = 166 for IDIBGI
and n = 195 for PanCAN).

We infer the missing covariates on a per-center basis using MissForest [123] considering ECOG as a
numerical variable because it is ordered and apply minimum-maximum normalization to numerical variables
using [0, 100] for age values and [0.0, 2.0] for ECOG loosely following [126].

We provide below the inclusion and ethics statements related to the above data.
Inclusion and ethics statement. The ethics of this retrospective study on clinical data collected

during care and from past clinical trials were validated for each institution according to corresponding local
regulations. We list below the corresponding statements from each of the participating cancer centers.

Regarding FFCD data, the study was conducted in accordance with the ethical principles outlined in the
Declaration of Helsinki, International Council for Harmonisation of Technical Requirements for Pharmaceuti-
cals for Human Use (ICH) requirements and Good Clinical Practice guidelines; it received authorization from
the French national medicines agency (ASNM), and independent ethics committee (number 214-R18 and 14-
12-79 respectively for PRODIGE 35 and PRODIGE 37). The study was both registered in clinicaltrials.gov
(NCT02352337 for PRODIGE 37 and NCT02827201 for PRODIGE 35) and EudraCT 2014-004449-28.

For IDIBGI data the study was approved by the Comitè d’Ètica d’Investigació amb Medicaments CEIM
GIRONA the 8th of August 2023 (Acta 11/2023) under reference CEIM code 2023.165 with principal inves-
tigators ADELAIDA GARCIA VELASCO and ROBERT CARRERAS TORRES and SANOFI-AVENTIS
SA as promoter.

Finally for PanCAN data the sponsor of the IRB was the Pancreatic Cancer Action Network (# KYT001)
the IRB reference is 20192301, study 1265508 with main investigator Matrisian, Lynn.

Practical considerations associated with setting-up real-world federated learning collaborations

While clinical trials data is well-standardized, real-world data from centers from multiple continents are not
and need to be harmonized for the federation to be considered. Clinical practice data has to be extracted by
partners from different local sources stored in different databases and accessed by different internal toolings
leading to a variety of extracted formats. We ask the centers to align on a common data dictionary created
from FFCD data, which acts as the reference center as RCT data is already well-curated. We share this
dictionary as a Google Sheet to all partners specifying expected variables, units formats and possible values.
Resulting data extracts have missing values and some data entries contain errors. Thus, while some parts
can be automated, the whole process from data extraction to data harmonization involves some back and
forth between data engineers from partner centers, medical doctors, data stewarts and data scientists in
order to perform thorough quality checks of the input data. It is interesting to note that, while we did not
use large language models (LLMs) [127] in this work, they could certainly be useful to streamline parts of
this process [128], However, end-to-end automation seems out of reach with current technology [129].

6.5 Real-world experiments setup details

All experiments in this article are simulated in-RAM with the exception of two experiments: the first one
which uses synthetic data and splits it into 10 cloud nodes and the pancreatic adenocarcinoma use-case.

We refer to those two experiments as ”real-world” in order to distinguish the complexity of their deploy-
ment from in-RAM simulation cases.

In both cases, we use the Substra platform [74] to deploy the federated learning network over secure
cloud-based infrastructures.

Substra is distributed with Helm charts for each component. The charts package all the files required for
a deployment in a Kubernetes cluster. Provisioning of the clusters and Substra deployment are performed
using a private Terraform module (known as infrastructure as-code). We detail below the two different
deployments.
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6.5.1 Synthetic data infrastructure setup

For this experiment, the clusters are hosted on Google Kubernetes engine (GKE) but Substra’s deployment
is cloud-agnostic. Provisioning of the GKE cluster and Substra deployment are performed using a private
Terraform module (known as infrastructure as-code). For this experiment, we used 11 Kubernetes clusters:

• 1 cluster is hosting the Substra orchestrator - single source of truth within the federation - as well as a
Substra Backend and Frontend, which makes it capable of receiving and performing aggregation tasks.
Substra’s documentation refers to this cluster as “AggregationNode”.

• 10 clusters are hosting a Substra Backend (and Frontend) only ; performing compute tasks on local
data. Substra’s documentation refers to each of these clusters as “TrainDataNode”.

Clusters are physically in Belgium according to Google (“zone europe-west1” ∗). GKE version used is
1.27.2-gke.1200 and the machines used are the “n1-standard-16” †. Regarding the communication protocol
between centers, the organizations communicate with the orchestrator via gRPC and over http(s) one to
another. Since the experiment is simulated in an internal environment using synthetic data we chose not to
enforce mutual transport layer security (mTLS). More information can be found in Substra’s documentation‡.

6.5.2 Metastatic pancreatic adenocarcinoma data infrastructure setup

Similarly we deploy within Owkin Inc.’s own Federated Research Network cloud infrastructure four nodes: a
node for each of the three participating centers and an additional server node the “AggregationNode” with
responsibilities described above. Each node here is independent: the nodes are deployed in different regions
with different cloud providers. PanCan data are located in the US while Idibgi and FFCD data are hosted in
Europe. The precise version information of the Substra versions used for this deployment are 0.51.0+dev for
substra-frontend, 0.47.0+d5dfbdb6 for substra-backend and 0.42.0+e6b1bddb for the orchestrator

repository.
Partner centers uploaded their data to the corresponding nodes.

6.6 Estimation of the treatment effect

We compare FedECA to several competitors. The unweighted Cox regression and the MAIC methods are
suited for the distributed data setting if we assume that the times and events of patients can be shared
across centers, while the Pooled IPTW method is only applicable on pooled data. Given the time-to-event
nature of the outcome, we choose to estimate the hazard ratio under the proportional hazards assumption
as a measure of the treatment effect. For all competitors, data is used to fit a Cox model as implemented in
the lifelines library [104] to obtain the estimation.

Unweighted Cox regression

We implement a näıve Cox model regressing the observed outcome Y on the treatment allocation variable
A, without using the weights of the samples. This corresponds to an unadjusted comparison between the
treated and untreated groups, which would be valid in a randomized setting but not in an external control
arm case. This estimator corresponds to the WebDISCO method and we use the implementation provided
by the authors of this method.

MAIC

To compare FedECA to the MAIC method, we make use of the implementation available in the indcomp

package§. The two methods differ mainly in the way in which samples are reweighted. More specifically,
for the MAIC method, individual patient data samples (IPD) are reweighted so that a specified group of
covariates matches the external aggregated data in terms of means and variances, whereas the samples in the

∗https://cloud.google.com/compute/docs/regions-zones?hl=en
†https://cloud.google.com/compute/docs/general-purpose-machines?hl=en#n1_machine_types
‡https://docs.substra.org/en/latest/documentation/components.html
§https://github.com/AidanCooper/indcomp
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external aggregated data are unweighted (uniform weight of 1). This creates by design reweighted data with
an SMD of 0 for each covariate. The two data sources are then combined to fit a Cox model incorporating
the observed outcome Y and the treatment allocation A, taking into account the reweighted results.

Pooled IPTW

The general concept and strategy of IPTW has been described before (see Section 6.2.1). In the implemen-
tation, the core estimation process is divided into two key steps. First, the propensity scores are estimated
using unpenalized logistic regression or, alternatively, they can be provided externally to the estimator.
These scores are then used to compute inverse probability weights tailored to the effect estimand. For the
average treatment effect (ATE), weights are based on the inverse of propensity scores for both treated and
control groups. For the average treatment effect on the treated (ATT), the weights involve a combination of
treatment indicators (for the treated individuals) and inverse propensity scores (for the control individuals).
Second, the treatment effect estimation is performed by fitting a weighted Cox proportional hazards model,
where the inverse probability weights are incorporated in the regression model of the observed outcome Y
on the treatment allocation A.

Competing paradigms

We already motivated the choice of IPTW as the best weighting method for small sample sizes. However other
methods than weighting and matching could be considered for federation as well such as G-computation [130,
131] or doubly debiased machine learning [132, 133] as their performance should be comparable [133]. We
leave their federation to future work.

6.7 Experiments details

6.7.1 Efficient bootstrap implementation with Substra

Distributed computation with Substra introduces an overhead per atomic task executed locally on each
partner’s machine. This overhead is not negligible and can be a bottleneck when performing bootstrapping,
which näıvely necessitate to execute O(nrounds ∗ nbootstraps) tasks per-client. To alleviate this issue we
implement a more efficient bootstrapping strategy where we only execute O(nrounds) tasks. This is achieved
by employing hooks so that each task instead bootstraps itself and then executes each round. This requires to
also modify the aggregation to be able to aggregate each bootstrap run separately. Details of this non-trivial
implementation trick can be found in the bootstraper.py script.

Note that we could also add another layer of parallelization inside each task by using Python multi-
processing as each bootstrap run is independent of each other. The impact of this optimization would be
negligible with respect to the overhead introduced by the distributed constraints. This way, a Substra exper-
iments with 200 bootstraps lasts less than an hour instead of ≈ 200 hours näıvely without this parallelization
layer; note that other kinds of parallelization schemes could also be undertaken such as running multiple
training jobs (so-called “Compute Plans” in Substra) in parallel as was done in MELLODDY [134]. However
this option necessitate scaling servers’ computational ressources (CPUs, RAM) linearly with the number of
training jobs in parallel which is impractical.

6.7.2 Early stopping within a static distributed framework

As Substra is static and requires to fix the number of federated rounds a priori, we implement early-
stopping for the stopping criterion on the Hessian norm by running up to MAXiter rounds (20 in practice)
and backtrack to find the first round where convergence was achieved.

6.7.3 Software and Reproducibility

Following the recent trend of switching from R to Python for implementing statistical software [106, 135, 136],
we choose Python as the base language for our implementation. This choice is also motivated by the fact that
most FL research implementation code is written in Python. We follow reference survival analysis packages
implementation design choices such as lifelines [104] and scikit-survival [106]. We use the Substra
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software [74] which is an open-source software that has been audited and validated by security teams of both
hospitals and pharmaceutical companies across different FL projects. Substra has demonstrated its ability to
be deployed in real-world conditions for biomedical research purposes in the MELLODDY project [134, 134],
as well as in the HealthChain project on breast cancer treatment response prediction [137].

FedECA is available as a Python package on Github¶ for non-commercial use. The availability of the
code not only ensures the reproducibility of the results presented in this article as well as the possibility
to audit its implementation, but also opens the possibility for other research teams to perform real-world
federated ECA. Indeed, a user can launch FedECA running the exact same code either in-RAM for simula-
tions, or on a real deployed substra network in real conditions by modifying the backend type, as shown in
Listing Supplementary Listing S1.

The FedECA repository contains a quickstart as well as detailed documentation and comments, which
should allow easy replication.

All quantitative figures in this article with synthetic data can be reproduced by following instructions in
experiments/README.md. The associated yaml configurations provide all hyper-parameters that were used.

For experiments on 10 centers replication involves deploying a substra network, which require some devel-
opment operations (DevOps) capabilities. However details in section 6.5.1 should be sufficient to reproduce
the results. The associated experiment script is defined in real world runtimes.yaml.

For experiments on YODA data, we install the fedeca package within the YODA platform, split the data
in such a way that the control arm and the treatment arm are in two separate groups, and run fedeca with
bootstrap variance estimation. Scripts used to preprocess the data and run the experiments are available in
the yoda folder in the fedeca repository.

For experiments on metastatic pancreatic adenocarcinoma data, we use the fedeca package unaltered
on commit b6474e5 after having registered the data in the Substra platform. Obfuscated versions of the
scripts that ran on the deployed platform and that were used to generate the related figures in the article are
available in the pdac folder in the fedeca repository. Where by ”obfuscated” we mean that dataset hashes
or urls in this script were converted to random strings so they cannot be mapped to any of the original data
or servers.

The nature of this last experiment is such that replications require data access which might be restricted,
see Section 7. However once access to data is obtained and federated network is deployed all experiments
should be easily reproduced thanks to the above scripts.

Further questions can be addressed to the corresponding author J.O.d.T. through the creation of github
issues or via direct e-mail.
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7 Data availability

Synthetic data used in this study can be re-generated using the scripts provided.
For the first example with real patient data, data access should be requested to the Yale University Open

Data Access (YODA) Project. Detailed procedure to request data access is provided on YODA website
https://yoda.yale.edu/how-request-data.

For the second example with the federated research network of FFCD, IDIBGI and PanCAN, the data
is under restricted access and are not freely available as specific clearance from the ethics committee and
compliance with local regulations is required to access data from each center. Data from PanCAN is available
to qualified researchers by submitting a proposal for review at https://spark.sbgenomics.com/. Data from
FFCD and IDIBGI can also be made available upon reasonable request. Specific conditions and restrictions
of access to the datasets are to be discussed directly with the main investigators in each center: J.-B. B. for
FFCD, R. C. for IDIBGI.

8 Code Availability

The integrality of the code is publicly released and openly available for research purposes at the following
URL: https://github.com/owkin/fedeca at the exception of the code used to launch metastatic pancreatic
adenocarcinoma which will be released upon acceptance.
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Method Environment #centers Runtime (s)

FedECA (robust) real-world setup 2 4.48 · 103 ± 1.08 · 102
FedECA (robust) real-world setup 3 4.57 · 103 ± 5.88 · 101
FedECA (robust) real-world setup 5 4.58 · 103 ± 9.42 · 101
FedECA (robust) real-world setup 8 4.56 · 103 ± 9.53 · 101
FedECA (robust) real-world setup 10 5.00 · 103 ± 7.80 · 102
FedECA (robust) in-RAM 2 4.95± 8.21 · 10−1

FedECA (robust) in-RAM 3 6.72± 4.92 · 10−1

FedECA (robust) in-RAM 5 1.27 · 101 ± 1.72
FedECA (robust) in-RAM 8 1.43 · 101 ± 1.38
FedECA (robust) in-RAM 10 1.93 · 101 ± 2.02
IPTW – – 2.34 · 10−1 ± 2.41 · 10−2

Supplementary Table S1: Runtimes of different federated and pooled experiments in different conditions:
in-RAM simulations or running in a deployed Substra network in the cloud (real-world setup).

1 from fedeca import FedECA

2 from fedeca.survival_utils import CoxData

3
4 SEED = 42 # Seed for the generation of synthetic data

5 NSAMPLES = 1000 # Number of samples in total

6 N_CLIENTS = 5 # Number of simulated centers

7 N_COV = 10 # Number of covariates

8 # Types of backend used for the FL, simu is the most lightweight ,

9 # real -world FL is "remote"

10 BACKEND_TYPE = "simu"

11 # Simulates FL by splitting a dataframe across centers and register

12 # each dataset into Substra. In case of a real deployment , private

13 # datasets are registered by each organization ’s data engineers.

14 data = CoxData(seed=SEED , n_samples=NSAMPLES , ndim=N_COV)

15 df = data.generate_dataframe ()

16 df.drop(columns =["propensity_scores"], axis=1, inplace=True)

17 # As in sklearn we first instantiate an object

18 fedeca = FedECA(N_COV , treated_col="treated", duration_col="T", event_col="E",

19 num_rounds_list =[50, 50], variance_method="robust")

20 # We then call the fit method of the object to launch the FL

21 fedeca.fit(df , n_clients=N_CLIENTS , backend_type=BACKEND_TYPE)

22

Supplementary Listing S1: Python code to launch FedECA on simulated data using any type of deployment.
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Supplementary Table S2: Comparison of distributed ECA methods for time-to-event outcomes and generic
data pooling alternative. Green color highlights methods compatible with distributed ECA (ATE: average
treatment effect; ATT: average treatment effect on the treated; ATC: average treatment effect on the control;
KM-type information: Kaplan-Meier-type information consisting of observed time, censorship status and
potentially group assignment).
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Figure Supplementary Figure S1. Pooled equivalent with varying number centers. Boxplots of
the relative error between the pooled IPTW and the FedECA algorithm on four different quantities. The
propensity scores estimated from the logistic regression, the hazard ratio (the treatment effect) the p-values
associated to the treatment allocation variable (Wald test) and the partial likelihood resulting from the Cox
model. Each of these quantities was monitored as we increased the number of centers across which the data
is split from 2 to 10 centers. The errors were computed on simulated data with 100 repetitions. The red
dotted line represents a relative error of 1% between pooled IPTW and FedECA.

Apa-AA-P (n=418) AA-P (n=421) All (n=839)

Age at cancer diagnosis Median (IQR) 71.0 (66.0 - 78.0) 71.0 (65.0 - 77.0) 71.0 (66.0 - 77.0)
Age at cancer diagnosis Percent missing 0.0% 0.0% 0.0%
Body Mass Index (BMI) Median (IQR) 27.5 (24.9 - 30.9) 27.9 (25.1 - 31.3) 27.72 (24.9 - 31.14)
Body Mass Index (BMI) Percent missing 2.1% 2.9% 2.5%
Performance Status (ECOG) at cancer diagnosis 0 290 (69.4%) 299 (71.0%) 589 (70.2%)
Performance Status (ECOG) at cancer diagnosis 1 128 (30.6%) 122 (29.0%) 250 (29.8%)
Performance Status (ECOG) at cancer diagnosis 2 0 (0%) 0 (0%) 0 (0%)
Performance Status (ECOG) at cancer diagnosis Percent missing 0 (0%) 0 (0%) 0 (0%)
Brief Pain Inventory (BPI) score ≤ 1 317 (75.8%) 295 (70.1%) 612 (72.9%)
Brief Pain Inventory (BPI) score > 1 95 (22.7%) 118 (28.0%) 213 (25.4%)
Brief Pain Inventory (BPI) score Percent missing 6 (1.4%) 8 (1.9%) 14 (1.7%)
Bone metastasis only False 211 (50.5%) 216 (51.3%) 427 (50.9%)
Bone metastasis only True 207 (49.5%) 205 (48.7%) 412 (49.1%)
Bone metastasis only Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)

Supplementary Table S3: Baseline characteristics of NCT02257736.
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(d) P-values

Figure Supplementary Figure S2. DP-FedECA. Adding differential privacy into FedECA.
Comparison of the results of running DP-FedECA with respect to the pooled baseline with no privacy. We
see that even for large ϵ that correspond to lower amount of noise, the relative difference between the p-values
produced by DP-FedECA and the true p-value is high even if the propensity weights are relatively close.
The final operation to build the p-value involves a second-order term which is very sensitive to the precise
value of the propensity scores.

AA-P (n=546) P (n=542) All (n=1088)

Age at cancer diagnosis Median (IQR) 68.0 (64.0 - 76.0) 68.0 (60.0 - 76.0) 68.0 (64.0 - 76.0)
Age at cancer diagnosis Percent missing 0.0% 0.0% 0.0%
Body Mass Index (BMI) Median (IQR) 28.4 (26.0 - 31.5) 28.4 (25.8 - 31.8) 28.4 (25.8 - 31.6)
Body Mass Index (BMI) Percent missing 2.2% 2.2% 2.2%
Performance Status (ECOG) at cancer diagnosis 0 411 (75.3%) 409 (75.5%) 820 (75.4%)
Performance Status (ECOG) at cancer diagnosis 1 134 (24.5%) 133 (24.5%) 267 (24.5%)
Performance Status (ECOG) at cancer diagnosis 2 1 (0.2%) 0 (0%) 1 (0.1%)
Performance Status (ECOG) at cancer diagnosis Percent missing 0 (0%) 0 (0%) 0 (0%)
Brief Pain Inventory (BPI) score ≤ 1 370 (67.8%) 346 (63.8%) 716 (65.8%)
Brief Pain Inventory (BPI) score > 1 129 (23.6%) 147 (27.1%) 276 (25.4%)
Brief Pain Inventory (BPI) score Percent missing 47 (8.6%) 49 (9%) 96 (8.8%)
Bone metastasis only False 286 (52.4%) 281 (51.8%) 567 (52.1%)
Bone metastasis only True 238 (43.6%) 241 (44.5%) 479 (44.0%)
Bone metastasis only Percent missing 22 (4.0%) 20 (3.7%) 42 (3.9%)

Supplementary Table S4: Baseline characteristics of NCT00887198.
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Figure Supplementary Figure S3. Influence of ties on FedECA accuracy. Comparison of the
results of running FedECA with respect to the pooled baseline using Efron’s approximation. Performance
degrades with the number of ties. For realistic number of ties errors are manageable <1%.

FOLFIRINOX (n=22) Gemcitabine + Nab-Paclitaxel (n=144) All (n=166)

Age at cancer diagnosis 57.27 (37.00 - 75.00) 65.10 (37.00 - 86.00) 64.07 (37.00 - 86.00)
Age at cancer diagnosis Percent missing 0.0% 0.0% 0.0%
Performance Status (ECOG) at cancer diagnosis 0 12 (54.5%) 32 (22.2%) 44 (26.5%)
Performance Status (ECOG) at cancer diagnosis 1 8 (36.4%) 85 (59.0%) 93 (56.0%)
Performance Status (ECOG) at cancer diagnosis 2 1 (4.5%) 15 (10.4%) 16 (9.6%)
Performance Status (ECOG) at cancer diagnosis Percent missing 1 (4.5%) 12 (8.3%) 13 (7.8%)
Biological gender M 14 (63.6%) 76 (52.8%) 90 (54.2%)
Biological gender F 8 (36.4%) 68 (47.2%) 76 (45.8%)
Biological gender Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)
Liver metastasis True 17 (77.3%) 104 (72.2%) 121 (72.9%)
Liver metastasis False 5 (22.7%) 40 (27.8%) 45 (27.1%)
Liver metastasis Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)

Supplementary Table S5: Baseline characteristics of IDIBGI.
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YODA phase 3 trials
N2070

NCT00887198
n=1088

AAP
n=546

P
n=542

Imputed data

AAP
n=546

P
n=542

NCT02257736
n=982

AAP
n=490

Apa-AAP
n=492

AAP
n=421

Apa-AAP
n=418

Exclude 143 patients with 
present visceral metastases

Imputed data

Apa-AAP
n=418

AAP
n=421

FedECA experiment 1
`Apa-AAP` vs `AAP`

FedECA experiment 2
`Apa-AAP` vs `P`

FedECA experiment 4
`AAP` vs `P`

Original randomization

Imputation with MissForest

FedECA experiment 3
`AAP` vs `AAP`

Figure Supplementary Figure S4. Flow diagram of YODA clinical trial cohort construction.

FOLFIRINOX (n=101) Gemcitabine + Nab-Paclitaxel (n=94) All (n=195)

Age at cancer diagnosis 61.41 (38.00 - 78.00) 63.86 (40.00 - 84.00) 62.60 (38.00 - 84.00)
Age at cancer diagnosis Percent missing 1.0% 0.0% 0.5%
Performance Status (ECOG) at cancer diagnosis 0 30 (29.7%) 21 (22.3%) 51 (26.2%)
Performance Status (ECOG) at cancer diagnosis 1 43 (42.6%) 48 (51.1%) 91 (46.7%)
Performance Status (ECOG) at cancer diagnosis 2 3 (3.0%) 8 (8.5%) 11 (5.6%)
Performance Status (ECOG) at cancer diagnosis Percent missing 25 (24.8%) 17 (18.1%) 42 (21.5%)
Biological gender M 69 (68.3%) 51 (54.3%) 120 (61.5%)
Biological gender F 32 (31.7%) 43 (45.7%) 75 (38.5%)
Biological gender Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)
Liver metastasis False 23 (22.8%) 30 (31.9%) 53 (27.2%)
Liver metastasis True 78 (77.2%) 64 (68.1%) 142 (72.8%)
Liver metastasis Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)

Supplementary Table S6: Baseline characteristics of PanCAN.

FOLFIRINOX (n=92) Gemcitabine + Nab-Paclitaxel (n=61) All (n=153)

Age at cancer diagnosis 62.64 (39.90 - 75.97) 64.12 (40.97 - 75.95) 63.23 (39.90 - 75.97)
Age at cancer diagnosis Percent missing 0.0% 0.0% 0.0%
Performance Status (ECOG) at cancer diagnosis 0 36 (39.1%) 23 (37.7%) 59 (38.6%)
Performance Status (ECOG) at cancer diagnosis 1 56 (60.9%) 31 (50.8%) 87 (56.9%)
Performance Status (ECOG) at cancer diagnosis 2 0 (0.0%) 7 (11.5%) 7 (4.6%)
Performance Status (ECOG) at cancer diagnosis Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)
Biological gender F 36 (39.1%) 33 (54.1%) 69 (45.1%)
Biological gender M 56 (60.9%) 28 (45.9%) 84 (54.9%)
Biological gender Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)
Liver metastasis False 16 (17.4%) 10 (16.4%) 26 (17.0%)
Liver metastasis True 76 (82.6%) 51 (83.6%) 127 (83.0%)
Liver metastasis Percent missing 0 (0.0%) 0 (0.0%) 0 (0.0%)

Supplementary Table S7: Baseline characteristics of FFCD.
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2023-5198 YODA DUA - Research
proposal

Project Title
Evaluation of G-computation and conformal prediction to provide early signs of
efficacy in single arm trial with time to event outcomes

Narrative Summary:
Phase II trials are often conducted using a single arm without comparative treatment
and suffer from short follow-up times. Endpoints often reported in this context are the
response measured using RECIST criteria based on the variation in the Sum of Longest
Diameters (SLD) of the target lesions and the Prostate Specific Antigen (PSA)
response in prostate cancer.

This study proposes to evaluate the use of conformal prediction to estimate for each
patient the range of plausible variation in SLD and PSA level values that would have
been observed under SoC, providing a point of comparison. Additionally, the use of
G-computation will be explored based on the variation in SLD/PSA level.

Scientific Abstract:
Background : Phase II oncology trials are often single arm without comparative
treatment and suffer from short follow-up times. An endpoint often reported and more
suitable with short follow-up times is the response measured using RECIST criteria
based on the variation in the Sum of Longest Diameters (SLD) of the target lesions at a
given time. External control arm efficacy analysis based on this endpoint could be
better powered and inform the decision to move to the next phase. Additionally,
[Loiseau2022] suggests that G-computation increases statistical power compared to
propensity based methodologies while controlling for type I error. Relying on
G-computation to estimate treatment efficacy using change in SLD as endpoint could
therefore be more informative in early phases. Conformal prediction emerged as a
framework that allows for the construction of prediction intervals with guaranteed
error bounds for a given outcome variable. Conformal prediction provides a measure
of uncertainty around the predictions. In a setting of a phase II trial, conformal
prediction could be used to predict for each patient what would have been the range
of plausible change in SLD values whether he received comparative treatment. This

could provide a point of comparison for each patient and potentially drive inclusion
criteria of a phase III.

Objective :
- Evaluate G-computation directly applied to the largest reduction of the SLD and
compare it with propensity score based estimators.
- Study the use of Conformal prediction to provide a point of comparison for each
patient included in the single arm trial.

Study Design :
A pool of clinical trials that share a common treatment (Abiraterone acetate +
prednisolone) will be used in this study. The outcomes of interest to compute the
treatment effect will be the change in SLD and the PSA level.
To evaluate the relevance of relying on conformal prediction the following approach
will be used. Given one trial A , we will consider all the patients under Abiraterone
acetate + prednisolone in the pool of trials PVA, excluding the one considered, and
restrict to the set of patients that share inclusion/exclusion criteria. All the patients in
PVA will be used to derive a model to predict the change in SLD. Conformal prediction
will then be used to produce intervals for the predictions that are guaranteed to
contain the ground truth with 95 % probability. The model will then be applied on the
Abiraterone acetate + prednisolone arm of the trial A to assess that the coverage of
the methodology is as expected.
To evaluate the relevance of external control arm methodologies applied on SLD/PSA
changes, and more particularly G-computation, we will rely on internal replication
study [Loiseau2022].

Participants :
Individual data from all the trials specified.

Primary and Secondary Outcome Measure(s):
Change from baseline in SLD and in PSA level.

Statistical Analysis:
To assess the relevance of conformal prediction, we will compute the coverage (how
many time the observed change in SLD/PSA falls into the predicted range of plausible
values), the MSE, MAE and the width of the confidence interval.
To compare the different estimators of treatment effect on the change in SLD/PSA, we
will compute the MSE, the MAE and the confidence interval width. We will also assess

the ability of the methodology to reproduce the results of the original trial on hard
endpoints.

Brief Project Background and Statement of Project
Significance:
There is a growing interest in complementing a single arm with historical data. This is
particularly true for Phase II trials conducted in oncology which often rely on a single
arm testing the active treatment and lack of comparator. A white paper written by
Medidata and FDA scientists was presented in a Friends of Cancer Research meeting
in December 2018 and demonstrates the interest of both regulators and private
companies in this question. Our work proposes to address one of the main limitations
of this kind of methodology, the small number of events observed (progressions and
deaths) in the single arm trials by providing analysis on an intermediate outcome
(PSA/SLD change from baseline) and assess the relevance of this approach and could
extend its use.
Additionally, we propose a more personalized approach to the external control arm by
providing for each patient a range of plausible values under SoC relying on conformal
prediction. This could open help selection of patients likely to maximize the benefit at
an early stage.
Additionally, data is often spread and due to RGPD in Europe, pooling single arm trial
data and real word data can be impossible. Therefore we evaluate the impact of
relying on federated learning to deal with this limitation.

Specific Aims of the Project:
The objective of the project is to assess the relevance of the conformal prediction
framework to provide an individual estimate of the counterfactual outcome, i.e. what
would have been the range of plausible change in PSA/SLD values whether the
patients received the SoC treatment instead of the treatment under assessment.
Additionally, we will assess the ability of G-computation in an ECA setting applied to
change in PSA/SLD values to perform an estimation of efficacy in agreement with the
estimate of the randomized trial on the hard endpoint.

What is your Study Design?
Methodological research

What is the purpose of the analysis being proposed?
Develop or refine statistical methods

Research on clinical trial methods

Research Methods

Data Source and Inclusion/Exclusion Criteria to be used to define
the patient sample for your study:
Given one trial A, we will consider all the patients under Abiraterone acetate +
prednisolone in the pool of clinical trials PVA, excluding the one considered, and
restrict to the set of patients that share similar background therapy and
inclusion/exclusion criteria in order to comply with the positivity assumption required
for causal inference.

Primary and Secondary Outcome Measure(s) and how they will be
categorized/defined for your study:
The study will focus on treatment effects on the change from baseline in SLD and
change from baseline in PSA level.

Main Predictor/Independent Variable and how it will be
categorized/defined for your study:
All the characteristics available at baseline will be considered for model training and
validation.

Statistical Analysis Plan:
A pool of clinical trials that share a common treatment (Abiraterone acetate +
prednisolone) will be used in this study. The outcomes of interest to compute the
treatment effect will be the change in SLD and the PSA level. To evaluate the relevance
of relying on conformal prediction to estimate the range of plausible change in SLD
and PSA level, the following approach will be used.
Given one trial A, we will consider all the patients under Abiraterone acetate +
prednisolone in the pool of clinical trials PVA, excluding the one considered, and
restrict to the set of patients that share similar background therapy and
inclusion/exclusion criteria in order to comply with the positivity assumption required
for causal inference. All the patients in PVA will be used to derive a model to predict
the change in SLD (or in PSA level) from baseline. Conformal prediction will then be
used to produce intervals for the predictions that are guaranteed to contain the ground
truth with 95 % probability. The model will then be applied on the Abiraterone acetate
+ prednisolone arm of the trial A to assess that the coverage of the methodology is as

expected. On top of the coverage, we will also assess the MSE (mean squared
difference between predicted and observed changes in SLD or PSA), MAE and the
width of the confidence interval. Finally, we will apply the model to the other arm of
the trial $A$ and assess the number of times the predicted plausible SLD/PSA changes
under Abiraterone acetate + prednisolone overlap with the observed outcome under
the other treatment. We expect to observe a clear separation when the trial is
successful.

To evaluate the relevance of external control arm methodologies applied on SLD/PSA
changes, and more particularly G-computation, the following approach will be used.
Given one trial A, we will consider all the patients under Abiraterone acetate +
prednisolone in the pool of clinical trial PLA, excluding the one considered, and restrict
to the set of patients that share similar background therapy and inclusion/exclusion
criteria in order to comply with the positivity assumption required for causal inference.
We will then perform the following experience:
Experiment 1: Assessing a treatment effect of zero between the Abiraterone acetate +
prednisolone arm of A and the patients under Abiraterone acetate + prednisolone in
PV;
Experiment 2: If A contains a comparator arm, we compare this comparator arm with
patients under Abiraterone acetate + prednisolone in PVA. The confidence intervals
obtained using G-computation on difference SLD/PSA changes are then compared to
the confidence interval originally obtained using OLS and the two arms of the trials.
Additionally the ability to recover the results on OS using the conclusion from the
G-computation analysis.
To assess the relevance of the analysis relying on conformal prediction, we will
compute the coverage (how many time the observed change in SLD/PSA falls into the
predicted range of plausible values), we will also assess the MSE (mean squared
difference between predicted and observed changes in SLD or PSA), MAE and the
width of the confidence interval.
To compare the different estimators of treatment effect on the change from baseline in
SLD and change from baseline in PSA level and assess the potential added value of
G-computation, we will compute the MSE, the MAE and the confidence interval width.
Additionally, when replacing the Abiraterone acetate + prednisolone arm of one trial by
the set of patients that share similar background therapy and inclusion/exclusion
criteria in other trials, we will assess the ability of the methodology to reproduce the
results of the original trial on the hard endpoints (OS/PFS) using the regulatory
agreement. The regulatory agreement is the percentage of time the cutoff P-value
<0.05 obtained with the non-randomized experiments agrees with the RCT result
about P-value <0.05. Software Used:
Python

Project Timeline:
Project start date: May 1, 2023 or when data accessed

Analysis completion: December 1, 2023
Manuscript draft completion: May 1, 2023

Dissemination Plan:
We plan on submitting this research as a research article in one of the following
journals: 'Statistics in Medicine' or 'Statistical Methods in Medical Research' or 'BMS
methodological research'.
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