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The excitation spectrum of a dilute
Bose gas with an impurity

Jonas Lampart∗, Arnaud Triay†

January 29, 2024

We study a dilute system of N interacting bosons coupled to an im-
purity particle via a pair potential in the Gross–Pitaevskii regime. We
derive an expansion of the ground state energy up to order one in the
boson number, and show that the difference of excited eigenvalues to the
ground state is given by the eigenvalues of the renormalized Bogoliubov–
Fröhlich Hamiltonian in the limit N → ∞.
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1 Introduction

At very low temperatures a gas of bosons forms a Bose–Einstein condensate (BEC), a
quantum state in which a macroscopic fraction of the bosons occupy the same single-
particle state. The particles outside the condensate state, often called excitations or
phonons, play a crucial role in the thermodynamic properties of the BEC. In 1947,
Bogoliubov developed a theory to explain the emergence of superfluidity in dilute
Bose gases using Landau’s criterion of superfluidity [34]. In Bogoliubov’s theory [6],
the excitations are described by a quantum field governed by a Hamiltonian that is
quadratic in the creation and annihilation operators of the excitations. This allowed
him to compute explicitly the ground state energy and the low-lying excitation
spectrum of the system. The rigorous justification of Bogoliubov’s theory has now
been studied in depth from a mathematical point of view (see [49, 22, 15, 37, 41, 3,
44, 8, 10, 27, 11, 5, 7, 12] for a selection, and references therein).

The interaction of the Bose gas with an impurity particle will create additional
excitations out of the condensate, which in turn act on the impurity. In the regime
of large boson number, the Bogoliubov-Fröhlich Hamiltonian has been proposed as
an effective model (cf. [23, 40, 33]) for the excitation spectrum of the system. In this
Hamiltonian, the interaction between the impurity and the excitation field given by
a coupling term that is linear in the field operator. This model has already been
mathematically justified in the mean-field limit [40, 33]. However, Bose–Einstein
condensates, as they are prepared in experiments, are better modeled by the dilute
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Gross–Pitaevskii limit, and the validity of the Bogoliubov-Fröhlich model has been
questioned in the physics literature [13]. The goal of this article is to study the
ground state energy and spectrum of the Bose gas with an impurity in this limit
and prove validity of the approximation by the Bogoliubov-Fröhlich Hamiltonian.

In the Gross–Pitaevskii regime, N bosons are spread out over a volume of diameter
L = N in three dimensions. The density is therefore of order N−2. It is however
more convenient to rescale the system in a volume of order one. This leads us to
consider the Hamiltonian

HN = −∆x +
N∑

i=1
(−∆yi)+

∑
1≤i<j≤N

N2V (N(yi −yj))+
N∑

i=1
NW (

√
N(x−yi)). (1.1)

For simplicity, we will consider a system with periodic boundary conditions. The
position of the impurity will be denoted by x ∈ T3 and those of the N bosons
by (yi)1≤i≤N ∈ T3N , where T3 = R3/Z3 is the three-dimensional unit torus. We
assume that the boson-boson potential V and boson-impurity potential W belong
to L2(R3) and have compact support. If N is sufficiently large, the scaled potentials
VN (y) = N2V (Ny) and WN (x) = NW (

√
Nx) have support inside the cube [0, 1]3,

therefore we may identify the support with a subset of the torus and replace the
potentials by their periodic extension. The Hamiltonian HN thus acts on the Hilbert
space HN = L2(T3) ⊗ L2(T3)⊗symN with domain H2(T3N+1) ∩ HN .

The scaling for W is chosen so that the interaction between the impurity and the
excitations from the condensate is of the same order as the kinetic energy of the
Bogoliubov excitations, similarly to [40, 33]. In Remark 1.6 below, we explain how
such a scaling can also be obtained by considering subsystems of a dilute gas in the
thermodynamic limit. Heuristically, one should think that as N → ∞, the boson-
boson interaction behaves like N−1δ(yi − yj), and the boson-impurity interaction
like N−1/2δ(x − yi). This singular behavior leads to considerable difficulties in the
analysis. For the case without an impurity, such an analysis has been carried out in
the works [39, 38, 3, 27].

In order to state our first main result on the asymptotic expansion of the ground
state energy, we need to introduce the scattering length for the potentials V and
W . This characteristic length of an interaction potential v ∈ L1(R3,R) is defined
by solving the effective two-body problem

4πav := inf
φ∈Ḣ1(R3)

∫
R3

(
|∇φ(x)|2 + 1

2v(x)|1 + φ(x)|2
)
dx. (1.2)

Theorem 1.1. Let 0 ≤ V, W ∈ L2(R3) be even and compactly supported. Assume
moreover that Bose–Einstein condensation holds in the sense of Condition 4.1. Then
as N → ∞

inf σ(HN ) = 4πaV N + 8πaW

√
N − 32π(2π/3 −

√
3)a4

W log N + O(1).
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Remark 1.2. Our analysis only requires integrability conditions on V, W . However,
we need an a-priori bound on the number of bosons that do not condense for large
N , which we spell out precisely in Condition 4.1. This is an additional condition
on V , which is known to hold if V is radial [4, 27], but is expected to hold more
generally. For the latter reason, we prefer to state this as a condition instead of
restricting ourselves to radial potentials V .

The first two terms in the expansion account for the boson-boson and the boson-
impurity interaction, respectively. They are natural guesses, as two-body scattering
is expected to be responsible to the leading order in the energy. The log N -term,
on the other hand, is explained by an effective three-body interaction between the
impurity and two bosonic excitations (see Remark 1.8). The emergence of such
a term from the Bogoliubov-Fröhlich Hamiltonian with cutoff Λ = N was proved
in [32], after being observed in [24, 23]. The specific form of the pre-factor to
a4

W log N is due to our choice of the masses of both the bosons and the impurity
being equal to one-half. For a general mass of the particle m and reduced mass
µ−1 = m−1 + 2, the pre-factor is (note that the correct definition of aW then also
depends on µ)

cm = −212πµ3
(

m
µ arcsin

( µ
m

)
−

√
1 −

( µ
m

)2)
. (1.3)

Our second main result is that the low-lying spectrum of HN is well approximated
by the one of the renormalized Bogoliubov-Fröhlich Hamiltonian. This operator acts
on

H+ = L2(T3) ⊗ Γ(H+), (1.4)

where Γ(H+) is the bosonic Fock space over H+ = {1}⊥, the orthogonal to the (con-
stant) condensate wave-function 1T3 . Formally, the Bogoliubov-Fröhlich Hamilto-
nian is given by

−∆x + dΓ(ω) + a(wx) + a∗(wx), (1.5)

where ω is the Fourier multiplier with Bogoliubov’s dispersion relation

ω(p) =
√

p4 + 16πaV p2, (1.6)

and wx(y) = w(x − y) is the distribution with Fourier coefficients

ŵ(p) = 8πaW |p|ω(p)−1/2, p ∈ 2πZ3 \ {0}. (1.7)

However, the expression (1.5) is ill-defined due to the lack of decay of ŵ(p) ∼ 8πaW

for p → ∞. For a rigorous definition, it should be replaced by the renormalized
Bogoliubov-Fröhlich Hamiltonian on the torus, constructed as in [32].
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Proposition 1.3. Define wΛ by its Fourier coefficients ŵΛ(k) = ŵ(k)1|k|≤Λ for
Λ ∈ R+, and set

HΛ
BF = −∆x + dΓ(ω) + a(wΛ

x ) + a∗(wΛ
x ), (1.8)

which defines a self-adjoint operator on D(−∆x + dΓ(ω)). There exists a family
(EΛ)Λ≥0 ⊂ R and a self-adjoint operator (HBF, D(HBF)) with compact resolvent so
that

HΛ
BF − EΛ

Λ→∞→ HBF

in norm resolvent sense.

We prove this proposition in Section 3, where we also give more details on HBF.
With the renormalized Bogoliubov-Fröhlich Hamiltonian, we can resolve the excita-
tion spectrum of HN for N → ∞.

Theorem 1.4. Let 0 ≤ V, W ∈ L2(R3) be even and compactly supported, and as-
sume that Bose–Einstein condensation in the sense of Condition 4.1 holds. Let
(HBF, D(HBF)) be the renormalized Bogoliubov-Fröhlich Hamiltonian of Proposi-
tion 1.3, and for k ∈ N0 let ek(H) denote the k-th min-max value of the operator
H. Then as N → ∞

ek(HN ) − e0(HN ) = ek(HBF) − e0(HBF) + O(N−1/80).

Note that in Theorem 1.1 we determine the ground state energy e0(HN ) =
inf σ(HN ) with an error O(1) but in Theorem 1.4 we can express the elementary
excitations ek(HN ) − e0(HN ) up to a precision o(1). From the proof of Theorem 1.4
one can extract an expression for e0(HN ) with this precision, but it is quite involved
and not completely explicit, since the value of e0(HBF) is not known.

There has been some debate in the physics literature concerning the applicability
of the Bogoliubov-Fröhlich model. In [13], the authors performed an expansion of
e0(HN ) in aW and found an expression of order a3

W log aW . This cannot arise from
the Bogoliubov-Fröhlich Hamiltonian, whose spectrum is invariant under a change of
sign of the interaction. Our results show that, in the precise scaling we consider, such
a term is at most of order one as N → ∞ and the spectrum is correctly described
by the Bogoliubov-Fröhlich Hamiltonian (see also Section 4.5).

The first application of Bogoliubov’s theory was to provide an explanation of
superfluidity, based on a heuristic criterion due to Landau. This could be made
more precise using the Bogoliubov-Fröhlich model, where the impurity serves to
probe the superfluid behavior. A step in this direction was recently made [28], where
the Bogoliubov-Fröhlich model in R3 is analyzed, and it is shown that a moving
impurity does not experience friction when moving at velocities smaller than the
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speed of sound, which equals 4√
πaV in our derivation. Connecting our derivation

of the Bogoliubov-Fröhlich-Hamiltonian on the torus to the one on R3 (e.g., by taking
the size of the torus to infinity, as is done in the physics literature [23], see also [15])
would thus provide a detailed explanation of this effect from a many-body quantum
model. This effect has been investigated in a semi-classical setting in [16, 20, 14, 36].

The proof of Theorem 1.4 also shows that the eigenfunctions of HN can be ex-
pressed in terms of those of HBF and two unitary transformations: the excitation
map UX : H+ → HN (see Section 4.1) and a Bogoliubov transformation UB (see
Section 4.5). This information is also sufficient to obtain an approximation of the
unitary dynamics.

Corollary 1.5. Assume that the hypothesis of Theorem 1.4 hold. Let UX be the ex-
citation map defined by (4.2) and UB the Bogoliubov transformation whose generator
is given by (4.162) with N = ∞. Then:

a) For any k ∈ N, the corresponding min-max values ek and ΨN ∈ ker(HN −
ek(HN )), the sequence U∗

BU∗
XΨN converges, up to a subsequence, to a limit Ψ ∈

ker(HBF − ek(HBF)).

b) The corresponding spectral projections converge in norm: Let B be an open in-
terval with σ(HBF − e0(HBF)) ∩ B = ek(HBF) − e0(HBF), then

lim
N→∞

U∗
X1B

(
HN − e0(HN )

)
UX = UB1(HBF = ek

(
HBF)

)
U∗

B.

c) For any sequence ΨN ∈ HN so that U∗
XΨN has a limit Ψ ∈ H+,

lim
N→∞

U∗
Xe−it(HN −e0(HN ))ΨN = UBe−it(HBF−e0(HBF))U∗

BΨ

in the norm of H+.

Remark 1.6. The scaling of our Hamiltonian is motivated by the following physical
situation. Consider a large box of side-length L ≫ 1 containing a gas of bosons with
density ρ and impurities with density ρI ≪ ρ. The Hamiltonian for the total system
is

Htot :=
NI∑
i=1

(−∆xi) +
N∑

i=1
(−∆yi) +

∑
1≤i<j≤N

V (yi − yj) +
∑

1≤i≤NI
1≤j≤N

W (xi − yj), (1.9)

with NI = ρIL
3 and N = ρL3. Denote by a := aV the scattering length of V and

consider the dilute regime, where the dimensionless parameter ρa3 is small. Now,
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as we take the thermodynamic limit L → ∞, we consider a subsystem of the Gross–
Pitaevskii length scale ℓ = a/(ρa3)−1/2. The typical number of bosons in such a
subsystem is n = ρℓ3 = (ρa3)−1/2. By fixing the density of impurities so that

ρI/ρ =
√

ρa3, (1.10)

there is on average one impurity in each subsystem of size ℓ. Rescaling lengths by ℓ
yields for the Hamiltonian of such a subsystem with exactly one impurity

ℓ2H̃loc := −∆x +
n∑

i=1
(−∆yi)+

∑
1≤i<j≤n

ℓ2V (ℓ(yi −yj))+
n∑

i=1
ℓ2W (ℓ(x−yi)). (1.11)

We may write V (y) = a−2Ṽ (a−1y) and W (x) = a−2
W W̃ (a−1

W x) with potentials Ṽ and
W̃ that have scattering length normalized to one. To retrieve the scaling from (1.1)
we need to fix the ratio between scattering lengths of the two potentials, setting

aW /a = (ρa3)−1/4. (1.12)

Then, using that n = ℓ/a we obtain ℓ/aW =
√

n and arrive at

ℓ2H̃loc = −∆x +
n∑

i=1
(−∆yi)+

∑
1≤i<j≤n

n2Ṽ (n(yi −yj))+
n∑

i=1
nW̃ (

√
n(x−yi)), (1.13)

which is of the form (1.1).
Based on the expansion of Theorem 1.1 and the assumption that impurities spread

out evenly, we can make the following conjecture.

Conjecture 1.7. Let V, W ≥ 0 have compact support. In the regime where ρI and
aW satisfy (1.10) and (1.12), and as ρa3 → 0, we have

lim
L→∞
N=ρL

inf σ(Htot)
L3 = 4πaρ2

(
1 + 2(ρa3)1/4 − cm

8π

√
ρa3 log(ρa3) + O

(√
ρa3))

,

where cm is given by (1.3).

For comparison, note that the ρ5/2 log ρ term in this expansion is larger than the
well-known Lee-Huang-Yang correction to the energy of the dilute Bose gas [35, 18,
1, 19, 17, 25], which is of the order ρ5/2. It is however very similar in nature to
the term proposed in [50, 48, 29] to capture the three-body effects in a Bose gas.
The latter is expected to be of order ρ3 log ρ and was very recently derived in the
Gross–Pitaevskii limit [12].

7



Remark 1.8. The three-body nature of the log N–contribution to the energy can
be understood by the following heuristics. Since the Bose gas is dilute, the effect of
the boson-impurity interaction is dominated by simple two-body scattering events.
These lead to correlations between the impurity and a single boson since, due to
the repulsive nature of WN , these will try to avoid getting closer than ℓ ∼ N−1/2.
This is captured precisely by the solution φ to the minimization problem (1.2)
with v = W , and it is responsible for the scattering length aW appearing in the
coefficient of

√
N , instead of just the averaged potential

∫
W as in the mean-field

case. If we consider two bosons interacting with the impurity and make the ansatz
Ψ ≈ φ(

√
N(x − y1))φ(

√
N(x − y2))Φ(x, y1, y2) at short distances, then H2Ψ will

contain a term with

v(3)(x, y1, y2) := N∇φ
(√

N(x − y1)
)
∇φ

(√
N(x − y2)

)
, (1.14)

coming from the action of −∆x. This can be interpreted as an effective three-
body interaction potential acting on Φ. Minimizing over Φ will make the scattering
length of this three-body potential appear (cf. [42] and Equation (5.8), noting that
this potential integrates to zero), which multiplied by the number of pairs of bosons
∼ N2 will give the term of order log N in Theorem 1.1. That this is of order
log N can be easily checked. Note that for 1 ≲ |y|, φ(y) behaves like 1/|y| and
∇φ(y) ∼ 1/|y|2 (cf. [43, Theorem 6]). Then, passing to relative coordinates, the
three-body scattering length, defined by a minimization problem analogous to (1.2),
is approximately given by∫

v(3) − ⟨v(3), (−(∇y1 + ∇y2)2 − ∆y1 − ∆y2 + v(3))−1v(3)⟩

∼ −N2
∫

N−1/2≲|y1|,|y2|

∇φ(
√

Ny1)∇φ(
√

Ny2)

× (−(∇y1 + ∇y2)2 − ∆y1 − ∆y2)−1∇φ(
√

Ny1)∇φ(
√

Ny2)

∼ − 1
N2

∫
N−1/2≲|y1|,|y2|

1
|y1|2

1
|y2|2

(−∆y1 − ∆y2)−1 1
|y1|

1
|y2|

∼ log N

N2 .

The proof of Theorem 1.1 contains a rigorous implementation of these heuristic
estimates where we do not use such an ansatz of priduct form, but rather a Weyl
transformation which leads to similar expressions.

2 Preliminaries

2.1 Outline of the article

The following outline of the article may serve as a guide to the proofs of our main
results. In the remainder of Section 2 we introduce some global conventions on no-
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tation, and summarize the key properties of the scattering length and the associated
scattering solution, as well as its analogues on the torus. These results will be proved
in Appendix A.

In Section 3, we discuss the renormalization of the Bogoliubov-Fröhlich Hamilto-
nian on the torus and prove Proposition 1.3. The proofs of the necessary technical
lemmas are postponed to Section 5, where a more general case with an additional
excitation-impurity interaction is treated.

In Section 4, we write the Hamiltonian HN in the excitation picture. We then
apply several unitary transformations to extract the correct leading asymptotics of
the energy, and, at the same time, to make the correct model parameters appear.
The general scheme is to deal first with the large momenta, which are responsible for
the bigger terms in the energy asymptotics, and then work downwards step-by-step.
Specifically:

1) In Section 4.2 we apply a Bogoliubov transformation Uq, whose generator is
quadratic in boson creation and annihilation operators. It acts on the large
boson momenta and makes the scattering length aV appear at the leading order
of the energy.

2) In Section 4.3 we apply a Weyl-transformation UW , which additionally depends
on the impurity position x (similarly to the Gross transformation known from
the literature on singular polaron models, like the Nelson model, cf. [45, 21]).
This transformation also acts on large boson momenta and makes the scattering
length aW appear in the energy asymptotics.

3) In Section 4.4 we apply a transformation Uc to the boson Hamiltonian that has
a generator which is cubic in creation and annihilation operators. This accounts
for scattering processes that mix low and high energy bosons and makes the
scattering length aV appear in the boson Hamiltonian restricted to small energies.

4) In Section 4.5, we use Bogoliubov’s transformation UB, which transforms the
remaining boson Hamiltonian into the simple expression dΓ(ω), with ω given
by (1.6).

5) In Section 4.6 we apply another Weyl transformation UG, which is precisely a
variant of the Gross transform, which accounts for the two-particle impurity-
excitation scattering at low energies.

The final result of Section 4 is Proposition 4.27, after which we can write the trans-
formed Hamiltonian on low energy states as (cf. (5.6))

U∗HN U ≈ 4πaV (N − 1) + 8πaW

√
N + e

(U)
N + HU

N

9



where HU
N is almost the Bogoliubov–Fröhlich Hamiltonian with an N -dependent

cutoff ΛN (up to a Gross transform), and e
(U)
N is an energy contribution of order

one.
In Section 5, we analyse HU

N and show that after removing the logarithmic di-
vergence, it converges to the renormalized Bogoliubov–Fröhlich Hamiltonian con-
structed in Proposition 1.3. We essentially follow the proof of that proposition,
but with one key difference. The excitation Hamiltonian, and also HU

N , contains an
additional term accounting for the interaction between two excitations and the im-
purity which is not present in the Bogoliubov–Fröhlich Hamiltonian. In our scaling
regime, this term is responsible for a global shift of order one in the energy. How-
ever, the excitation spectrum is still correctly described by the Bogoliubov–Fröhlich
Hamiltonian as stated in Theorem 1.4, since it only depends on the difference of
eigenvalues.

In Section 6, we prove the main Theorems and Corollary 1.5.

2.2 Notation

For a symmetric operator A on a Hilbert space H , we will denote by D(A) its
domain, and by Q(A) the domain of the associated quadratic form x 7→ ⟨x, Ax⟩.

For a function f, g : N → C where C is a set with a partial order and admitting
multiplication by positive real numbers (i.e., R+ or symmetric quadratic forms on
H ), we denote

f ≲ g ⇔ ∃C ∈ R+ : ∀N ∈ N : f(N) ≤ Cg(N). (2.1)

For families of symmetric operators AN , BN , N ∈ N associated with quadratic
forms on Q(A), Q(B), independent of N , we denote by

AN = O(BN ) (2.2)

the statement that Q(B) ⊂ Q(A) and that there exists a constant C so that for all
Ψ ∈ Q(B) and N ∈ N

|⟨Ψ, AN Ψ⟩| ≤ C⟨Ψ, BN Ψ⟩. (2.3)

Note that this relation is transitive and invariant under unitary transformations.
Moreover, we have as a consequence of the Cauchy-Schwarz inequality that

A∗
N BN + B∗

N AN = O(A∗
N AN + B∗

N BN ), (2.4)

when the left hand side is extended to the domain of the right.
For any function h : T3 → C, we will use the notation

hx(y) = h(x − y). (2.5)
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For a Hilbert H denote by

Γ(H ) := C ⊗
∞⊕

n=1
H ⊗symn (2.6)

the bosonic Fock space over H . In particular, Γ(h+) with H+ = {1}⊥ ⊂ L2(T3)
(the orthogonal to the constant functions), is the Fock space of excitations. For
Ψ ∈ Γ(H ) we denote by Ψ(n) ∈ H ⊗symn its n-particle component, and by

N Ψ =
∞∑

n=1
nΨ(n) (2.7)

the number operator (with the canonical domain). In the case of Γ(H+) we denote
the number operator by N+.

For f ∈ H , we denote by a∗(f), a(f) the bosonic creation and annihilation
operators on Γ(H ), and in the case H = L2(T3) we introduce the operators

ap = a(eip(·)), a∗
p = a∗(eip(·)), (2.8)

and the operator-valued distributions ay, a∗
y as usual. For a distribution v on T3

and a quadratic form A on L2(T3) with Schwartz kernel A(y, y′), we also introduce
the quadratic forms

a(v) =
∫

v(y)ay, a∗(v) =
∫

v(y)a∗
y, dΓ(A) =

∫
A(y, y′)a∗

yay′ (2.9)

on appropriate subspaces of Γ(L2(T3)) (they are well defined at least on finite com-
binations of elements of C∞(T3n)).

Any quadratic form on Γ(L2(T3)) defines a quadratic form on Γ(H+) by restriction,
which we denote by the same symbol. Note that this is not true for operators, where
we would need to project the image back to Γ(H+), which is implicit for quadratic
forms.

The excitation space with an impurity is

H+ = L2(T3) ⊗ Γ(H+) = L2(T3, Γ(H+)). (2.10)

In this context, the variable x is usually reserved for the impurity, while the variables
yi describe the bosons. To a function x 7→ A(x) on T3 whose values are quadratic
forms with Q(Ax) = D ⊂ Γ(H+), we associate the quadratic form on H+

⟨Ψ, AΨ⟩ =
∫

⟨Ψ(x), A(x)Ψ(x)⟩,

Q(A) =
{

Ψ : T3 → D
∣∣∣ ∫

|⟨Ψ(x), A(x)Ψ(x)⟩| < ∞
} (2.11)
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by viewing H+ as Γ(H+)-valued functions on T3.
Throughout the article we will explicitly write variables of integration or summa-

tion, their domains and the integration measures only when they are not obvious
from the context.

2.3 The approximate scattering problems

For a potential 0 ≤ v ∈ L1(R3) let av be the scattering length defined by the
variational problem (1.2). This problem admits a unique minimizer φR3 called the
scattering solution, which solves

−∆φR3 + 1
2vφR3 = −1

2v, (2.12)

and satisfies

8πav =
∫

v(1 + φR3). (2.13)

Following [27], we will rather use solutions to the corresponding equation on the
torus. As the support of the potentials VN , WN shrinks to a point, the boundary
becomes less relevant and these increasingly resemble the scattering solutions in R3,
as discussed in detail in Appendix A. Here, we collect the information of practical
relevance for our analysis. The scattering solution φB associated to the boson-
boson interaction potential VN on the torus is defined to be the unique solution in
ℓ2(2πZ3 \ {0}) of

p2φ̂B(p) + 1
2

∑
q∈2πZ3\{0}

φ̂B(q)V̂N (p − q) = −1
2 V̂N (p). (2.14)

For α > 0, we define its truncated version by the Fourier coefficients

̂̃φB(p) := φ̂B(p)1|p|>Nα . (2.15)

In analogy with (2.13), the torus “scattering length” is then defined by

8πãVN
:=

∫
T3

NVN (y)(1 + φB(y)) = V̂ (0) +
∫

NVN φB. (2.16)

Similarly, for the interaction potential between the bosons and the particle WN ,
we define the scattering solution φI to be the unique solution in ℓ2(2πZ3 \ {0}) of

p2φ̃I(p) + 1
2

∑
q∈2πZ3\{0}

φ̃I(q)ŴN (p − q) = −1
2ŴN (p). (2.17)
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Its truncated version is denoted, for α > 0, by

̂̃φI(p) = φ̂I(p)1|p|>Nα . (2.18)

and the associated tours scattering length is defined by

8πãWN
=

∫
T3

√
NWN (y)(1 + φI(y)). (2.19)

We gather in the following lemmas useful properties on φB, φI, ãVN
and ãWN

.

Lemma 2.1 (Properties of φB). We have for 0 ≤ α ≤ 1

∥φ̃B∥2 ≲ N−1−α/2, ∥φ̃B∥∞ ≲ 1,

∥̂̃φB∥∞ ≲ N−1−2α, ∥p2 ̂̃φB∥∞ ≲ N−1,

∥|∇|1/2φ̃B∥2 ≲ N−1√
log N, ∥φ̃B − φB∥∞ ≲ N−1+α.

Proof. This follows from Lemma A.1 in Appendix A, by taking v = VN

Lemma 2.2 (Properties of φI). We have for 0 ≤ α ≤ 1 and 0 < s ≤ 1/2

∥φ̃I∥2 ≲ N−1/2−α/2, ∥φ̃I∥∞ ≲ 1
∥|∇|1/2+sφ̃I∥2 ≲ N−1/2+s/2, ∥|∇|1/2φ̃I∥2 ≲ N−1/2√

log N,

∥p2 ̂̃φI∥∞ ≲ N−1/2, ∥φI − φ̃I∥∞ ≲ N−1/2+α.

Proof. This follows from Lemma A.3 in Appendix A, by taking v = WN .

As we perform all our calculations on the torus, we need to control the difference
of the quantities defined there to the real scattering lengths in R3.

Lemma 2.3. The differences between the scattering length on the torus and in R3

satisfy

|ãVN
− aV | ≲ N−1,

|ãWN
− aW | ≲ N−1/2.

Proof. This follows from Lemma A.4 in Appendix A, by taking respectively v = VN

and v = WN .

Remark 2.4. The error estimate above is in fact sharp. When V is radial it can
be computed that [3]

lim
N→∞

4πN (ãVN
− aV ) = 2 − lim

M→∞

∑
p∈Z3

∥p∥∞≤M

cos(|p|)
|p|2

.
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3 Renormalization of the Bogoliubov-Fröhlich Hamiltonian

In this section we explain the renormalization of the Bogoliubov-Fröhlich Hamilto-
nian and prove Proposition 1.3. For the proof of the technical Lemmas, we will refer
to Section 5, where the whole procedure in performed again, but on a slightly more
general Hamiltonian. Although the proof is based on the ideas of [31, 32], we adapt
it here for the use in the proof of Theorem 1.4.

The problem with the formal expression of the Hamiltonian (1.5) is that the
interaction form factor doesn’t decay for large momentum. Since the form factor is
not square-integrable, the corresponding creation operator is not a densely defined
operator on Γ(h+). Moreover, ω−1/2w is also not square-integrable, and hence the
interaction in (1.5) cannot be interpreted as a quadratic form on Q(dΓ(ω)), either.

To approach this problem, we first consider the operator with ultra-violet cutoff
Λ ≥ 0,

HΛ
BF = −∆x + dΓ(ω) + a(wΛ

x ) + a∗(wΛ
x ), (3.1)

where

ŵΛ(p) = 8πaW |p|ω(p)−1/21|p|≤Λ. (3.2)

This defines a self-adjoint operator on H+ = L2(T3)⊗Γ(H+). In our derivation of the
Hamiltonian from HN we will encounter a similar but somewhat more complicated
Hamiltonian with Λ a function of the boson number N . It should be kept in mind
that, as a consequence of this, the notation we introduce below is specific to this
section.

We now perform a Weyl transformation on the Hamiltonian. This is a well-
known procedure that is used for example in the renormalization of the Nelson
Hamiltonian [45, 21]. It will make the divergence of the Hamiltonian explicit, though
in our case it will not yet suffice to arrive at an expression from which the cutoff
may be removed. We will also pass to the Fourier representation for the bosons. We
set for κ ≥ 0, to be chosen later,

f̂Λ
κ,x = −(−∆x + ω(p))−1ŵΛ

x (p)1|p|>κ, (3.3)

and

UΛ
κ = exp

(
a∗(fΛ

κ,x) − a(fΛ
κ,x)

)
. (3.4)

This transformation satisfies the identities [21]

(UΛ
κ )∗a(g)UΛ

κ = a(g) + ⟨g, fκ,x⟩, (3.5a)
(UΛ

κ )∗i∇xUΛ
κ = i∇x + a(i∇xfΛ

κ,x) + a∗(i∇xfΛ
κ,x). (3.5b)
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With i∇xfΛ
κ,x(y) = −i∇fΛ

κ,x(y), we obtain for Λ ≥ κ

(UΛ
κ )∗HΛ

BFUΛ
κ = −∆x + dΓ(ω) + a∗(ŵκ

x) + a(ŵκ
x)

+ a∗(i∇fΛ
κ,x)2 + a(i∇fΛ

κ,x)2 + 2a∗(i∇fΛ
κ,x)a(i∇fΛ

κ,x)
− 2a∗(i∇fΛ

κ,x)i∇x − 2i∇xa(i∇fΛ
κ,x) + ⟨wx, fΛ

κ,x⟩. (3.6)

The numbers

E
(1)
Λ = ⟨wΛ

x , fΛ
κ,x⟩ = −(8πaW )2 ∑

p∈2πZ3

p2

ω(p)(p2 + ω(p))1κ≤|p|≤Λ ∼ −cΛ (3.7)

diverge as Λ → ∞, but the rest of the operator is now more regular than before.
Indeed, the terms a∗(i∇fΛ

κ,x)a(i∇fΛ
κ,x) and a∗(i∇fΛ

κ,x)i∇x +h.c. now define quadratic
forms on Q(−∆x + dΓ(ω)), even for Λ = ∞. However, the term a∗(i∇fΛ

κ,x)2 + h.c.
is still singular. To deal with this, we employ an idea developed in [30, 31, 32]. We
write

(UΛ
κ )∗HΛ

BFUΛ
κ − E

(1)
Λ + 1 (3.8)

= (1 − G∗
Λ)(−∆x + dΓ(ω) + 1)(1 − GΛ) − G∗

Λ(−∆x + dΓ(ω) + 1)GΛ + RΛ,

with

GΛ = −(−∆x + dΓ(ω) + 1)−1a∗(i∇fΛ
κ,x)2, (3.9)

RΛ = 2a∗(i∇fΛ
κ,x)a(i∇fΛ

κ,x) −
(
2i∇xa(i∇fΛ

κ,x) + a(wκ
x) + h.c.

)
. (3.10)

Note that (3.8) is indeed just a simple identity, as expanding the first term and
cancelling the term with G∗(·)G returns the expression (3.6). After rewriting the
Hamiltonian in this way, the singularity is contained in the term G∗(·)G and can be
extracted, as we will see. We will now analyse each term in (3.8) as Λ → ∞.

The dressing factor GΛ. We begin with the dressing factor GΛ for which we
have the following Lemma.

Lemma 3.1 (Regularity and limit of GΛ). For all 0 ≤ s < 1/2, there exists a family
(Cκ)κ>0 with limκ→∞ Cκ = 0, so that for all Λ ∈ R+ ∪ {∞}, κ > 0, Ψ ∈ D(N+)

∥(−∆x + dΓ(ω))sGΛΨ∥ ≤ Cκ∥(N+ + 1)sΨ∥.

Moreover, for all 0 ≤ s < 1/2, there exists (CΛ)Λ>0 with limΛ→∞ CΛ = 0, so that
for all κ, Λ > 0, Ψ ∈ D(N+),

∥(−∆x + dΓ(ω))s(GΛ − G∞)Ψ∥ ≤ CΛ∥N s
+Ψ∥.

The proof follows the one of Lemma 5.2. The key point is that ω−1/2+s/2kf∞
κ ≲

|k|sf∞
κ ∈ ℓ2 for s < 1/2.
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The dressed kinetic operator KΛ. We can now discuss the behavior as Λ → ∞
of the principal term,

KΛ := (1 − G∗
Λ)(−∆x + dΓ(ω) + 1)(1 − GΛ), (3.11)

with,

D(KΛ) =
{
Ψ ∈ H+ : (1 − GΛ)Ψ ∈ D(−∆x + dΓ(ω))

}
. (3.12)

Lemma 3.2 (Comparison estimates for KΛ). For κ sufficiently large and all Λ ∈
R+ ∪ {∞}, KΛ is self-adjoint with compact resolvent. Moreover, for s < 1/2 there
is C > 0 such that for all Λ ∈ R+ ∪ {∞} and all Ψ ∈ D(KΛ)

∥(N+ + 1)1−s(−∆x + dΓ(ω) + 1)sΨ∥ ≤ C∥KΛΨ∥.

Proof. By Lemma 3.1, 1 − GΛ is invertible for Λ ∈ R+ ∪ {∞} by Neumann series for
κ large enough. In particular, D(KΛ) is dense. As −∆x + dΓ(ω) + 1 is invertible,
the symmetric operator KΛ is a product of three invertible operators, and thus
self-adjoint. Since the resolvent of −∆x + dΓ(ω) + 1 is compact, so is that of KΛ.

The bound follows by inserting ±GΛ and writing

∥(N+ + 1)1−s(−∆x + dΓ(ω) + 1)sΨ∥
≤ ∥(N+ + 1)1−s(−∆x + dΓ(ω) + 1)s(1 − GΛ)Ψ∥

+ ∥(N+ + 1)1−s(−∆x + dΓ(ω) + 1)sGΛΨ∥. (3.13)

To bound the first term, we use that (N+ + 1)1−s(−∆x + dΓ(ω) + 1)s ≤ (−∆x +
dΓ(ω) + 1) and

∥(−∆x + dΓ(ω) + 1)t(1 − GΛ)K−t
Λ ∥ ≤ C, (3.14)

from Lemma 5.3 which holds uniformly in Λ and 0 ≤ t ≤ 1. This follows from an
interpolation argument as it holds trivially for t = 0 and comes from the definition
of KΛ for t = 1. Note that 1 − G∗

Λ is invertible.
The second term in (3.13) is estimated using the properties of GΛ from Lemma 3.1.

This makes appear a term with (N+ + 1) and small constant Cκ which can be ab-
sorbed by the left-hand side of the inequality. More general estimates and additional
details are given in Lemma 5.3.

Note that D(KΛ) coincides with D(−∆+dΓ(ω)) for Λ < ∞, but from Lemma 3.1
for Λ = ∞ we only have D(K∞) ⊂ D((−∆ + dΓ(ω))s) for s < 1/2 (and in fact the
intersection is trivial for s ≥ 1/2, cf. [30]).
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The singular term TΛ + E
(2)
Λ . We now consider the second term in (3.8), and

denote it by

TΛ + E
(2)
Λ : = −G∗(−∆x + dΓ(ω) + 1)G

= −a(i∇fΛ
κ,x)2(−∆x + dΓ(ω) + 1)−1a∗(i∇fΛ

κ,x)2, (3.15)

where E
(2)
Λ is the logarithmically divergent scalar, which corresponds to the vacuum

expectation of the right hand side,

E
(2)
Λ := −2

∑
p,q∈2πZ3

(p · q)2|f̂Λ
κ,0(p)|2|f̂Λ

κ,0(q)|2

(p + q)2 + ω(p) + ω(q) + 1 ∼ −c log Λ. (3.16)

Now we rewrite (3.15) in a sort of normal order, that is, with all creation operators on
the left of the annihilation operators. To do so, we use that i∇xe−ikx = e−ikx(i∇x+k)
and dΓ(ω)a∗

k = a∗
k(dΓ(ω) + ω(k)), which implies(

− ∆x + dΓ(ω)
)−1

e−ik·xa∗
k = e−ik·xa∗

k

(
(i∇x + k)2 + ω(k) + dΓ(ω)

)−1
.

(3.17)

This gives

TΛ := −a(i∇fΛ
κ,x)2(−∆x + dΓ(ω) + 1)−1a∗(i∇fΛ

κ,x)2 − E
(2)
Λ =

2∑
j=0

ΘΛ,j , (3.18)

where ΘΛ,j contains the terms with j remaining creation/annihilation operators after
this reordering. These are given explicitly by

ΘΛ,0 = −2
∑

p,q∈2πZ3

(p · q)2|f̂Λ
κ,0(p)|2|f̂Λ

κ,0(q)|2

(i∇x + p + q)2 + ω(p) + ω(q) + dΓ(ω) + 1 − E
(2)
Λ (3.19)

ΘΛ,1 = 4
∑

p,q∈2πZ3

e−ipxa∗
pθΛ,1(p, q)aqeiqx (3.20)

ΘΛ,2 =
∑

p,q,k,ℓ∈2πZ3

e−ipxe−iqxa∗
pa∗

qθΛ,2(p, q, k, ℓ)akaℓeikxeiℓx, (3.21)

with

θΛ,1(p, q)

= −
∑

k∈2πZ3

f̂Λ
κ,0(p)(p · k)(q · k)f̂Λ

κ,0(k)2f̂Λ
κ,0(q)

(i∇x + p + q + k)2 + ω(k) + ω(p) + ω(q) + dΓ(ω) + 1 , (3.22)
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and

θΛ,2(p, q, k, ℓ)

= −
f̂Λ

κ,0(p)f̂Λ
κ,0(q)(p · q)(k · ℓ)f̂Λ

κ,0(k)f̂Λ
κ,0(ℓ)

(i∇x + p + q + k + ℓ)2 + ω(p) + ω(q) + ω(k) + ω(ℓ) + dΓ(ω) + 1 . (3.23)

Note that the kernels θΛ,1, θΛ,2 as functions of the commuting operators i∇x and
dΓ(ω), are well defined also for Λ = ∞, since in θΛ,1 the sum over k converges.
Moreover, writing the terms in ΘΛ,0 with a common denominator we obtain

ΘΛ,0 =
∑

k,ℓ∈2πZ3

( (k · ℓ)2f̂Λ
κ,0(k)2f̂Λ

κ,0(ℓ)2

(i∇x + k + ℓ)2 + ω(k) + ω(ℓ) + dΓ(ω) + 1

× ((i∇x + k + ℓ)2 + dΓ(ω) − (k + ℓ)2))
(k + ℓ)2 + ω(k) + ω(ℓ) + 1

)
, (3.24)

where the series also converges for Λ = ∞ to a well defined, although unbounded,
function of i∇x and dΓ(ω). With these observations, we can make sense of T∞.
The key properties of TΛ are summarized in the following lemma. In particular, T∞
defines an operator on D(K∞) and K∞ + T∞ is self-adjoint on D(K∞).

Lemma 3.3. (Estimates and convergence of TΛ) Given δ > 0, the following holds
for κ sufficiently large. For all Λ, Λ′ ∈ R+ ∪ {∞}, Ψ ∈ D(KΛ′)

∥TΛΨ∥ ≤ δ∥KΛ′Ψ∥.

Moreover, there exists (CΛ)Λ>0 with limΛ→∞ CΛ = 0 so that for all Λ, Λ′ ∈ R+∪{∞},
Ψ ∈ D(K ′

Λ)

∥(TΛ − T∞)Ψ∥ ≤ CΛ∥KΛ′Ψ∥.

The proof is similar to the one of Proposition 5.4 and is omitted here. The main
idea is to estimate TΛ, respectively the difference TΛ − T∞, by operators of the form
N 1−s

+ (−∆x + dΓ(ω))s, which are themselves controlled by KΛ′ using Lemma 3.2.

The remainder term RΛ. Since p 7→ pf̂∞
κ,x(p) is not square summable, the ex-

pression a∗(−i∇fΛ
κ,x)i∇x occuring in RΛ only makes sense as a quadratic form for

Λ = ∞.

Lemma 3.4. Given δ > 0, |s| < 1/8, the following holds for κ sufficiently large.
There is C > 0, so that for all Λ, Λ′ ∈ R+ ∪ {∞} and Ψ, Φ ∈ D(KΛ′)

|⟨Φ, RΛΨ⟩| ≤ δ∥(K1/2−s
Λ′ + C)Φ∥∥(K1/2+s

Λ′ + C)Ψ∥.
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Moreover, there exists (CΛ)Λ>0 with limΛ→∞ CΛ = 0 so that for all Λ, Λ′ ∈ R+∪{∞}
and Ψ ∈ Q(KΛ′)

|⟨Ψ, (RΛ − R∞)Ψ⟩| ≤ CΛ⟨Ψ, KΛ′Ψ⟩.

The proof of this lemma is a combination of Lemma 5.12 and Lemma 3.2.
Proposition 3.5. For κ sufficiently large, the quadratic form

K∞ + T∞ + R∞

is associated with a unique self-adjoint operator with compact resolvent and domain
contained in Q(K∞) = (1 − G∞)−1Q(−∆x + dΓ(ω)). Moreover,

lim
Λ→∞

(
KΛ + TΛ + RΛ ± i

)−1 =
(
K∞ + T∞ + R∞ ± i

)−1 (3.25)

in the operator norm.
Proof. By Lemma 3.3 and the Kato-Rellich Theorem, KΛ + TΛ is self-adjoint on
D(KΛ) for κ sufficiently large. Lemma 3.4 shows that RΛ is a perturbation of the
quadratic form of KΛ + TΛ with relative bound δ < 1. This implies existence of the
self-adjoint realization by the KLMN theorem, whose resolvent is compact since the
resolvent of KΛ is. Moreover, since the relative bounds of TΛ and RΛ are uniform
in Λ, the operators

K
1/2+s
Λ

(
KΛ + TΛ + RΛ ± i

)−1 (3.26)

are uniformly bounded in Λ ∈ R+ ∪ {∞} for s < 1/8 (where the restriction comes
from Lemma 3.4). Given the bounds of Lemma 3.3, Lemma 3.4, we obtain easily

lim
Λ→∞

((
KΛ + TΛ + RΛ + i

)−1 −
(
K∞ + T∞ + R∞ + i

)−1)
(3.27)

= lim
Λ→∞

((
KΛ + TΛ + RΛ + i

)−1(K∞ − KΛ)
(
K∞ + T∞ + R∞ + i

)−1)
,

in norm. That is, we can replace TΛ and RΛ by their limits T∞ and R∞, but not
for KΛ. For that, we rewrite

(K∞ − KΛ) = (1 − G∗
Λ)(−∆x + dΓ(ω) + 1)(GΛ − G∞)

+ (G∗
Λ − G∗

∞)(−∆x + dΓ(ω) + 1)(1 − G∞), (3.28)

and deal with the two terms similarly. Let us consider for example the first term.
The difficulty lies in dealing with the kinetic term −∆x + dΓ(ω). By Lemma 3.1,
(GΛ − G∞) can only absorb powers s < 1/2 of the kinetic operator. However, using
the bound (3.26) together with (3.14) allows us to put a power 1 − s > 1/2 on
(KΛ + TΛ + RΛ + i)−1(1 − G∗

Λ) while remaining uniformly bounded. This implies the
claimed convergence.

We can now conclude by proving the proposition on the renormalization of the
Bogoliubov-Fröhlich Hamiltonian.
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3.1 Proof of Proposition 1.3

Setting EΛ = E
(1)
Λ +E

(2)
Λ , with the latter defined in (3.7), (3.16). Let κ be sufficiently

large for Proposition 3.5 to hold. Then, with the notations of (3.8) and (3.15), we
have

(UΛ
κ )∗HΛ

BFUΛ
κ − EΛ + 1 = KΛ + TΛ + RΛ. (3.29)

By Proposition 3.5, this converges to K∞ + T∞ + R∞ in norm resolvent sense as
Λ → ∞. It remains to deal with the convergence of the transformation Uκ. Note
that f∞

κ,x ∈ ℓ2(2πZ3), and thus (cf. [21, Lem.C.2]) for Ψ ∈ Q(KΛ′), Λ′ ∈ R+ ∪ {∞},

∥(UΛ
κ − U∞

κ )Ψ∥ ≤ 2∥fΛ
κ − f∞

κ ∥∥(N+ + 1)1/2Ψ∥ Λ→∞→ 0. (3.30)

Since ∥N 1/2
+ Ψ∥ ≲ ∥K

1/2
∞ Ψ∥ ≲ ∥(K∞ + T∞ + T∞)1/2Ψ∥ from Lemma 3.2 and Propo-

sition 3.5 (inclusion of the domains), this proves that

lim
Λ→∞

(
HΛ

BF − EΛ + 1 ± i
)−1 = U∞

κ

(
K∞ + T∞ + R∞ + ±i

)−1(U∞
κ )∗ (3.31)

in norm. We have thus proved Proposition 1.3 with the renormalized Bogoliubov–
Fröhlich Hamiltonian given by

HBF = U∞
κ (K∞ + T∞ + R∞ − 1)(U∞

κ )∗. (3.32)

The resolvent of this operator is compact by Proposition 3.5.
The proof above shows that

Q(HBF) = U∞
κ Q(K∞) = U∞

κ (1 − G∞)−1Q(−∆x + dΓ(ω)), (3.33)

since R∞ is only a form perturbation of K∞. More precise information on the
operator domain is obtained using the slightly different formulation of [31, 32].

4 Transformation of the Hamiltonian

4.1 The excitation Hamiltonian

In a first step, we transfer the Hamiltonian

HN = −∆x +
N∑

i=1
(−∆yi) +

∑
1≤i<j≤N

VN (yi − yj) +
N∑

i=1
WN (x − yi) (4.1)

20



from the N -particle space HN to the excitation space H+ using the excitation map
introduced in [37]. This map is given by

UX : H+ → HN

(UXΨ)(x, y1, . . . , yN ) =
N∑

j=0
SN

(
1(yj+1, . . . , yN )Ψ(j)(x, y1, . . . , yj)

) (4.2)

where 1 denotes the constant function and SN the projection to symmetric functions
in y1, . . . , yN . In words, UX completes the function Ψ(j)(x, y1, . . . , yj) to a function
on T3(N+1) by multiplying with the constant function in the variables yj+1, . . . , yN

and then symmetrizes the result. This defines a partial isometry, i.e., we have

U∗
XUX = 1N+≤N , UXU∗

X = 1HN
, (4.3)

where N+ denotes the number operator on H+.
The Bose–Einstein condensation condition that we will use in the proof of our main

theorems ensures that there are at most
√

N excitations in a state of the bosons
whose energy has the correct leading order for N → ∞. To state this precisely, let

HBose =
N∑

j=1
(−∆yj ) +

∑
j<k

VN (yi − yj) (4.4)

be the Hamiltonian for the system without the impurity.

Condition 4.1 (Bose–Einstein condensation). There exist c, d > 0 so that

HBose − 4πaV N ≥ cUXN+U∗
X − d

√
N.

This condition is satisfied if V is radial [4, 27], where it holds with a rate of
order one instead of

√
N . For our use, this improved rate is of no importance since

the impurity will change the energy at order
√

N in any case. A discussion of the
non-radial case can be found in [43].

We will now evaluate the action of UX on HN in detail.

Proposition 4.2. In the sense of quadratic forms on Q(−∆x + dΓ(−∆)) ⊂ H+,
we have the identity

U∗
XHN UX = 1N+≤N HN1N+≤N ,

where

HN := 1
2(N − 1)V̂ (0) +

√
NŴ (0) + HB + HI,
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with

HB = dΓ(−∆) + (N − N+)+dΓ(V̂N (−i∇)) + L0 + L2 + L3 + L4,

L0 = − 1
2N

V̂ (0)N+(N+ − 1),

L2 = 1
2

√
(1 − N+/N)+

√
(1 − (N+ + 1)/N)+

∫
NVN (y1 − y2)ay1ay2 + h.c.,

L3 = 1
2

√
(1 − N+/N)+

∫ √
NVN (y1 − y2)a∗

y1ay2ay1 + h.c.,

L4 = 1
2

∫
VN (y1 − y2)a∗

y1a∗
y2ay1ay2 ,

and

HI = −∆x + Q1 + dΓ(WN,x),

Q1 =
√

(1 − N+/N)+a(
√

NWN,x) + a∗(
√

NWN,x)
√

(1 − N+/N)+.

Proof. This follows by applying well-known identities, going back to [37], hence we
only sketch the calculations. The kinetic operator is unchanged by UX since the
constant function has derivative zero, thus only the potentials are transformed in a
non-trivial way. For the boson-boson interaction, we can write∑

1≤i<j≤N

VN (yi − yj) = 1
2

∑
k,p,q∈2πZ3

V̂N (k)a∗
p+ka∗

qaq+kap (4.5)

by considering HN as a subspace of L2(T3) ⊗ Γ(L2(T3)). With

U∗
Xa∗

0a0UX = (N − N+)+,
∑

p∈2πZ3\{0}
U∗

Xa∗
papUX = N+, (4.6)

the restriction of the sum to k = 0 yields

V̂ (0)
2N

∑
p,q∈2πZ3

U∗
Xa∗

pa∗
qapaqUX = (N − 1)V̂ (0)

2 + L0. (4.7)

For p ̸= 0 we further have

U∗
Xa∗

pa0UX = a∗
p

√
(N − N+)+, (4.8)

which leads to

1
2

∑
k,p,q∈2πZ3

k ̸=0

V̂N (k)U∗
Xa∗

p+ka∗
qaq+kapUX

= (N − N+)dΓ(V̂N (−i∇)) + L2 + L3 + L4. (4.9)
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For the boson-impurity interaction, we find similarly

U∗
X

N∑
i=1

WN (x − yj)UX =
N∑

k,p∈2πZ3

ŴN (k)eikxU∗
Xa∗

pap+kUX

=
√

NŴ (0) +
∑

k∈2πZ3\{0}
ŴN (k)eikx

(√
(N − N+)+ak + a∗

−k

√
(N − N+)+

)

+
N∑

k,p∈2πZ3\{0}
p+k ̸=0

ŴN (k)eikxa∗
pap+k, (4.10)

where we may identify dΓ(WN,x) in the last line and Q1 in the line before. This
proves the identity.

4.2 Scattering of high-energy bosons: a first quadratic transformation

We start by implementing a transformation whose generator is quadratic in the
creation and annihilation operators. This transformation makes explicit correlations
among the bosons that are due to their interaction at high energies. More precisely it
makes the correct leading order of the Bose gas 4πaV (N −1) appear and renormalizes
the quadratic term L2 into a less singular version L̃2. Variants of this transformation
have been used in many works on the dilute Bose gas [49, 9, 3, 26, 44].

Let φ̃B, defined in (2.15), be the truncated scattering solution at momentum Nα,
0 ≤ α ≤ 1. We set, with Q(Bq) = Q(N+),

Bq = 1
2

∫
T3

Nφ̃B(y1 − y2)a∗
y1a∗

y2dy1dy2 − h.c. (4.11)

From the Cauchy-Schwarz inequality and ∥Nφ̃B∥2 ≲ N−α/2, see Lemma 2.1, we
obtain

[N+, Bq] = 1
2

∫
T3

Nφ̃B(y1 − y2)a∗
y1a∗

y2dy1dy2 + h.c.

≲
∫
T3

a∗
y1a∗

y2∥Nφ̃B∥2(N+ + 1)−1ay2ay1dy1dy2

+
∫
T3

N2|φ̃B(y1 − y2)|2dy1dy2∥Nφ̃B∥−1
2 (N+ + 1)

= O(N−α/2(N+ + 1)) (4.12)

Hence by the commutator theorem [47, Thm.X.36], there exists an anti-self-adjoint
operator, denoted also by Bq, whose form is the above and for which D(N+) is a
core. We can thus define

Uq = eBq , (4.13)
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and Uq(t) = etBq . The effect of this transformation on HN is summarized in the
following proposition.

Proposition 4.3. Let 0 ≤ α ≤ 1/6, and aV be the scattering length defined by (1.2).
We have, in the sense of quadratic forms on H+,

U∗
q HN Uq = 4πaV (N − 1) + e

(Uq)
N +

√
NŴ (0)

+ dΓ(−∆ + NV̂N (−i∇) + V̂ (0) − 8πaV ) + L̃2 + LUq

3 + L4

− ∆x + Q
Uq

1 + dΓ(WN,x) + E(Uq),

with

L̃2 =
∫

ṼN (x − y)a∗
xa∗

y + h.c.,
̂̃
V N (p) = 4πaV 10<|p|≤Nα ,

Q
Uq

1 =
√(

1 −
U∗

q N+Uq

N

)
+

a(
√

NWN,x) + h.c.,

LUq

3 = 1
2

∫ √
NVN (x − y)a∗

xayax + h.c.,

the scalar correction

e
(Uq)
N = 4πN(ãVN

− aV ) +
∑

p∈2πZ3
|p|≤Nα

(4πaV )2

p2 ,

as well as the error bound

±E(Uq) ≲ N−α/2(L4 + N+ + 1 + N−1/2dΓ(WN,x)) + Nα/2−1N 2
+.

Remark 4.4. The term e
(Uq)
N is a lower order energy contribution, where the first

term is a boundary effect of order one, see Remark 2.4, and the second term is
of order Nα. This divergence is due to the fact that we solely renormalized the
quadratic part with momenta higher than Nα. It will later combine with a similar
term coming from the diagonalization of the low momenta part of the Hamiltonian,
yielding together a contribution of order one, which is the well-known Lee-Huang-
Yang correction.

Proof of Proposition 4.3. The proof relies on several lemmas about the transforma-
tion of individual terms that we will prove later. We will be rather brief, as the
treatment of the bosonic part of the Hamiltonian is standard, except for some esti-
mates we need to adapt to our analysis.
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The correlation energy that renormalizes NV̂ (0) into the torus scattering length
8πãVN

defined in (2.16) is hidden in dΓ(−∆), L2, and L4. We can see this by
combining Lemmas 4.8, 4.7, 4.6 below. These give

U∗
q (dΓ(−∆) + L2 + L4)Uq

= 1
2

∫
N2VN φ̃2

B +
∫

N2VN φ̃B
(
1 − 1

2N

)
+ N2⟨−∆φ̃B, φ̃B⟩ (4.14a)

+
∫

N
(

1
2VN φ̃B + 1

2VN − ∆φ̃B
)
(y1 − y2)a∗

y1a∗
y2 + h.c. (4.14b)

+ dΓ(−∆) − N+

∫
NVN φ̃B + L4 + E ,

with,

±E ≲ N−α/2(N+ + 1) + N−α/2L4 + N−1+α/2(N+ + 1)2. (4.15)

Adding to the scalar terms (4.14a) the contribution 1
2(N − 1)V̂ (0) from HN , we find

using the definition of ãVN
in (2.16), and the scattering equation (2.14),

N − 1
2

∫
NVN + 1

2

∫
N2VN φ̃2

B +
∫

N2VN φ̃B
(
1 − 1

2N

)
+ N2⟨−∆φ̃B, φ̃B⟩

= 4πãVN
(N − 1) +

(1
2− 1

2N

) ∫
N2VN (φ̃B − φB)

+ N2
〈
φ̃B, −∆φ̃B + 1

2VN φ̃B + 1
2VN

〉
= 4πãVN

(N − 1) +
(1

2 − 1
2N

) ∫
N2VN (φ̃B − φB) +

∫
N2VN φ̃B(φ̃B − φB).

(4.16)

Following the computation in the proof of [27, Proposition 4] and using that ãVN
=

aV + O(N−1) from Lemma 2.3 gives

1
2

∫
N2VN (1 + φ̃B)(φ̃B − φB) =

∑
|p|≤Nα

(4πaV )2

p2 + O(N2α−1). (4.17)

The additional term with prefactor 1/(2N) is of order Nα−1 by Lemma 2.1.
We now turn to the quadratic terms (4.14b) and show that they are approximated

by L̃2. Again using the scattering equation (2.14), we have∫
N

(
1
2VN φ̃B + 1

2VN − ∆φ̃B
)
(y1 − y2)a∗

y1a∗
y2

= 1
2

∑
|p|≤Nα

N(V̂N (p) + V̂N φB(p))a∗
pa∗

−p (4.18a)

+ 1
2

∫
NVN (φ̃B − φB)(y1 − y2)a∗

y1a∗
y2 . (4.18b)
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The first term (4.18a) may be approximated by L̃2. Indeed, noting that V̂N (0) +
V̂N φB(0) = 8πãVN

, we have

∣∣N ̂VN (1 + φB)(p) − 8πaV

∣∣ ≤
∫

NVN (1 + φB)(y)|e−ip·y − 1|

+ |ãVN
− aV | ≲ |p|N−1, (4.19)

where we used that |y|V ∈ L1(R3) and that ∥φB∥∞ ≲ 1, from Lemma 2.1. Then,
estimating the operator using the ℓ2-norm of its kernel,

((4.18a) + h.c.) − L̃2 = 1
2

∑
|p|≤Nα

(
N ̂VN (1 + φB)(p) − 8πaV

)
a∗

pa∗
−p + h.c.

= O(N5α/2−1(N+ + 1)). (4.20)

To estimate the second term (4.18b), we use the Cauchy-Schwarz inequality to get∣∣∣∣〈Ψ,

∫
NVN (φ̃B − φB)(y1 − y2)a∗

y1a∗
y2Ψ

〉∣∣∣∣
≤

( ∫
VN (y1 − y2)∥ay1ay2Ψ∥2

)1/2
N∥(φ̃B − φB)V 1/2

N ∥2∥Ψ∥

≤ δ⟨Ψ, L4Ψ⟩ + (4δ)−1(
N∥(φ̃B − φB)V 1/2

N ∥2
)2∥Ψ∥2. (4.21)

With Lemma 2.1, the choice δ = N−α/2 and α ≤ 1/6 this gives

(4.18b) + h.c. = O
(
N−α/2L4 + N−α/2)

. (4.22)

Of the terms coming from dΓ(−∆) + L2 + L4, we still have the term N+
∫

NVN φ̃B
that does not appear in the statement as such. It can be written as

− N+

∫
NVN φ̃B =

(
V̂ (0) − 8πaV

)
N+

+
(

8π(ãVN
− aV ) +

∫
NVN (φB − φ̃B)

)
N+. (4.23)

The first term now appears in the statement, and the second can be absorbed in the
error by Lemma 2.1 and Lemma 2.3. For dΓ(NV̂N (−i∇)), we easily find

U∗
q dΓ(NV̂N (−i∇))U∗

q = dΓ(NV̂N (−i∇)) + O(N−α/2N+), (4.24)

using that ∥NVN ∗ Nφ̃B∥2 ≲ N−α/2 by Lemma 2.1. Writing

(N − N+)+dΓ(V̂N (−i∇)) = dΓ(NV̂N (−i∇)) + O(N 2
+/N), (4.25)
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the previous estimates and Lemma 4.5 below show that U∗
q (N−N+)+dΓ(V̂N (−i∇))Uq

is equal to dΓ(NV̂N (−i∇)) plus a term that can be absorbed in the error E(Uq).
The transformation of L0 = −(N+ + 1)N+/2N is absorbed in the error EBq as

well. The remaining terms are treated by applying Lemmas 4.10 and 4.9 below,
after which the proof is complete.

Lemma 4.5. For α > 0 we have uniformly in |s| ≤ 1

Uq(s)∗N+Uq(s) = N+ + O(N−α/2(N+ + 1)),

and for t ≥ 0

Uq(s)∗N t
+Uq(s) = O(N t

+ + 1).

Proof. The first claim follows directly from the bound (4.12) and Grönwall’s inequal-
ity. For the generalization to arbitrary exponents see [9, Lem.3.1] for the case t ∈ N,
which implies the general case by operator monotonicity of x 7→ xs for 0 ≤ s ≤ 1.

Lemma 4.6. In the sense of quadratic forms on H+, we have for α > 0

U∗
q L4Uq = L4 + 1

2

∫
NVN φ̃B(y1 − y2)a∗

y1a∗
y2 + h.c. + 1

2

∫
N2VN φ̃2

B + E(Uq)
L4

,

with

±E(Uq)
L4

≲ N−α/2N+ + N−1(N+ + 1)2 + N−α/2L4.

Moreover,

U∗
q (s)L4Uq(s) ≲ L4 + N−1(N+ + 1)2 + N

uniformly in s ∈ [0, 1].

Proof. From Duhamel’s formula, we obtain

U∗
q L4Uq = L4 +

∫ 1

0
U∗

q (s)[L4, Bq]Uq(s)ds. (4.26)

Calculating the commutator and putting terms in normal order, we find (using that
VN is even)

[L4, Bq] =

X1︷ ︸︸ ︷
1
2

∫
NVN φ̃B(y1 − y2)a∗

y1a∗
y2 +h.c.

+
∫

NVN (y1 − y2)φ̃B(y3 − y2)a∗
y1a∗

y2a∗
y3ay1︸ ︷︷ ︸

X2

+h.c. (4.27)

27



Using the Cauchy-Schwarz inequality as in (4.21) gives

|⟨Ψ, X1Ψ⟩| ≤ ⟨Ψ, L4Ψ⟩ + N2∥φ̃BV
1/2

N ∥2
2∥Ψ∥2 ≲ ⟨Ψ, L4Ψ⟩ + N∥Ψ∥2, (4.28)

where we used Lemma 2.1 in the last step. With the same reasoning and another
application of Cauchy-Schwarz, we obtain

|⟨Ψ, X2Ψ⟩|

≤ δ⟨Ψ, L4Ψ⟩ + 1
δ

∫
N2VN (y1 − y2)

∥∥∥∥ ∫
φ̃B(y3 − y2)a∗

y3ay1Ψdy3

∥∥∥∥2
dy1dy2

≤ δ⟨Ψ, L4Ψ⟩ + δ−1N2∥φ̃B∥2
2∥VN ∥1

∫
∥ay2ay1Ψ∥2 +

∫
∥ay1Ψ∥2

≲ δ⟨Ψ, L4Ψ⟩ + δ−1N−1−α∥(N+ + 1)2Ψ∥. (4.29)

Here, we used the estimates of Lemma 2.1 and the bound for g ∈ L2(T3),∫ ∥∥∥ ∫
g(y1 − y2)a∗

y1ay2Ψdy1
∥∥∥2

dy2

=
∫

g(y1 − y2)g(y3 − y2)⟨Ψ, a∗
y2ay1a∗

y3ay2Ψ⟩dy1dy3dy2

=
∫

|g(y1 − y2)|2⟨Ψ, a∗
y2ay2Ψ⟩dy1dy2

+
∫

g(y1 − y2)g(y3 − y2)⟨Ψ, a∗
y2a∗

y3ay1ay2Ψ⟩dy1dy3dy2

≤ ∥g∥2
2∥(N+ + 1)Ψ∥2, (4.30)

where we used the Cauchy-Schwarz inequality to bound the second term, similarly
as in (4.12). Now taking δ = 1 in (4.29) and using Lemma 4.5 gives

U∗
q (s)L4Uq(s) ≲ L4 + N + N−1(N+ + 1)2 +

∫ s

0
U∗

q (τ)L4Uq(τ)dτ,

from which the a-priori bound on U∗
q (s)L4Uq(s) follows by Grönwall’s inequality. To

get the more precise statement for s = 1, we continue the Duhamel expansion to
obtain

U∗
q L4Uq = L4 + X1 + h.c. +

∫ 1

0

∫ t

0
U∗

q (s)
(

[X1, Bq] + h.c.
)
Uq(s)dsdt

+
∫ 1

0
U∗

q (s)(X2 + h.c.)Uq(s)ds. (4.31)

We may compute

[X1, Bq] = 1
2

∫
N2VN φ̃2

B +
∫

NVN φ̃B(y1 − y)Nφ̃B(y2 − y)a∗
y1ay2 . (4.32)
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The first term contributes to the main term in the statement (with an additional fac-
tor 1/2 from the double integral). The second is estimated by ∥NVN φ̃B∥1∥Nφ̃B∥2N+,
so its contribution can be absorbed in the error by Lemma 4.5 and Lemma 2.1. In
order to control the final contribution to (4.31), we write

U∗
q (s)X2Uq(s)

=
∫

NVN (y1 − y2)φ̃B(y3 − y2)U∗
q (s)a∗

y1a∗
y2Uq(s)U∗

q (s)a∗
y3ay1Uq(s)

=
∫

NVN (y1 − y2)φ̃B(y3 − y2)a∗
y1a∗

y2U∗
q (s)a∗

y3ay1Uq(s) (4.33a)

+
∫ s

0

∫
NVN (y1 − y2)φ̃B(y3 − y2)U∗

q (t)
[
a∗

y1a∗
y2 , Bq

]
Uq(t)

× U∗
q (s)a∗

y3ay1Uq(s)dt.

(4.33b)

With the reasoning of (4.29) and δ = N−α/2, we find

|⟨Ψ, (4.33a)Ψ⟩| ≲ N−α/2⟨Ψ, L4Ψ⟩ + N−1−α/2∥(N+ + 1)2Uq(s)Ψ∥2. (4.34)

To bound (4.33b), we use the identity

[a∗
y1a∗

y2 , Bq
]

= −Nφ̃B(y1 − y2) − Na∗
y1a(φ̃B(· − y2)) − Na∗

y2a(φ̃B(· − y1)),
(4.35)

to obtain

(4.33b) = −
∫ s

0

∫
N(VN φ̃B)(y1 − y2)U∗

q (s)a∗(Nφ̃B(· − y2))ay1Uq(s)dt

−
∫ s

0

∫
NVN (y1 − y2)U∗

q (t)
(
a∗

y1a(Nφ̃B(· − y2)) + a∗
y2a(Nφ̃B(· − y1))

)
× Uq(t)U∗

q (s)a∗(φ̃B(· − y2))ay1Uq(s)dt. (4.36)

Using the Cauchy-Schwarz inequality and the estimate (4.30), we have

|⟨Ψ, (4.33b)Ψ⟩| ≲
∫ s

0
N∥VN φ̃B∥1∥Nφ̃B∥2∥(N+ + 1)1/2Uq(s)Ψ∥2dt

+
∫ s

0
∥VN ∥1∥Nφ̃B∥2

2∥ (N+ + 1) Uq(t)Ψ∥2dt

+
∫ s

0
∥VN ∥1∥Nφ̃B∥2

2∥(N+ + 1)Uq(s)Ψ∥2dt

≲ N−α/2N+ + N−1 (N + 1)2 , (4.37)

where we used that Uq(s)∗N k
+Uq(s) = O(N k

+ + 1), see Lemma 4.5. This can be
absorbed in E(Uq)

L4
and the proof is complete.
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Lemma 4.7. In the sense of quadratic forms on H+, we have for α > 0

U∗
q L2Uq = 1

2

∫
NVN (y1 − y2)ay1ay2 + h.c.

+
(

1 − N+
N

− 1
2N

) ∫
N2VN φ̃B + E(Uq)

L2
,

with, for all 0 < δ ≤ N2α,

±E(Uq)
L2

≲ N−α/2(N+ + 1) + δL4 + δ−1N−1(N+ + 1)2.

Proof. Using that where N+ ≤ N∣∣∣∣
√

1 − N+ + 1
N

√
1 − N+

N
−

(
1 − N+

N
− 1

2N

) ∣∣∣∣ ≲ N+ + 1
N2 , (4.38)

we obtain with the argument of (4.21)

L2 = 1
2

(
1 − N+

N
+ 1

2N

) ∫
NVN (y1 − y2)(ay1ay2 + h.c.) + E ,

±E ≲ N−2L4 + N−1(N+ + 1)2.

(4.39)

Using the a-priori estimate of Lemma 4.6 and Lemma 4.5, the error term U∗
q EUq

can be absorbed in E(Uq)
L2

. Denoting χ(N+) :=
(
1 − N+

N − 1
2N

)
and using Duhamel’s

formula, we obtain
1
2U∗

q

{
χ(N+)

∫
NVN (y1 − y2)ay1ay2 + h.c.

}
Uq

= 1
2χ(U∗

q N+Uq)
∫

NVN (y1 − y2)ay1ay2 + h.c. (4.40a)

+ 1
2χ(U∗

q N+Uq)
∫ 1

0
Uq(s)∗

[ ∫
NVN (y1 − y2)ay1ay2 , Bq

]
Uq(s)ds + h.c.

(4.40b)

Let us start with the first term. Using the definition of χ(N+), we have by the
argument of (4.21)

±
(

(4.40a) − 1
2

∫
NVN (y1 − y2)ay1ay2 + h.c.

)
≲ δL4 + δ−1N−1(N+ + 1)2,

(4.41)

which can be absorbed in E(Uq)
L2

. Now for the commutator term, we have by (4.12)[ ∫
NVN (y1 − y2)ay1ay2 , Bq

]
=

∫
N2VN φ̃B + dΓ(NV̂N (−i∇)N ̂̃φB(−i∇))︸ ︷︷ ︸

≲N+N−2α

,

(4.42)
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where we used Lemma 2.1. From Lemma 4.5, we get

χ(U∗
q N+Uq) = χ(N+) + O(N−1−α/2(N+ + 1)), (4.43)

and together this yields

(4.40b) = χ(N+)
∫

N2VN φ̃B + O
(
N−α/2(N+ + 1) + N−1−2αN 2

+

)
. (4.44)

This finishes the proof of Lemma 4.7.

Lemma 4.8. In the sense of quadratic forms on H+, we have for α > 0

U∗
q dΓ(−∆)Uq = dΓ(−∆) + N

∫
(−∆φ̃B)(y1 − y2)a∗

y1a∗
y2 + h.c.

+ N2⟨−∆φ̃B, φ̃B⟩ + O(N−2αN+).

Proof. From Duhamel’s formula, we obtain

U∗
q dΓ(−∆)Uq = dΓ(−∆) + [dΓ(−∆), Bq] (4.45)

+
∫ 1

0

∫ t

0
U∗

q (s)[[dΓ(−∆), Bq], Bq]Uq(s)dsdt. (4.46)

Moreover,[
dΓ(−∆), Bq

]
= N

∫
(−∆φ̃B)(y1 − y2)a∗

y1a∗
y2 + h.c., (4.47)

and with Lemma 2.1[
[dΓ(−∆), Bq], Bq

]
= 2N2⟨−∆φ̃B, φ̃B⟩ + 2 dΓ

(
N2 ̂̃φB(−i∇)(−̂∆φ̃B)(−i∇)

)︸ ︷︷ ︸
=O(N+N−2α)

,

(4.48)

where we used that ∥̂̃φB∥∞ ≲ N−1−2α and ∥p2 ̂̃φB∥∞ ≲ N−1 from Lemma 2.1.
Plugging this into (4.46) and using that U∗

q (s)N+Uq(s) = O(N+ + 1) proves the
claim (note that we obtain a factor 1/2 from the double integral in (4.46)).

Lemma 4.9. As quadratic forms on H+, we have for α > 0

U∗
q HIUq = −∆x +

√(
1 −

U∗
q N+Uq

N

)
+

a(
√

NWN,x) + h.c. + dΓ(WN,x) + E(Uq)
I

where

±E(Uq)
I ≲ N−α/2

(
N−1/2dΓ(WN,x) + (N+ + 1)

)
.
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Proof. First note that U∗
q (−∆x)Uq = −∆x, since Uq does not depend on the variable

x. Let us now turn to Q1. From Duhamel’s formula we obtain

U∗
q Q1Uq =

√(
1 −

U∗
q N+Uq

N

)
+

(
a(

√
NWN,x)

+
∫ 1

0
U∗

q (s)[a(
√

NWN,x), Bq]Uq(s)ds

)
+ h.c. (4.49)

We have (using that V , φB are even)[
a(

√
NWN,x), Bq

]
= N3/2a∗(φ̃B ∗ WN,x) = O

(
N 1/2

+ N3/2∥φ̃B∥2∥WN ∥1
)
. (4.50)

With U∗
q (s)N+Uq(s) ≲ (N+ + 1) and Lemma 2.1 we thus obtain

U∗
q Q1Uq =

√(
1 −

U∗
q N+Uq

N

)
+

a(
√

NWN,x) + h.c. + O(N 1/2
+ N−α/2). (4.51)

Let us now turn to dΓ(WN,x). Using the Duhamel formula again, we obtain for
t ∈ [−1, 1]

U∗
q (t)dΓ(WN,x)Uq(t) = dΓ(WN,x) +

∫ t

0
U∗

q (s)[dΓ(WN,x), Bq]Uq(s)ds. (4.52)

Then, using the Cauchy-Schwarz inequality as in (4.21),[
dΓ(WN,x), Bq

]
= N

∫
WN (x − y1)φ̃B(y1 − y2)a∗

y1a∗
y2 + h.c.

= O
(
N−α/2−1/2dΓ(WN,x) + N−α/2(N+ + 1)

)
. (4.53)

From (4.52), the above estimate, Lemma 4.5 and the Grönwall lemma, we first
deduce the a-priori estimate U∗

q (t)dΓ(WN,x)Uq(t) ≲ (dΓ(WN,x) + N+ + 1), for all
t ∈ [−1, 1]. Taking t = 1 in (4.52), we then obtain

U∗
q dΓ(WN,x)Uq = dΓ(WN,x) + O

(
N−α/2−1/2dΓ(WN,x) + N−α/2(N+ + 1)

)
.

(4.54)

This proves the claim

Lemma 4.10. For α > 0, we have as quadratic forms on H+

U∗
q L3Uq = 1

2

∫ √
NVN (y1 − y2)a∗

y1ay2ay1 + h.c. + E(Uq)
L3

,

with, for all N−α/2 ≤ δ < 1,

±E(Uq)
L3

≲ N−α/2N+ + δ−1N−1(N+ + 1)2 + δL4.
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Proof. Let us denote χ(N+) =
√

(1 − N+
N )+. From Duhamel’s formula, we obtain

U∗
q L3Uq = χ(U∗

q N+Uq)
∫ √

NVN (y1 − y2)a∗
y1ay2ay1 + h.c. (4.55)

+ χ(U∗
q N+Uq)

∫ 1

0
U∗

q (s)
∫ √

NVN (y1 − y2)[a∗
y1ay2ay1 , Bq]Uq(s)ds + h.c.

To obtain L(Uq)
3 , we need to extract the main contribution from the first term. With

|
√

1 − x − 1| ≤ x and U∗
q N+Uq ≲ (N+ + 1), we find

|1 − χ(U∗
q N+Uq)| ≲ N−1(N+ + 1). (4.56)

This allows us to bound for δ > 0, as in (4.21),

±
{(

1 − χ(U∗
q N+Uq)

) ∫ √
NVN (y1 − y2)a∗

y1ay2ay1 + h.c.

}
≲ δL4 + δ−1

(
1 − χ(U∗

q N+Uq)
)2

∥V ∥1N+

≲ δL4 + δ−1N−1N 2
+. (4.57)

To bound the commutator terms, one proceeds as in the proof of Lemma 4.6. That is,
one calculates the commutator, noticing that the terms linear in a∗, a vanish on H+,
and then inserts an additional factor U∗

q (s)Uq(s) after a pair of creation/annihilation
operators to apply Duhamel’s formula once more. The details, with slightly different
conventions, can be found in [27, Lem. 6].

4.3 High-energy boson-impurity scattering: a Weyl transformation

As a next step we apply an x-dependent Weyl transformation to the Hamiltonian. Its
role is very similar to the one of Uq used in the previous section. This transformation
corrects the scalar NŴ (0) from the excitation Hamiltonian to make the scattering
length aW appear. Additionally, it renormalizes the high momentum part of the
interaction term Q1 by transforming it into a less singular interaction.

Let φ̃I be the solution to the approximate impurity-boson scattering equation (2.17)
cut-off at momentum Nα, for the same α ≥ 0 as in the previous section (cf. Equa-
tion (2.18)). Define the unitary

UW (t) = exp
(
t

∫ √
Nφ̃I(x − y)a∗

ydy − h.c
)
, UW = UW (1), (4.58)

whose generator is clearly (essentially) anti-self-adjoint on D(N 1/2
+ ). This transfor-

mation is very similar to the transformation UΛ
κ from Section 2.3 with κ = Nα,
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except that the definition of φ̃I also takes the interaction term dΓ(WN,x) into ac-
count. Note that the generator is linear in a, a∗, but if we were to include creation
and annihilation operators for the impurities it would be cubic in total. The trans-
formation satisfies the identities

U∗
W ayUW = ay +

√
Nφ̃I(y − x), (4.59)

and

U∗
W N+UW = N+ +

(
a(

√
Nφ̃I,x) + h.c.

)
+ ∥

√
Nφ̃I∥2

2

= N+ + O
(
N−α/2(N+ + 1)

)
. (4.60)

The result of transforming the Hamiltonian with UW is given below.

Proposition 4.11. Let 0 < α ≤ 1/6, aW be the scattering length of W defined
by (1.2), and recall the Hamiltonian U∗

q HN Uq from Proposition 4.3. Then, we have
as quadratic forms on H+

U∗
W U∗

q HN UqUW = 4πaV (N − 1) + 8πaW

√
N + e

(UW )
N

+ H(UW )
BB + H(UW )

IB + E(UW ),

where

H(UW )
BB = dΓ(−∆ + 2V̂ (0) − 8πaV ) + L̃2 + LUq

3 + L4,

and (with the notation fx(y) = f(x − y))

H(UW )
IB = −∆x +

(
a∗(W̃N,x) + h.c.

)
+

(
a∗(√

N i∇φ̃I)x
)2 + h.c.

)
+ dΓ(WN,x)

− 2a∗(√
N(i∇φ̃I)x

)
i∇x + h.c. + 2a∗(√

N(i∇φ̃I)x
)
a

(√
N(i∇φ̃I)x

)
,̂̃

W N (p) = 8πaW10<|p|≤Nα ,

e
(UW )
N = 4πN(ãVN

− aV ) + 8π
√

N(ãWN
− aW ) +

∑
p∈2πZ3

0<|p|≤Nα

(4πaV )2 + 2(4πaW )2

p2 ,

and the error term E(UW ) satisfies

±E(UW ) ≲ N−α/2(1 + N+ + L4 + dΓ(WN,x)) + N−1+α/2N 2
+ + N−1/4dΓ(|i∇|).

Proof. Let us rewrite the result of Proposition 4.3 as

U∗
q HN Uq = 4πaV (N − 1) + e

(Uq)
N + HIB + HBB + E(Uq), (4.61)
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with

HIB =
√

NŴ (0) − ∆x + dΓ(−∆) + Q
Uq

1 + dΓ(WN,x),

HBB = dΓ(NV̂N (−i∇) + V̂ (0) − 8πaV ) + L̃2 + LUq

3 + L4. (4.62)

In Lemma 4.12 below, we prove that HBB remains essentially unchanged by the
transformation UW , except that we will be able to simplify NV̂N (−i∇) to V̂ (0).
The relevant changes thus occur in the part of the Hamiltonian describing non-
interacting bosons coupled to the impurity, that is in HIB. Let us therefore consider
U∗

W HIBUW .
Estimating U∗

W Q
Uq

1 UW . The action of UW on Q
Uq

1 is easily evaluated using the
identity (4.59):

U∗
W Q

Uq

1 UW =
√(

1 −
U∗

W U∗
q N+UqUW

N

)
+

(
a(

√
NWN,x) + N⟨WN , φ̃I⟩

)
+ h.c.

(4.63)

By Equation (4.60) and Lemma 4.5, we have for all Ψ

∥∥∥∥(
1 −

√(
1 −

U∗
W U∗

q N+UqUW

N

)
+

)
Ψ

∥∥∥∥
≲ ∥N−1U∗

W U∗
XN+UqUW Ψ∥ ≲ ∥N−1(N+ + 1)Ψ∥. (4.64)

By the Cauchy-Schwarz inequality,

2
∣∣∣〈Φ, a(

√
NWN,x)Ψ

〉∣∣∣ ≤
( ∫

WN (x − y)∥ayΨ∥2︸ ︷︷ ︸
=⟨Ψ,dΓ(WN,x)Ψ⟩

)1/2( ∫
NWN︸ ︷︷ ︸

=
√

NŴ (0)

)1/2
∥Φ∥. (4.65)

Thus Lemma 2.2 with (2.4) and using that N⟨WN , φ̃I⟩ = O(N1/2) by Lemma 2.2
yield

U∗
W Q

Uq

1 UW = 2NRe⟨WN , φ̃I⟩ + (a(
√

NWN,x) + h.c.)
+ O

(
N−1/2dΓ(WN,x) + N−1/2(N+ + 1) + N−1(N+ + 1)2)

,
(4.66)

where the last line can be absorbed in E(UW ).
Estimating U∗

W (dΓ(−∆) + dΓ(WN,x))UW . With the shift property (4.59), we find

U∗
W dΓ(WN,x)UW = dΓ(WN,x) +

(
a

(√
N(WN φ̃I)x

)
+ h.c.

)
+ N⟨φ̃I, WN φ̃I⟩,

(4.67a)
U∗

W dΓ(−∆)UW = dΓ(−∆) −
(
a

(√
N(∆φ̃I)x

)
+ h.c.

)
− N⟨φ̃I, ∆φ̃I⟩. (4.67b)
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We keep these terms to combine them with those coming from Q1 and −∆x later.
We also note that, applying the Cauchy-Schwarz inequality as in (4.65), we have the
a-priori estimate

U∗
W dΓ(WN,x)UW ≲ dΓ(WN,x) + N⟨φ̃I, WN φ̃I⟩ ≲ dΓ(WN,x) +

√
N. (4.68)

Estimating U∗
W ∆xUW . As the generator of the transformation UW depends on the

position x of the particle, −∆x also transforms non-trivially. Using that ∇xφ̃I,x =
−(∇φ̃I)x, the shift property (4.59), and that φ̃I is real, we find

U∗
W (−i∇x)UW = −i∇x +

∫ 1

0
ds U∗

W (s)
[

− i∇x, a∗(
√

Nφ̃I,x) − h.c.
]
UW (s)

= −i∇x −
(
a∗(

√
N(−i∇φ̃I)x) + h.c.

)
, (4.69)

and thus

U∗
W (−∆x)UW =

(
− i∇x −

(
a∗(√

N(−i∇φ̃I)x
)

+ h.c.
))2

= −∆ − a∗(√
N(i∇φ̃I)x

)
2i∇x + h.c.

+ 2a∗(√
N(−i∇φ̃I)x

)
a

(√
N(−i∇φ̃I)x

)
+ a∗(√

N(−i∇φ̃I)x
)2 + h.c.

+ a∗(√
N(−∆φ̃I)x

)
+ h.c. + N⟨φ̃I, (−∆)φ̃I). (4.70)

Combining the scalar and linear terms. We now combine the scalars and terms linear
in a, a∗ from these equations, which add up in a non-trivial way. The remaining
errors will be estimated at the end. Together with

√
NŴ (0), the scalar terms

from (4.66), (4.67a), (4.67b) add up to
√

NŴ (0) + 2NRe⟨WN , φ̃I⟩ + N⟨(−2∆ + WN )φ̃I, φ̃I⟩. (4.71)

Similarly as in (4.17), using the scattering equation (2.17), the definition of ãWN
in

(2.19) and that ãWN
= aW + O(N−1/2) from Lemma 2.3, we obtain

√
N8πãWN

+ ⟨WN (1 + φ̃I), φ̃I − φI⟩

=
√

N8πãWN
+ 2

∑
|p|<Nα

(4πaW )2

p2 + O(N2α−1/2). (4.72)

Gathering the terms linear in a, a∗ from (4.66), (4.67a), (4.70) and (4.67b) yields

a
(√

N
(

(−2∆ + WN )φ̃I + WN︸ ︷︷ ︸
=:f

)
x

)
+ h.c. (4.73)
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Using the scattering equation (2.17) for φI, we see that the Fourier transform of the
function f above equals

f̂(p) = −p2φ̂I(p)10<|p|≤Nα − ̂WN (φI − φ̃I)(p)

= ̂WN (1 + φI)(p)10<|p|≤Nα − ̂WN (φI − φ̃I)(p). (4.74)

By the same reasoning as (4.19) and using that ãWN
= aW +O(N−1/2) from Lemma

2.3, we have with α ≤ 1/6

∥( ̂WN (1 + φI)(p) − 8πaW )1|p|≤Nα∥2 ≲ N5α/2−1 + N3α/2−1/2 ≤ N−α/2. (4.75)

Moreover, using the Cauchy-Schwarz inequality as in (4.65) and Lemma 2.2, we have

±
(
a(

√
NWN,x(φI − φ̃I)x) + h.c.) ≲ δdΓ(WN,x) + δ−1N−1/2+2α. (4.76)

Choosing δ = N−α/2 and using that α < 1/4, this yields

a(
√

Nfx) + h.c = a(W̃N,x) + h.c + O(N−α/2(1 + dΓ(WN,x))), (4.77)

with the modified interaction W̃N . This proves that

U∗
W HIBUW = 8πãWN

√
N + 2

∑
|p|≤Nα

(4πaW )2

p2 + dΓ(−∆) + H(UW )
I

+ O
(
N−α/2(dΓ(WN,x) + N+ + 1) + N−1(N+ + 1)2)

. (4.78)

Estimating U∗
W E(Uq)UW . It remains to track the behavior of the error terms E(Uq)

under UW . Using the a-priori estimates from Lemma 4.12 together with (4.68) (note
that dΓ(WN,x) appears with an additional factor N−1/2 in the error E(Uq)), we obtain
that U∗

W E(Uq)UW can be absorbed in E(UW ). This completes the proof.

Lemma 4.12. For α > 0, we have as quadratic forms on H+

U∗
W

(
L̃2 + dΓ(NV̂N (−i∇)) + LUq

3 + L4
)
UW = L̃2 + V̂ (0)N+ + LUq

3 + L4 + E(UW )
BB ,

with

±E(UW )
BB ≲ N−α/2(1 + N+ + L4) + N−1/3+α/6dΓ(|i∇|).

Moreover, we have for t ≥ 0

U∗
W (N+ + 1)tUW ≲ (N+ + 1)t,

and

U∗
W L4UW ≲ L4 + N−1/3+α/6dΓ(|i∇|) + N−α/2(N+ + 1).
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Proof. Estimating U∗
W (N+ + 1)kUW . For integer t, this bound follows directly from

the identity (4.60) together with (2.4). The general case then follows by interpola-
tion [47].
Estimating U∗

W L̃2UW . For the quadratic term L̃2 we calculate using the shift prop-
erty (4.59)

U∗
W L̃2UW = L̃2 + 2

∫ √
NṼN (y1 − y2)φ̃I(x − y1)ay2 + h.c.

+
∫

NṼN (y1 − y2)φ̃I(y1)φ̃I(y2)︸ ︷︷ ︸
≲∥̂̃

V N ∥∞∥
√

Nφ̃I∥2
2≲N−α

. (4.79)

With ∥ṼN ∗
√

Nφ̃I∥2 ≲ ∥ ̂̃
V N ∥∞∥

√
Nφ̃I∥2 ≲ N−α/2 from Lemma 2.2, we thus find

U∗
W L̃2UW = L̃2 + O

(
N−α/2(N+ + 1)

)
. (4.80)

Estimating U∗
W dΓ(NV̂N (−i∇))UW . Similarly as above, we find

U∗
W dΓ(NV̂N (−i∇))UW = dΓ(NV̂N (−i∇)) +

(
a

(
N3/2(V̂N (−i∇)φ̃I)x︸ ︷︷ ︸

∥·∥2≲N−α/2

)
+ h.c.

)

+ N2⟨φ̃I, V̂N (−i∇)φ̃I⟩︸ ︷︷ ︸
≲N−α

, (4.81)

and

dΓ(NV̂N (−i∇))

=
∑

0̸=p∈2πZ3

V̂ (p/N)a∗
pap = V̂ (0)N+ +

∑
p

(
V̂ (p/N) − V̂ (0)

)
a∗

pap︸ ︷︷ ︸
≲N−1dΓ(|i∇|)

, (4.82)

where it is used that |y|V ∈ L1(R3), as in (4.19).
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Estimating U∗
W L̃4UW . For the quartic term we have

U∗
W L4UW − L4 = 1

2

∫
VN (y1 − y2)U∗

W a∗
y1a∗

y2ay1ay2UW − L4

=
∫ √

NVN (y1 − y2)φ̃I(x − y1)a∗
y1a∗

y2ay1 + h.c. (4.83a)

+ 1
2

∫
NVN (y1 − y2)φ̃I(x − y1)φ̃I(x − y2)a∗

y1a∗
y2 + h.c. (4.83b)

+
∫

NVN (y1 − y2)φ̃I(x − y1)φ̃I(x − y2)a∗
y1ay2 (4.83c)

+ dΓ(NVN ∗ |φ̃I,x|2) +
(
N3/2a

(
(VN ∗ |φ̃I,x|2)φ̃I,x

)
+ h.c.

)
(4.83d)

+ 1
2

∫
N2|φ̃I,x(y1)|2|φ̃I,x(y2)|2VN (y1 − y2) (4.83e)

To start with, the Hölder inequality yields for the scalar in the last line

0 ≤ (4.83e) ≲ ∥NVN ∥1∥
√

Nφ̃I∥2
2∥φ̃I∥2

∞ ≲ N−α. (4.84)

The second term in (4.83d) can easily be estimated using Lemma 2.2 by

±
(
N3/2a

(
(VN ∗ |φ̃I,x|2)φ̃I,x

)
+ h.c.

)
≲ ∥NVN ∥1∥φ̃I∥2

∞∥
√

Nφ̃I∥2(N+ + 1)1/2 ≲ N−α/2(N+ + 1)1/2. (4.85)

The first term in (4.83d) is non-negative and will also be used as a reference to
bound other error terms later. By the Sobolev embedding of H1/2(T3) into L3, the
norm of a multiplication operator from H1/2 to H−1/2 is controlled by the L3-norm
of the multiplier. By Lemma 2.2 and Young’s inequality we thus have the bound

|⟨Ψ, dΓ(NVN ∗ |φ̃I,x|2)Ψ⟩| ≲ ∥NVN ∗ |φ̃I|2∥3⟨Ψ, dΓ(|i∇|)Ψ⟩
≲ N−(1+α)/3⟨Ψ, dΓ(|i∇|)Ψ⟩. (4.86)

We can now estimate the other error terms, starting with the cubic term (4.83a).
Using the Cauchy-Schwarz inequality as in (4.21) we obtain

±(4.83a) ≲ N−α/2L4 + Nα/2dΓ(NVN ∗ |φ̃I,x|2). (4.87)

For the quadratic term (4.83b), we have similarly by the Cauchy-Schwarz inequal-
ity

±(4.83b) ≲ N−α/2L4 + Nα/2(4.83e) ≲ N−α/2 (L4 + 1) . (4.88)

A similar reasoning gives

±(4.83c) ≲ dΓ(NVN ∗ |φ̃I,x|2) ≲ N−(1+α)/3dΓ(|i∇|). (4.89)
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We have thus obtained that

U∗
W L4UW = L4 + O

(
N−α/2L4 + N−α/2(N+ + 1) + N−1/3+α/6dΓ(|i∇|)

)
. (4.90)

In particular, this proves the claim on U∗
W L4UW .

Estimating U∗
W LUq

3 UW . For the cubic term L3 we have

U∗
W LUq

3 UW − LUq

3 = 1
2

∫ √
NVN (y1 − y2)U∗

W a∗
y1a∗

y2ay1UW + h.c. − LUq

3

= dΓ(NVN ∗ φ̃I,x) + 1
2

∫
NVN (y1 − y2)φ̃I,x(y1)a∗

y2ay1 + h.c. (4.91a)

+ 1
2

∫
NVN (y1 − y2)φ̃I(x − y1)a∗

y1a∗
y2 + h.c. (4.91b)

+ 3
2a

(
(N3/2VN ∗ φ̃I,x)φ̃I,x

)
+ h.c. (4.91c)

+ 1
2

∫
N2VN (y1 − y2)φ̃I,x(y2)|φ̃I,x(y1)|2. (4.91d)

These terms are estimated by similar means as for L4. Similarly to (4.86) and (4.89),
we obtain

±(4.91a) ≲ (∥NVN ∗ |φ̃I|∥3 + ∥NVN ∥1∥φ̃I∥3)dΓ(|i∇|) ≲ N−1/3−α/3dΓ(|i∇|).
(4.92)

For the quadratic terms in (4.91b), we have by the Cauchy-Schwarz inequality

±(4.91b) ≲ N−α/2L4 + Nα/2N2
∫

VN (y1 − y2)|φ̃I(y2)|2

≲ N−α/2 (L4 + 1) . (4.93)

The linear terms in (4.91c) are estimated by

±(4.91c) ≤ 2∥(VN ∗ φ̃I)φ̃I∥2N 1/2
+ ≲ N−α/2(N+ + 1). (4.94)

Finally, the scalar term (4.91d) is bounded by the Hölder inequality and Lemma 2.2

|(4.91d)| ≲ ∥NVN ∥1∥φ̃I∥2N∥φ̃I∥2
4 ≲ N−α. (4.95)

Together, these bounds show that

U∗
W LUq

3 UW = LUq

3 + O
(
N−α/2 (L4 + N+ + 1) + N−1/3+α/6dΓ(|i∇|)

)
. (4.96)

This completes the proof of the Lemma.
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4.4 Scattering of soft boson pairs: a cubic transformation

We now apply a transformation in the boson variables whose generator is cubic in
creation and annihilation operators. This transformation eliminates the cubic term
LUq

3 while turning dΓ(2V̂ (0) − 8πaV ) into dΓ(8πaV ).
Such a renormalization has its roots in [51], where a cubic non-unitary transforma-

tion was used to derive the upper bound to the Lee-Huang-Yang formula. Later in
[4, 3], a unitary version has been implemented to prove optimal rate of condensation
and derive the low-lying excitation spectrum in the Gross–Pitaevskii regime.

In [44], a cutoff in the number of excitations θM (N+) ≃ 1N+≤M was introduced
in the kernel of the cubic transformation. The idea is that if we know a priori a
condensation rate on the low-lying eigenvectors ⟨Ψ, N+Ψ⟩ ≲ M0 ≪ N , it is enough
to renormalize the sectors with N+ ≤ M for M ≫ M0. The the rate of condensation
provided by Condition 4.1 means that it we can work on sectors with N+ ≤ M for
some M ≫

√
N .

Our implementation of the cubic transformation essentially follows [27], although
an important difference is that we have to use dΓ(|i∇|) instead of dΓ(−∆) in the error
estimates, as the latter would interfere with the renormalization of the impurity-
boson interaction explained in Section 3, because Q(HBF) ⊈ Q(dΓ(−∆)).

Let φ̃B be the truncated scattering solution for the bosons (2.15), as in Section 4.2.
Let θ : R+ → [0, 1] be a smooth function satisfying θ(x) = 1 for |x| ≤ 1/2 and
θ(x) = 0 for |x| ≥ 1, and set θM (x) = θ(x/M). We define for M ≥ 1

Uc(t) = etBc , Uc = Uc(1), (4.97)

with the generator

Bc = θM (N+)B+
c − B−

c θM (N+), (4.98a)
B+

c =
∑

p,q∈2πZ3\{0}

√
N ̂̃φB(p)1|q|≤Nαa∗

p+qa∗
−paq, B−

c = (B+
c )∗. (4.98b)

Note that, due to the cutoff θM in N+, Bc is a bounded operator, since

|⟨Φ, B−
c Ψ⟩| ≤

( ∑
p,q

N ̂̃φB(p)2∥aq(N+ + 1)−1/2Φ∥2
)1/2

×
( ∑

p,q

∥ap+qa−p(N+ + 2)1/2Ψ∥2
)1/2

≤ N−1/2∥Nφ̃B∥2∥Φ∥∥(N+ + 2)3/2Ψ∥. (4.99)

Denoting by χ ∈ L2(T3) the (even) function with Fourier coefficients χ̂(p) = 1|p|≤Nα ,
we can also write

B+
c =

√
N

∫
χ(y1 − y3)φ̃B(y2 − y3)a∗

y3a∗
y2ay1 . (4.100)
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The main result of this section is the following proposition.
Proposition 4.13. Let 0 < α ≤ 1/8 and M = N1/2+α/2. Let HN be given by
Proposition 4.2 and recall its transformation by UqUW given in Proposition 4.11.
We have as quadratic forms on H+

U∗
c U∗

W U∗
q HN UqUW Uc

= 4πaV (N − 1) + 8πaW

√
N + e

(UW )
N

− ∆x +
(
a(W̃N,x) + h.c.

)
+

(
a∗(√

N(−i∇φ̃I)x
)2 + h.c.

)
+ dΓ(WN,x)

− a∗(√
N(i∇φ̃I)x

)
2i∇x + h.c. + 2a∗(√

N(i∇φ̃I)x
)
a

(√
N(i∇φ̃I)x

)
+ dΓ(−∆ + 8πaV ) + L̃2 + L4 + E(Uc),

where E(Uc) satisfies

± E(Uc) ≲ N−α/2dΓ(WN,x) + N−α/4L4 + N−1/2−α/4N 2
+

+ N−α/4(
log NdΓ(|i∇|) + N+ + 1 + (N+ + 1)1/2|∇x|

)
.

We first give the proof of Proposition 4.13 using the commutator bounds and the
a-priori estimates of Lemmas 4.14, 4.15, 4.16, 4.17, 4.18, 4.19, 4.20, 4.21, 4.22 and
4.23 below, which we then prove in the remaining part of this section.

Proof of Proposition 4.13. From Proposition 4.11, we have (with the definitions
given there)

U∗
c U∗

W U∗
q HN UqUW Uc = 4πaVN

(N − 1) + e
(UW )
N

+ U∗
c H(UW )

BB Uc + U∗
c H(UW )

IB Uc + U∗
c E(UW )Uc. (4.101)

Let us estimate the three terms above separately.
Estimate of U∗

c H(UW )
BB Uc. Recall that

H(UW )
BB = dΓ(−∆ + 2V̂ (0) − 8πaV ) + L̃2 + LUq

3 + L4.

We first deal with the term dΓ(−∆) + LUq

3 + L4. With

U∗
c LUq

3 Uc −
∫ 1

0
U∗

c (s)LUq

3 Uc(s)ds =
∫ 1

0

∫ 1

s
U∗

c (t)[LUq

3 , Bc]Uc(t)dtds (4.102)

and Duhamel’s formula, we may write

U∗
c

(
dΓ(−∆) + LUq

3 + L4
)

Uc

= dΓ(−∆) + L4 +
∫ 1

0
U∗

c (s)
{

[dΓ(−∆) + L4, Bc] + LUq

3

}
Uc(s)ds (4.103a)

+
∫ 1

0

∫ 1

s
U∗

c (t)[LUq

3 , Bc]Uc(t)dtds. (4.103b)
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With the cancellation showed in Lemma 4.16 below, the error bounds from Lem-
mas 4.14, 4.15 and the conservation estimates of Lemmas 4.22 and 4.23 we find,

(4.103a) = dΓ(−∆) + L4 + E (4.104)

with, using that M = N1/2+α/2 and α ≤ 1/8,

±E ≲ N−α/4(L4 + dΓ(|i∇|) + N+ + 1) + N−1/2−α/4N 2
+. (4.105)

Using Lemma 4.18 for the commutator with LUq

3 yields with M = N1/2+α/2 and
dΓ(|i∇|) ≥ N+ on H+ (note that the double integral gives a factor of 1/2)

(4.103b) =
∫ 1

0

∫ 1

s
U∗

c (t)(4dΓ(8πaV − V̂ (0)) + E[L3,Bc])Uc(t)dtds (4.106)

= 2dΓ(8πaV − V̂ (0)) + O
(
N−α/2L4 + N−α/4(dΓ(|i∇|) + 1) + N−1/2−α/2N 2

+
)
,

by the conservation estimates of Lemmas 4.22 and 4.23.
Together with the estimate on the transformation of L̃2 from Lemma 4.17, this

shows that

U∗
c H(UW )

BB Uc = dΓ(−∆ + 8πaV ) + L̃2 + L4 + E(Uc)
B , (4.107)

where E(Uc)
B satisfies the error bounds claimed for E(Uc).

Estimate of U∗
c H(UW )

IB Uc. Recall that

H(UW )
IB = −∆x +

(
a∗(W̃N,x) + h.c.

)
+

(
a∗(√

N(−i∇φ̃I)x
)2 + h.c.

)
+ dΓ(WN,x)

− 2a∗(√
N(i∇φ̃I)x

)
i∇x + h.c. + 2a∗(√

N(i∇φ̃I)x
)
a

(√
N(i∇φ̃I)x

)
, (4.108)

and note that U∗
c ∆xUc = ∆x since since Bc does not depend on x. By the Duhamel

formula, we then have

U∗
c H(UW )

IB Uc = H(UW )
IB +

∫ 1

0
U∗

c (t)[H(UW )
I + ∆x, Bc]Uc(t)dt (4.109)

The commutators of individual terms are estimated in Lemmas 4.19, 4.20, 4.21
below. Combining these bounds with the conservation estimates of Lemmas 4.22
and 4.23, we obtain, setting M = N1/2+α/2 and using that α ≤ 1/8

±
∫ 1

0
U∗

c (t)[H(UW )
I + ∆x, Bc]Uc(t)dt (4.110)

≲ N−α/2dΓ(WN,x) + N−α/4(log NdΓ(|i∇|) + (N+ + 1)1/2|∇x| + N+ + 1),

which can be absorbed in the final error term E(Uc).
Estimate of U∗

c E(UW )Uc. Recalling the bound on the error E(UW ) from Proposi-
tion 4.11, the expression U∗

c E(UW )Uc can be absorbed in the error U (Uc) by Lemmas
4.22 and 4.23.
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Commutator estimates: Boson Hamiltonian. Here, we treat the commuta-
tors of Bc with the different terms of the boson-Hamiltonian. To remove the cutoff
θM (N+) from the leading terms, we will make use of the inequality

|θM (t − 1) − θM (t)| ≲ M−11t≤M+1, (4.111)

which follows from Taylor’s theorem.

Lemma 4.14. For all α > 0, M ≥ 1 we have

[dΓ(−∆), Bc] = −
∑

p,q∈2πZ3\{0}
|q|≤Nα

√
N

(
V̂N (p)+V̂N ∗φ̂B(p)

)
a∗

p+qa∗
−paq+h.c.+E[dΓ(−∆),Bc],

where the error satisfies uniformly in M

± E[dΓ(−∆),Bc] ≲ N−α/4L4 + Nα/4M−1(N+ + 1)2

+
√

MNα/2−1/2 log NdΓ(|i∇|) +
√

MN3α/2−1/2(N+ + 1).

Proof. A simple computation gives

θM (N+)[dΓ(−∆), B+
c ]
= θM

∑
p,q

√
N(2p2 + 2pq)̂̃φB(p)1|q|≤Nαa∗

p+qa∗
−paq. (4.112)

By the scattering equation (2.14) (note that φ̂B has no cutoff)

2p2 ̂̃φB(p) = −
(
V̂N (p) + V̂N ∗ φ̂B(p)

)
1|p|>Nα , (4.113)

so we need to remove the cutoff 1|p|>Nα and θM from the term with p2 in order to
obtain the leading term from the claim. Using the Cauchy-Schwarz inequality as
in (4.99), we find∣∣∣∣〈Ψ, θM (N+)

∑
|p|,|q|≤Nα

√
N

(
V̂N (p) + V̂N ∗ φ̂B(p)

)
a∗

p+qa∗
−paqΨ

〉∣∣∣∣
≲

√
N∥(V̂N + V̂N ∗ φ̂B)1|p|≤Nα∥2∥N 1/2

+ Ψ∥∥θM (N+)N+Ψ∥

≲
√

MN−1/2+3α/2∥N 1/2
+ Ψ∥2, (4.114)

which can be absorbed in the error and allows us to drop 1|p|>Nα . To remove θM ,
we first write∑

p,q

√
N

(
V̂N (p) + V̂N ∗ φ̂B(p)

)
1|q|≤Nαa∗

p+qa∗
−paq

=
∫

χ(y3 − y1)
√

NVN (1 + φB)(y2 − y1)a∗
y1a∗

y2ay3 , (4.115)
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where χ ∈ L2(T3) denotes the function with Fourier coefficients χ̂(p) = 1|p|≤Nα . We
then use that 1 − θM (N+) ≲ M−1N+ together with the Cauchy-Schwarz inequality
(as in (4.21), (4.29)), to obtain for δ > 0

±
(
(1 − θM (N+))

∑
p,q

|q|≤Nα

√
N

(
V̂N (p) + V̂N ∗ φ̂B(p)

)
a∗

p+qa∗
−paq + h.c.

)

≲ δ

∫
VN (1 + φB)(y2 − y1)a∗

y1a∗
y2ay1ay2 + δ−1M−1N+

∫
χ ∗ χ(y − y′)a∗

y′ay

≲ δL4 + δ−1M−1N 2
+. (4.116)

Choosing δ = N−α/4 here gives the required bound on this term. It remains to
bound the term coming from the pq-part in (4.112). This satisfies, for all δ > 0,

±
(
2θM (N+)

∑
p,q

p · q
√

N ̂̃φB(p)1|q|≤Nαa∗
p+qa∗

−paq + h.c.
)

≲ δθ2
M

∑
p,|q|≤Nα

|p||q|a∗
p+qa∗

−pa−pap+q + δ−1N
∑

p,|q|≤Nα

|p||q||̂̃φB(p)|2 a∗
qaq

≲ δNαθ2
M dΓ(|i∇|)N+ + δ−1N∥|∇|1/2φ̃B∥2

2dΓ(|i∇|). (4.117)

Using that N+θ2
M ≤ M , Lemma 2.1, and choosing δ = M−1/2N−α/2−1/2 log N then

completes the proof.

Lemma 4.15. For all α > 0, M ≥ 1 we have as quadratic forms on H+

[L4, Bc] =
∑

p,q∈2πZ3\{0}
|q|≤Nα

√
NV̂N ∗ ̂̃φB(p)a∗

p+qa∗
−paq + h.c. + E[L4,Bc]

where the error satisfies uniformly in M and δ > 0

±E[L4,Bc] ≲ δL4 + δ−1(MN−1 + 1)MN−1+3α(N+ + 1) + M−1δ−1N 2
+.

Proof. Following the proof of [27, Lemma 12] (with a0 replaced by
√

N and using
θM to bound any powers of N+ in excess of one), we arrive at

θM (N+)[L4, B+
c ]

= θM (N+)
∑
r,p,q

√
NV̂N (p − r)̂̃φB(r)1|q|≤Nαa∗

p+qa∗
−paq + E (4.118)

with

±E + h.c. ≲ δL4 + δ−1(MN−1 + 1)MN−1+3α(N+ + 1). (4.119)

By the bound (4.116), the error due to the removal of θM from the main term can
be absorbed in E[L4,Bc].
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Lemma 4.16. For all α > 0, M ≥ 1 and with the definitions from Lemma 4.14,
Lemma 4.15, we have as quadratic forms on H+[

dΓ(−∆) + L4, Bc
]

+ LUq

3 = E[dΓ(−∆),Bc] + E[L4,Bc] + O
(
N−α/2 (L4 + dΓ(|i∇|))

)
.

Proof. Combining Lemma 4.14, Lemma 4.15 and the Fourier representation of LUq

3 ,
we obtain

[dΓ(−∆) + L4, Bc] + LUq

3 =
∑
p,q

√
NV̂N (p)1|q|>Nαa∗

p+qa∗
−paq + h.c.

+ E[dΓ(−∆),Bc] + E[L4,Bc]. (4.120)

With the function defined by η̂(p) = 1|p|>Nα we have by the reasoning of (4.116)∑
p,q

√
NV̂N (p)1|q|>Nαa∗

p+qa∗
−paq + h.c.

≲ δL4 + δ−1
∫

η ∗ η(y − y′)a∗
yay′ = δL4 + δ−1 ∑

|p|>Nα

a∗
pap. (4.121)

Clearly, the last term is bounded by N−αdΓ(|i∇|), so choosing δ = N−α/2 proves
the claim.

Lemma 4.17. For all α > 0 and uniformly in M ≥ 1 we have as quadratic forms
on H+

[L̃2, Bc] = O
(√

MNα−1/2(N+ + 1)
)
.

Proof. From the definition of L̃2 in Proposition 4.3 and using that apN+ = (N+ +
1)ap, we have

[L̃2, θM (N+)] =
(
θM (N+) − θM (N+ + 2)

) ∑
|p|≤Nα

4πaV apap + h.c. (4.122)

Using the bound (4.111) on the difference for θM together with the bound (4.99) on
B−

c , gives

|⟨Ψ, [L̃2, θM (N+)]B+
c Ψ⟩| ≲ Nα− 1

2 M−1∥N+1N+≤2M Ψ∥∥(N+ + 1)3/21N+≤2M Ψ∥

≲
√

MNα− 1
2 ∥(N+ + 1)1/2Ψ∥2. (4.123)

Due to the cut-off 1|p|>Nα in the definitions of ̂̃φB and B+
c , we have

[L̃2, B+
c ] = 8πaV

∑
p,q

√
N ̂̃φB(p)1|q|≤Nαa∗

−pa∗
p+qa∗

q

− 8πaV

∑
p,q

√
N ̂̃φB(p)1|p+q|≤Nα1|q|≤Nαa∗

−pa−(p+q)aq. (4.124)
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With the reasoning of (4.114) we get from this

|⟨Ψ, θM (N+)[L̃2, B+
c ]Ψ⟩| ≲

√
N∥̂̃φB∥∞N3α/2∥N 1/2

+ Ψ∥∥1N+≤2M N+Ψ∥

≲
√

MN−1/2−α/2∥N 1/2
+ Ψ∥2. (4.125)

Together with the bound on the commutator with θM this proves the claim.

Lemma 4.18. For all α > 0, M ≥ 1 we have as quadratic forms on H+

[LUq

3 , Bc] = 4(8πaV − V̂ (0))N+ + E[L3,Bc],

where the error satisfies uniformly in M

±E[L3,Bc] ≲ N−α/2L4 + N−αdΓ(|i∇|) + MN−1+5α/2(N+ + 1) + M−1N 2
+.

Proof. The proof follows the computations carried out in [27, Lem.15], with the only
difference being the cut-off θM that does not entirely commute with LUq

3 , which we
deal with in the same way as in [44]. First, write LUq

3 = L+
3 + L−

3 with

L+
3 = 1

2

∫ √
NVN (y1 − y2)a∗

y1a∗
y2ay1 (4.126)

and L−
3 = (L+

3 )∗. With this, we find

[LUq

3 , θM (N+)]B+
c = [L+

3 , θM (N+)]B+
c

+ (θM (N+ + 1) − θM (N+))(B+
c L−

3 + [L−
3 , B+

c ]). (4.127)

Using the bounds (4.111) on θM , (4.99) on B±
c and the Cauchy-Schwarz inequality

(as in [44, Lem.26]), gives(
L+

3 [θM (N+), B+
c ] + (θN (N+ + 1) − θM (N+))B+

c L−
3 + h.c.

)
≲ N−α/2L4 + MN−1−α/2(N+ + 1). (4.128)

In view of (4.127), we thus have

[LUq

3 , Bc] = θM (N+)[L+
3 , B+

c ] + θM (N+ + 1)[L−
3 , B+

c ] + h.c.

+ O
(
N−α/2L4 + MN−1−α/2(N+ + 1)

)
. (4.129)

The remaining relevant terms correspond to those denoted (I) and (II) in [27,
Eq.(77)]. Following the proof there yields (replacing a†

0, a0 by
√

N and thus ig-
noring their commutators)

θM (N+)[L+
3 , B+

c ] = O
(
N−α/2L4 + MN−1+α(N+ + 1)

)
. (4.130)
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Now following the proof from [27, Eq.(79)] on, we find (note that the term (II)b in
our case is just equal to (II)b1

with a†
0a0 is replaced by N)

θM (N+ +1)[L−
3 , B+

c ] = θM (N+ +1)
∑

q

N
(
V̂N ∗ ̂̃φB(0)+ V̂N ∗ ̂̃φB(q)

)
1|q|≤Nαa∗

qaq

+ O
(
N−α/2L4 + MN−1+5α/2(N+ + 1)

)
. (4.131)

As in (4.19), we have

N |V̂N ∗ ̂̃φB(q) − V̂N ∗ ̂̃φB(0)| ≲ |q|N−1, (4.132)

and together ∥φ̃B − φB∥∞ ≲ N−1+α from Lemma 2.1, we obtain for |q| ≤ Nα

N |V̂N ∗ ̂̃φB(q) − NV̂N ∗ φ̂B(0)| ≲ N−1+α. (4.133)

Using this, we have

θM (N+ + 1)
∑

q

NV̂N ∗ ̂̃φB(q)1|q|≤Nαa∗
qaq

= θM (N+ + 1)
∑

q

NV̂N ∗ φB(0)1|q|≤Nαa∗
qaq + O(N−1+αN+). (4.134)

By definition (2.16), NV̂N ∗ φ̂B(0) = 8πãVN
− V̂ (0), which is bounded in N . To

remove the cutoffs θM and 1|q|≤Nα , we use that∑
q

NV̂N ∗ φ̂B(0)1|q|>Nαa∗
qaq = O

(
N−αdΓ(|i∇|)), (4.135)

and

(1 − θM (N+ + 1))
∑

q

NV̂N ∗ ̂̃φB(0)a∗
qaq = O(M−1N 2

+). (4.136)

Since ãVN
= aV + O(N−1) by Lemma 2.3 this proves the claim.

Commutator estimates: Interaction Hamiltonian. We now prove bounds on
the commutators of Bc with the terms in the interaction Hamiltonian.

Lemma 4.19. For all α > 0 and uniformly in M ≥ 1 we have as quadratic forms
on H+

[a∗(W̃N,x), Bc] + h.c. = O
(
Nα−1/2(N+ + 1)

)
.
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Proof. Recall that ̂̃
W N (p) = 8πaW1|p|<Nα . Since

[a∗(W̃N,x), θM (N+)] =
(
θM (N+ − 1) − θM (N+)

)
a∗(W̃N,x) (4.137)

and with (4.111) as well as (4.99) we find

|⟨Ψ, [a∗(W̃N,x), θM ]B+
c Ψ⟩| ≲ ∥W̃N ∥2∥N 1/2

+ Ψ∥M−1∥1N+≤2M B+
c Ψ∥

≲ N3α/2M−1∥
√

Nφ̃B∥2∥N 1/2
+ Ψ∥∥1N+≤2M (N+ + 1)3/2Ψ∥

≲ N−1/2+α∥(N+ + 1)1/2Ψ∥2. (4.138)

For the commutators with B±
c , we have

θM [a∗(W̃N,x), B+
c ] + h.c. =

∑
p,q

√
N ̂̃φB(p)θM a∗

p+qa∗
−p

̂̃
W N,x(q) + h.c.

= O
(
N−1/2∥Nφ̃B∥2∥W̃N,x∥2(N+ + 1)

)
= O(Nα−1/2(N+ + 1)). (4.139)

A similar bounds holds for θM [a∗(W̃N,x), B−
c ]. Together, these inequalities imply

the claim.

Lemma 4.20. We have as quadratic forms on H+ for all α > 0 and uniformly in
M ≥ 1

±[dΓ(WN,x), Bc] ≲ (M/N)1/2N−1/4+α(dΓ(WN,x) + N+).

Proof. First, note that dΓ(WN,x) commutes with θM (N+). Using the representa-
tion (4.100) of B+

c , we compute

[dΓ(WN,x), B+
c ] (4.140)

=
∫ √

Nφ̃B(y2 − y3)(WN,x(y3) + WN,x(y2) − WN,x(y1))χ(y1 − y3)a∗
y3a∗

y2ay1 .

Using the Cauchy Schwarz inequality similarly to (4.65), we get for any δ > 0 the
bound

±
( ∫ √

Nφ̃B(y2 − y3)χ(y1 − y3)WN,x(y1)a∗
y3a∗

y2ay1 + h.c.

)
≤ δdΓ(WN,x) + δ−1N∥WN ∥1∥χ∥2

2∥φ̃B∥2
2N+(N+ − 1). (4.141)

The other terms in (4.140) satisfy the same bound with N 2
+ replacing N+(N+ − 1).

With N∥WN ∥1∥χ∥2
2∥φ̃B∥2 ≲ N−3/2+2α and choosing δ =

√
MN−3/4+α, this yields

±
(
θM (N+)[dΓ(WN,x), B+

c ] + h.c.
)

≲ (M/N)1/2N−1/4+α(dΓ(WN,x) + N+) (4.142)

and proves the claim.
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Lemma 4.21. Denoting g =
√

N i∇φ̃I, we have that for all 0 < α ≤ 1/6 and
uniformly in M ≥ 1, as quadratic forms on H+,

±
(
[a∗(gx)2, Bc] + h.c.

)
≲

√
MN− 1

4 − α
2

(
log NdΓ(|i∇|) + 1), (4.143a)

±
(
[a∗(gx)a(gx), Bc] + h.c.

)
≲

√
MN− 1

4 − α
2

(
log NdΓ(|i∇|) + 1), (4.143b)

±
(
[a∗(gx)i∇x, Bc] + h.c.

)
≲

√
MN− 1

4 − α
2 ¸

(
dΓ(|i∇|) + (N+ + 1)1/2|i∇x| + 1

)
.

(4.143c)

Proof. Note that ∥g∥2 ≲ N1/4 by Lemma 2.2. We prove successively the three
inequalities.

Proof of (4.143a). We start by observing that [a∗(gx), B+
c ] = 0 due to the cut-off

1|q|≤Nα in the definition of B+
c and 1|q|≤Nα ĝ(q) = 0. For the commutator with B−

c

we find

[B−
c , a∗(gx)2] = 2

∑
p,q

√
N ̂̃φB(p)1|q|≤Nα ĝx(p + q)ĝx(−p)a∗

q (4.144a)

+ 2
∑
p,q

√
N ̂̃φB(p)1|q|≤Nα ĝx(p + q)a∗(gx)a∗

qa−p (4.144b)

+ 2
∑
p,q

√
N ̂̃φB(p)1|q|≤Nα ĝx(−p)a∗(gx)a∗

qap+q. (4.144c)

With ∥ĝ ∗ ĝ ̂̃φB∥2 ≤ ∥ĝ∥2
2∥̂̃φB∥2 ≲ N−1/2−α/2 by Lemmas 2.1, 2.2, we find

(4.144a) = O(N−α/2(N+ + 1)1/2). (4.145)

To bound the other terms, we will use the inequality

∥a(∇f)Ψ∥ ≤ ∥|∇|1/2f∥2∥(dΓ(|i∇|) + 1)1/2Ψ∥. (4.146)

For the first one, this yields with δ > 0

±((4.144b) + h.c.) ≲ δ∥|∇|1/2φ̃I∥2
2(dΓ(|i∇|) + 1) + δ−1∥g∥2

2∥
√

Nφ̃B∥2
2(N+ + 1)2.

(4.147)

For the second one, we have similarly

±((4.144c) + h.c.) ≲ δ∥|∇|1/2φ̃I∥2
2dΓ(|i∇|) + δ−1N3α∥ĝ∥2

∞∥
√

Nφ̃B∥2
2(N+ + 1)2.

(4.148)

Using Lemma 2.2 and α ≤ 1/6, combining with θM (N+) and then choosing δ =√
MN−1/4−α/2, we find

±
(
[B−

c , a∗(gx)2]θM (N+) + h.c.
)

≲
√

MN−1/4−α/2(
log NdΓ(|i∇|) + N+ + 1

)
. (4.149)
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It remains to estimate

[a∗(gx)2, θM (N+)]B+
c + h.c. = (θM (N+) − θM (N+ + 2))a∗(gx)2B+

c + h.c. (4.150)

With the bound (4.99) on B−
c and (4.146) we obtain

|⟨Ψ, [B−
c , a∗(gx)2]θM (N+)Ψ⟩|

≲ ∥g∥2∥|∇|1/2√
Nφ̃I∥2∥N 1/2

+ Ψ∥M−1∥
√

Nφ̃B∥2∥1N+≤2M (N+ + 2)2Ψ∥

≲
√

MN−1/4−α/2∥(N+ + 1)1/2Ψ∥, (4.151)

by Lemmas 2.1, 2.2. This proves the claim on the commutator with a∗(gx)2.
Proof of (4.143b). The argument for the commutator with a∗(gx)a(gx) is similar

to the bounds on (4.144b), (4.144c), as all other terms vanish in this case.
Proof of (4.143c). Let us now deal with the term involving a∗(gx)i∇x. We have

[a∗(gx)i∇x, Bc] = [a∗(gx)i∇x, θM (N+)B+
c − B−

c θM (N+)]
= (θM (N+ − 1) − θM (N+))a∗(gx)i∇xB+

c (4.152a)
+ (θM (N+ + 1) − θM (N+))a∗(gx)i∇xB−

c (4.152b)

+ θM (N+ + 1)
∑

p,q∈2πZ3\{0}

√
N ̂̃φB(p)1|q|≤Nα

(
a∗

−pĝx(p + q) + a∗
p+q ĝx(p)

)
aqi∇x.

(4.152c)

We used here that ∇x commutes with Bc, and that [a∗(gx)i∇x, B+
c ] = 0 because of

the cutoffs in the definitions of g and B+
c . To obtain the desired bound, we need

distribute ∇x to the left and right argument of the quadratic form, since otherwise
we would obtain a bound by −∆x and not |∇x|. To do this, we use that

a∗(gx)|∇x| = |∇x|1/2a∗(gx)|∇x|1/2 + [a∗(gx), |∇x|1/2]|∇x|1/2. (4.153)

With i∇xe−ikx = e−ikx(i∇x + k) and ||p − k|1/2 − |p|1/2| ≤ |k|1/2, we get that

∥[|∇x|1/2, a(gx)]Ψ∥ ≲
∑

k

|k|1/2|ĝ(k)|∥akΨ∥ ≲ ∥g∥2∥dΓ(|i∇|)1/2Ψ∥. (4.154)

Using this and the estimate on B−
c and B+

c (4.99), we obtain

| ⟨Ψ, (4.152a)Ψ⟩ |
≲ M1/2N−1/2∥Nφ̃B∥2∥g∥2∥(N+ + 1)1/4|∇x|1/2Ψ∥2

+ M1/4N−1/2∥Nφ̃B∥2∥g∥2∥dΓ(|i∇|)1/2Ψ∥∥(N+ + 1)1/4|∇x|1/2Ψ∥
≲ M1/2N−1/4−α/2∥(N+ + 1)1/4|∇x|1/2Ψ∥2

+ M1/4N−1/4−α/2∥dΓ(|i∇|)1/2Ψ∥∥(N+ + 1)1/4|∇x|1/2Ψ∥,
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where we used that |(θM (N+−1)−θM (N+))| ≲ M−11N+≤2M and ∥Nφ̃B∥2 ≲ N−α/2.
Similarly, one shows that (4.152b) satisfies the same bound. For the third term, we
commute again |∇x|1/2, and a similar reasoning leads to

| ⟨Ψ, (4.152c)Ψ⟩ | ≲ M1/2N−1/2∥Nφ̃B∥2∥g∥2∥(N+ + 1)1/4|∇x|1/2Ψ∥2 (4.155)

+ M1/4N−1/2∥Nφ̃B∥2∥1|·|≤Nα∥2∥|∇̂|1/2g∥∞

× ∥(N+ + 1)1/2Ψ∥∥(N+ + 1)1/4|∇x|1/2Ψ∥
≲ M1/2N−1/4−α/2∥(N+ + 1)1/4|∇x|1/2Ψ∥2

+ M1/4N−1/2+α/2∥(N+ + 1)1/2Ψ∥∥(N+ + 1)1/4|∇x|1/2Ψ∥,

where we used that ∥ ̂|∇|1/2g∥∞ ≲
√

N∥p3/2 ̂̃φI∥∞ ≲
√

N∥p2 ̂̃φI∥
3/4
∞ ∥̂̃φI∥

1/4
∞ ≲ N−α/2

from Lemma 2.2. The above can be absorbed in (4.143c) as N+ ≤ dΓ(|i∇). This
concludes the proof.

Conservation estimates. Here, we prove that the operators appearing in the
bound on the error term remain of the same order when transformed with Uc(t) =
etBc .

Lemma 4.22. For all s ≥ 0, we have uniformly in M ≥ 1 and t ∈ [−1, 1]

Uc(t)∗N+Uc(t) = N+ + O
(
N−α/2(N+ + 1)

)
,

Uc(t)∗(N+ + 1)sUc(t) = O
(
(N+ + 1)s)

,

as quadratic forms on H+.

Proof. This follows from a simple calculation of the commutator [N+, Bc] and Grön-
wall’s Lemma, see [27, Lem.10], and interpolation for non-integer s.

Lemma 4.23. Let 0 < α ≤ 1/6, then we have as quadratic forms on H+

Uc(t)∗dΓ(|i∇|)Uc(t) = O
(
dΓ(|i∇|)

)
, (4.156a)

Uc(t)∗L4Uc(t) = O
(
L4 + N+ + M−1N 2

+ + 1
)
, (4.156b)

Uc(t)∗dΓ(WN,x)Uc(t) = O
(
dΓ(WN,x) + N+

)
, (4.156c)

uniformly in s ∈ [−1, 1] and M ≤ N1−3α.

Proof. We start with the inequality (4.156a) and compute

[dΓ(|i∇|), B+
c ] =

∑
p,q

√
N ̂̃φB(p)1|q|≤Nα(|p + q| + |p| − |q|)a∗

p+qa∗
−paq. (4.157)
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Using that ||p+q|−|q|| ≤ |p|, we obtain by the Cauchy-Schwarz inequality, for δ > 0

±θM (N+)[dΓ(|i∇|), B+
c ] + h.c.

≲ δθ2
M

∑
p,q

|p|a∗
p+qa∗

papap+q + δ−1 ∑
p,q

N |p|̂̃φB(p)21|q|≤Nαa∗
qaq

≲ δMdΓ(|i∇|) + δ−1N−1 log NN+, (4.158)

since ∥|i∇|1/2φ̃B∥2
2 ≲ N−2 log N by Lemma 2.1. Taking δ =

√
N/(M log N) this

gives

±[dΓ(|i∇|), Bc] ≲
√

M log N/N(N+ + dΓ(|i∇|)). (4.159)

Let f(t) = Uc(t)∗dΓ(|i∇|)Uc(t). Then, as
√

M log N/N ≲ 1 by assumption, we
obtain with N+ ≤ dΓ(|i∇|) on H+.

d
dtf(t) = Uc(t)∗[dΓ(|i∇|), B+

c ]Uc(t) ≲ f(t). (4.160)

The bound (4.156a) now follows from Grönwall’s inequality.
To prove the inequality (4.156b), we use the calculation of the commutator [L4, Bc]

from Lemma 4.15. The principal term satisfies, using the Cauchy-Schwarz inequality
as in (4.116),∑

p,q∈2πZ3\{0}
|q|≤Nα

V̂N ∗ φ̃B(p)a∗
p+qa∗

−paq + h.c. = O(L4 + N+). (4.161)

The difference of the principal term and the full commutator is bounded by using
Lemma 4.15 with δ = 1 and the constraint M ≤ N1−3α. The claim then follows
from Lemma 4.22 and Grönwall’s inequality, as above.

The inequality (4.156c) follows from Lemma 4.20 and Grönwalls inequality.

4.5 Low-energy bosons: Bogoliubov’s transformation

In this section we apply the well known Bogoliubov transformation that diagonalizes
the boson Hamiltonian for momenta below Nα. This goes back to the original work
of Bogoliubov [6], and has been employed in all subsequent works on the topic.
In addition to the standard computations, that we will omit, we will also need to
transform the boson-impurity interaction terms. The article [13] found a term in
the expansion of the ground state energy HN in powers of the scattering lengths
that does not come from the Bogoliubov–Fröhlich model. This term seems to arise
from interaction terms that create or annihilate two excitations from the condensate,
which are generated by acting on dΓ(WN,x) with UB. In Lemma 4.25 below, we show
that these terms are small relative to dΓ(WN,x). Since the latter contributes to the
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energy at order one, this shows that the contribution of these interaction terms is
small in N , in our setting.

The generator of the transformation is

BB = 1
8

∑
p∈2πZ3\{0}

|p|≤Nα

log
(
1 + 16πaV

p2

)
(apa−p − h.c.). (4.162)

The action of the unitary UB = eBB on the creation and annihilation operators can
be expressed by the explicit formulas

U∗
Ba∗(f)UB = a∗(Cf) + a(Sf), U∗

Ba(f)UB = a(Cf) + a∗(Sf), (4.163)

where C, S are the Fourier multipliers with coefficients

C(p) = 1
2

( |p|
(p4 + 16πaV p2)1/4 + (p4 + 16πaV p2)1/4

|p|

)
1|p|≤Nα + 1|p|>Nα

(4.164a)

S(p) = 1
2

( |p|
(p4 + 16πaV p2)1/4 − (p4 + 16πaV p2)1/4

|p|

)
1|p|≤Nα . (4.164b)

Notice that C(p) = cosh(−1
4 log(1 + 16πaV /p2)), and S(p) = sinh(−1

4 log(1 +
16πaV /p2)).

The main result of this section is the following proposition, which states that
for momenta below Nα the Hamiltonian acts almost like the Bogoliubov-Fröhlich
Hamiltonian (1.8) with cutoff Λ = Nα, except for the continued presence of the
positive terms dΓ(WN,x) and L4.

Proposition 4.24. Let 0 < α ≤ 1/8 and U∗
c U∗

W U∗
q HN UqUW Uc be given by Propo-

sition 4.13. Then as quadratic forms on H+

U∗
BU∗

c U∗
W U∗

q HN UqUW UcUB

= 4πaV (N − 1) + 8πaW

√
N + e

(UB)
N

+ dΓ(ω) − ∆x + a(wN,x) + a∗(wN,x) + HInt,> + dΓ(WN,x) + L4 + E(UB),

with

ŵN,x(p) = ŵx(p)10<|p|<Nα , ŵx(p) = 8πaW |p|e−ipx

(p4 + 16πaV p2)1/4 ,

the high momentum interaction

HInt,> =
(
a∗(√

N(−i∇φ̃I)x
)2 + h.c.

)
+ 2a∗(√

N(i∇φ̃I)x
)
a

(√
N(i∇φ̃I)x

)
− 2a∗(√

N(i∇φ̃I)x
)
i∇x + h.c.,

54



the scalar,

e
(UB)
N = 4πN(ãVN

− aV ) + 8π
√

N(ãWN
− aW )

+
∑

0 ̸=p∈2πZ3
|p|≤Nα

(1
2

√
p4 + 16πaV p2 − 1

2p2 − 4πaV + (4πaV )2

p2 + 2(4πaW )2

p2

)
,

and where the error satisfies

±E(UB) ≲ N−α/2dΓ(WN,x) + N−α/4L4 + N−1/2−α/4N 2
+

+ N−α/4(
log NdΓ(|i∇|) + N+ + 1 + (N+ + 1)1/2|∇x|

)
.

As usual, we will first prove Proposition 4.24 assuming known the bounds the
estimates given by Lemmas 4.25 and 4.27, which we will discuss in the remaining
part of this section.

Proof of Proposition 4.24. First, note that −∆x and HInt,> (which already appears
in Proposition 4.13) are left unchanged by UB since the generator does not depend
on x and acts only on momenta |p| ≤ Nα. By standard calculations (see e.g. [27])
using the relations (4.163), one finds that

U∗
B

(
dΓ(−∆ + 8πaV ) + L̃2

)
UB

=
∑

p

(√
p4 + 16πaV p21|p|≤Nα + (p2 + 8πaV )1|p|>Nα

)
a∗

pap

+
∑

|p|≤Nα

(1
2

√
p4 + 16πaV p2 − 1

2p2 − 4πaV

)
. (4.165)

The second term contributes to e
(UB)
N and the first equals dΓ(ω)+O(N−2αN+) using

that

|ω(p) − (p2 + 8πaV )|1|p|>Nα ≲ N−2α. (4.166)

For the interaction terms on momenta below Nα, one finds with (4.163)

U∗
B

(
a(W̃N,x) + a∗(W̃N,x)

)
UB =

∑
p

(C(p) + S(p))e−ipx ̂̃
W N (p)(a∗

p + a−p)

=
∑

|p|≤Nα

e−ipx|p|8πaW

(p4 + 16πaV p2)1/4 (a∗
p + a−p), (4.167)

which gives wN,x.
The terms dΓ(WN,x) and L4 are preserved by UB up to errors that can be absorbed

in E(UB) by Lemmas 4.25, 4.26 below. Moreover, U∗
BE(Uc)UB can also be absorbed in
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the error, where in the case of the error term (N+ + 1)1/2|∇x| we additionally make
use of the fact that ∇x commutes with both UB, and N+, which gives

U∗
B(N+ + 1)1/2|∇x|UB = |∇x|1/2U∗

B(N+ + 1)1/2UB|∇x|1/2

= O
(
(N+ + 1)1/2|∇x|

)
, (4.168)

by Lemma 4.26. This proves the claim.

Lemma 4.25. We have for α > 0 as quadratic forms on H+

U∗
BdΓ(WN,x)UB = dΓ(WN,x) + O

(
N−1/4dΓ(WN,x) + N−1/4(N+ + 1)

)
.

Proof. Writing dΓ(WN,x) as

dΓ(WN,x) =
∑
p,q

e−ix(p−q)ŴN (p − q)a∗
paq (4.169)

we find from (4.163)

U∗
BdΓ(WN,x)UB =

∑
p,q

(C(p)C(q) + S(p)S(q))e−ix(p−q)ŴN (p − q)a∗
paq

+
∑
p,q

C(p)S(q)e−ix(p−q)ŴN (p − q)a∗
pa∗

q + h.c.

+
∑

p

S(p)2ŴN (0). (4.170)

We have

S(p)2 =
(
1 −

√
1 + 16πaV /p2)2

4
√

p4 + 16πaV p2 1|p|≤Nα ≤ (8πaV )2

p4
√

p4 + 16πaV p2 ∈ ℓ1(2πZ3). (4.171)

From this the last term in (4.170) is a O(N−1/2). To bound the a∗a∗ term, we
use that C(p) = 1 + H(p) with H(p) =

√
S(p)2 + 1 − 1. By the Cauchy-Schwarz

inequality, we obtain

±
∑
p,q

S(q)e−ix(p−q)ŴN (p − q)a∗
pa∗

q + h.c. = ±
∫

WN,x(y)Š(y − y′)a∗
ya∗

y′ + h.c.

≲ δdΓ(WN,x) + δ−1
∫

WN,x(y)Š(y − y1)Š(y − y2)ay1a∗
y2

≲ δdΓ(WN,x) + δ−1∥WN ∥1∥S∥2
2(N+ + 1), (4.172)

and

±
∑
p,q

H(p)S(q)e−ix(p−q)ŴN (p − q)a∗
pa∗

q + h.c.

≲ ∥ŴN ∥∞∥S∥2∥H∥2(N+ + 1)
≲ N−1/2(N+ + 1). (4.173)
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Since C(p) is uniformly bounded in N , this gives with δ = N−1/4∑
p,q

C(p)S(q)e−ix(p−q)ŴN (p − q)a∗
pa∗

q + h.c.

= O
(
N−1/4dΓ(WN,x) + N−1/4(N+ + 1)

)
. (4.174)

From (4.171) we also immediately obtain∑
p,q

S(p)S(q)e−ix(p−q)ŴN (p − q)a∗
paq = O(N−1/2N+), (4.175)

and
∑

S(p)2Ŵ (0) ≲ N−1/2. Writing again C(p) = 1 + H(p) and using the Cauchy-
Schwarz inequality as in (4.174) then gives∑

p,q

C(p)C(q)e−ix(p−q)ŴN (p − q)a∗
paq

= dΓ(WN,x) + O
(
N−1/4dΓ(WN,x) + N−1/4(N+ + 1)

)
. (4.176)

This proves the claim.

Lemma 4.26. For all t ≥ 0 and 0 ≤ α < 1/2 we have as quadratic forms on H+

U∗
BN t

+UB = O
(
N t

+ + 1
)
,

UBN t
+U∗

B = O
(
N t

+ + 1
)
,

U∗
BL4UB = L4 + O

(
N−1+2α + N−1N 2

+
)
,

U∗
BdΓ(|i∇|)UB = O

(
dΓ(|i∇|) + N+ + 1

)
.

Proof. The first three estimates follow from the same arguments as in [27, Lem.18]
(first, for integer t, and then for all t by interpolation). The final inequality follows
from the fact that |p|1/2S(p) ∈ ℓ2(2πZ3) and C(p) ≲ 1 by an argument similar to
Lemma 4.25.

4.6 Excitation-impurity scattering: a second Weyl transformation

In this section we apply another Weyl transformation, similar to the one from Sec-
tion 4.3. However, it acts now on small momenta and the form factor of the trans-
formation is obtained from an equation involving the Bogoliubov dispersion relation
ω, instead of simply −∆, and the interaction wN instead of the potential WN . The
transformation is closely related to the first step of the renormalization in Section 3.

Let κ > 0, to be chosen later, and let α > 0 be the parameter of the previous
sections. We define the function f ∈ L2(T3) by

f̂x(p) = − ŵN (p)eipx

p2 + ω(p) 1κ<|p| =
−8πaW |p|eipx1κ<|p|≤Nα

(p2 +
√

p4 + 16πaV p2)(p4 + 16πaV p2)1/4 . (4.177)
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Note that this corresponds to fΛ
κ with Λ = Nα in (3.3). One easily checks that

∥fx∥2 ≲ 1, uniformly in κ and N . We then define the following unitary transfor-
mation, which is similar to the Gross transformation used in the renormalization of
some polaron models,

UG(t) = exp
(
t(a∗(fx) − a(fx))

)
, UG = UG(1). (4.178)

After this transformation, the Hamiltonian from Proposition 4.24 resembles closely
the operator (3.6) appearing in the renormalization procedure.

Proposition 4.27. Let κ > 0, 0 < α ≤ 1/10 and M = N1/2+α/2, denote U =
UGUqUW UcUB and recall the transformation of HN from Proposition 4.24. Then,
for Nα > κ

U∗HN U = 4πaV (N − 1) + 8πaW

√
N + e

(U)
N

− ∆x + dΓ(ω) + a(wκ
x) + a∗(wκ

x) + a∗(i∇vN,x)2 + a(i∇vN,x)2

+ 2a∗(i∇vN,x)a(i∇vN,x) + 2a∗(i∇xvN,x)i∇x + 2i∇xa(i∇xvN,x)
+ dΓ(WN,x) + L4 + E(U), (4.179)

where

ŵκ
x(p) = 8πa(W )|p|ω(p)−1/2eipx10<|p|≤κ,

v̂N,x =


8πaW

p2 + ω(p)
|p|√
ω(p)

eipx κ < |p| ≤ Nα,

√
N ̂̃φI(p)eipx Nα < |p|,

the scalar term has the value

e
(U)
N = 4πN(ãVN

− aV ) + 8π
√

N(ãWN
− aW )

+ 1
2

∑
0 ̸=p∈2πZ3

|p|≤Nα

(√
p4 + 16πaV p2 − p2 − 8πaV + 2(4πaV )2

p2

)

+ (8πaW )2 ∑
0̸=p∈2πZ3

|p|<Nα

( 1
2p2 −

p21|p|>κ

(p2 + ω(p))ω(p)

)
,

and the error term satisfies

±E(U) ≲ N−α/2dΓ(WN,x) + N−α/4L4 + N−1/2−α/4N 2
+

+ N−α/4(
(log N)2dΓ(|i∇|) + N+ + 1 + (N+ + 1)1/2|∇x|

)
. (4.180)
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Proof. Recall from Proposition 4.24 that

U∗HN U = 4πaV (N − 1) + 8πaW

√
N + e

(UB)
N + dΓ(ω) − ∆x

+ a(wN,x) + a∗(wN,x) + HInt,> + dΓ(WN,x) + L4 + E(UB). (4.181)

We have the identities (compare (3.5a), (3.5b) and (4.69))

U∗
GayUG = ay + fx(y), (4.182a)

U∗
G(i∇x)UG = i∇x + a∗(i∇xfx) + a(i∇xfx), (4.182b)

which gives with ∇xfx = −(∇f)x

U∗
G

(
− ∆x + dΓ(ω) + a(wN,x) + a∗(wN,x)

)
UG

= −∆x + dΓ(ω) + a(wκ
x) + a∗(wκ

x) + a(i∇fx)2 + a∗(i∇fx)2

+ 2a(i∇fx)a∗(i∇fx) − 2a∗(i∇fx)i∇x − 2i∇xa(i∇fx)

−
∑

κ<|p|≤Nα

ŵ(p)2

(p2 + ω(p)) . (4.183)

We now pass to HInt,>, which we recall is defined in Proposition 4.24. Note that the
transformation U∗

G leaves invariant the terms involving momenta greater than Nα.
Therefore, all the terms in HInt,> remain unchanged except the ones containing the
gradient ∇x. This gives, with ∇xfx = −(∇f)x

U∗
GHInt,>UG = HInt,> + 2a∗(√

N i∇φ̃I,x
)
(a(i∇fx) + a∗(i∇fx)) + h.c. (4.184)

Introducing vN,x = fx +
√

Nφ̃I,x and noting that the additional terms in (4.184)
complete the square with (4.183), we find

(4.183) + (4.184) = −∆x + dΓ(ω) + a(wκ
x) + a∗(wκ

x) −
∑

κ<|p|≤Nα

ŵ(p)2

(p2 + ω(p))

+ a∗(i∇vN,x)2 + a(i∇vN,x)2 + 2a∗(i∇vN,x)a(i∇vN,x)
− 2a∗(i∇vN,x)i∇ − 2i∇a(i∇vN,x). (4.185)

It remains to consider dΓ(WN,x), L4 and E(UB). With the shift property (4.182a),
we obtain

U∗
GdΓ(WN,x)UG = dΓ(WN,x) + a∗((WN f)x) + a((WN f)x) + ⟨f, WN f⟩. (4.186)

Next, one easily checks that

⟨f, WN f⟩ ≲ ∥WN ∥1∥f∥2
∞ ≲ N−1/2+2α, (4.187)
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and, using the Cauchy-Schwarz inequality, one obtains

a∗((WN f)x) + a((WN f)x) ≲ N−α/2dΓ(WN,x) + Nα/2⟨f, WN f⟩
≲ N−α/2dΓ(WN,x) + N−α/2, (4.188)

for α ≤ 1/6. This gives

U∗
GdΓ(WN,x)UG = dΓ(WN,x) + O(N−α/2 (dΓ(WN,x) + 1)). (4.189)

We now estimate the transformation of the quartic term L4, which gives

U∗
GL4UG − L4 =

∫
VN (y1 − y2)fx(y1)a∗

y1a∗
y2ay2 + h.c. (4.190a)

+ 1
2

∫
VN (y1 − y2)fx(y1)fx(y2)a∗

y1a∗
y2 + h.c. (4.190b)

+
∫

VN (y1 − y2)fx(y1)fx(y2)a∗
y1ay2 (4.190c)

+ dΓ(VN ∗ f2
x) +

(
a

(
(VN ∗ f2

x)fx
)

+ h.c.
)

(4.190d)

+ 1
2

∫
fx(y1)2fx(y2)2VN (y1 − y2). (4.190e)

Since ∥fx∥∞ ≲ ∥f̂x∥1 ≲ Nα and ∥fx∥2 ≲ 1 we have

(4.190e) ≲ ∥VN ∥1∥fx∥2
∞∥fx∥2

2 ≲ N−1+2α. (4.191)

Similarly, we obtain

(4.190d) = O(N−1+2α(N+ + 1)). (4.192)

Using the Cauchy-Schwarz inequality as in (4.21) and (4.57) yields

(4.190b) = O
(
N−α/2L4 + N−1+5α/2)

(4.193a)
(4.190a) = O

(
N−α/2L4 + Nα/2dΓ(VN ∗ f2

x)
)

= O
(
N−α/2L4 + N−1+5α/2N+

)
.

(4.193b)

These estimates, together with α ≤ 1/10, show that

U∗
GL4UG = L4 + O

(
N−α/2(L4 + N+ + 1)

)
. (4.194)

Finally, we estimate the action of UG on E(UB). Similarly as in (4.188), ∥|p|1/2f̂∥2
2 ≲

log N yields

U∗
GdΓ(|i∇|)UG = O

(
log N(dΓ(|i∇|) + 1)

)
. (4.195)
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With ∥f∥2 ≲ 1, one easily obtains

U∗
G(t)N k

+UG(t) = O(N k
+ + 1) (4.196)

for k ∈ N. Moreover,

U∗
G(N+ + 1)1/2|∇x|UG (4.197)

= (N+ + 1)1/2|∇x| +
∫ 1

0
UG(t)∗(

[(N+ + 1)1/2|∇x|, a∗(fx)] + h.c.
)
UG(t).

Let us estimate the commutator

[(N+ + 1)1/2|∇x|, a∗(fx)]
= (N+ + 1)1/2[|∇x|, a∗(fx)] + [(N+ + 1)1/2, a∗(fx)]|∇x|. (4.198)

To estimate the first term, we use that i∇xe−ikx = e−ikx(i∇x + k) and the triangle
inequality ||i∇x + p| − |i∇x|| ≤ |p| for all p, to obtain that

|⟨Ψ, [|i∇x|, a∗(fx)]Ψ⟩| =
∣∣∣〈Ψ,

∑
p

(|i∇x| − |i∇x − p|)f̂x(p)a∗
pΨ

∣∣∣〉

≤ ∥dΓ(|i∇|)1/2Ψ∥
( ∑

p

∥∥∥(|i∇x| − |i∇x − ip|)2|f̂x(p)|2

|p|
Ψ

∥∥∥2)1/2

≲
√

log N∥dΓ(|i∇|)1/2Ψ∥∥Ψ∥, (4.199)

where we used that ∥|p|1/2f̂∥2
2 ≲ log N . Hence, the first term in (4.198) is bounded

by

(N+ + 1)1/2[|∇x|, a∗(fx)] + h.c. = O
(

log N(dΓ(|i∇|) + 1)
)
. (4.200)

To bound the second term in (4.198), we write

a∗(fx)|∇x| = |∇x|1/2a∗(fx)|∇x|1/2 − [|∇x|1/2, a∗(fx)]|∇x|1/2 (4.201)

and use again that i∇xe−ikx = e−ikx(i∇x+k) and that ||i∇x+p|1/2−|i∇x|1/2| ≤ |p|1/2

from which we obtain

[(N+ + 1)1/2, a∗(fx)]|∇x| = ((N+ + 1)1/2 − N 1/2
+ )a∗(fx)|∇x|

= O
(
(N+ + 1)1/2|∇x| + log NdΓ(|i∇|)

)
, (4.202)

where we used that ∥|p|1/2f̂∥2
2 ≲ log N and that |(N+ + 1)1/2 − N 1/2

+ | ≤ 1.
It thus follows from (4.195) and Grönwall’s inequality that

U∗
G(N+ + 1)1/2|∇x|UG = O

(
(N+ + 1)1/2|∇x| + log N(dΓ(|i∇|) + 1)

)
. (4.203)

This completes the proof of the proposition.
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5 Convergence of the transformed Hamiltonian

In the section, we study the main part of the Hamiltonian appearing at the end of the
previous section in Proposition 4.27. The remaining singular contribution, which will
give rise to the log N -term in the energy, is the interaction term a∗(i∇xvN,x)2 + h.c.
from (4.179) (compare Section 3). For technical reasons, we will cut this term off at
particle numbers N+ > M = N1−α for the same α > 0 as before.

We thus define

HSing = −∆x + dΓ(ω) + dΓ(WN,x)
+ 1N+≤N1−αa∗(i∇vN,x)2 + a(i∇vN,x)21N+≤N1−α . (5.1)

The remaining terms from the transformed operator of Proposition 4.27, except L4
the constants and the error terms, are collected in the remainder

RN = 2a∗(i∇vN,x)a(i∇vN,x) − 2a∗(i∇vN,x)i∇x − 2i∇xa(i∇vN,x)+
+ a(wκ

x) + a∗(wκ
x). (5.2)

where we recall that for α > 0

ŵκ
x(p) = 8πaW |p|ω(p)−1/2eipx10<|p|≤κ

v̂N,x =


8πaW

p2 + ω(p)
|p|√
ω(p)

eipx κ < |p| ≤ Nα

√
N ̂̃φI(p)eipx Nα < |p|.

(5.3)

Note that, since
√

N ̂̃φI(p) ≲ |p|−2 by Lemma 2.2,

v̂N (p) ≲ |p|−2, (5.4)

and that v̂∞ is also a well-defined function. Also by Lemma 2.2, we have ∥∇vN,x∥2 ≲
N1/4, so

11N+>M a∗(i∇xvN,x)2 + h.c. = O
(
M−2√

N(N+ + 1)3)
. (5.5)

The result of Proposition 4.27 may be rephrased as

U∗HN U = HSing + RN + 4πaV (N − 1) + 8πaW

√
N + e

(U)
N

+ L4 + E(U) + O(N−3/2+2α(N+ + 1)3). (5.6)

For later use, we introduce the notation for the relevant part of the transformed
Hamiltonian

HU
N := HSing + RN . (5.7)
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Without the term dΓ(WN,x) in HSing, one should think of HU
N as the Bogoliubov-

Fröhlich Hamiltonian HΛ
BF defined in (3.1) for Λ = Nα dressed with the appropriate

Weyl transformation (compare with the expression given in (3.6)). This will be
discussed in detail in Section 5.1.

We will then show in Section 5.2 that the extra term dΓ(WN,x) only shifts the
limiting operator by a constant of order one. Indeed, the divergence in Hsing is
naturally expressed by the scalar

EN,W := −2
〈
∇vN ⊗ ∇vN , (5.8)(

(∇y1 + ∇y2)2 + ω(i∇y1) + ω(i∇y2) + WN (y1) + WN (y2) + 1
)−1

∇vN ⊗ ∇vN

〉
,

which differs from the same quantity with WN omitted from the resolvent at or-
der one, as shown in the proof of Theorem 1.1. The results of this Section are
summarized by:

Proposition 5.1. Recall the unitary operator U∞
κ defined in (3.4). For κ large

enough and 0 < α ≤ 1/2 we have

lim
N→∞

(
HU

N − EN,W

)
= (U∞

κ )∗HBFU∞
κ

in norm resolvent sense.

Proof of Proposition 5.1. In Proposition 3.5, we defined a self-adjoint operator as-
sociated to the quadratic form K∞ + T∞ + R∞, whose domain is contained in
Q(K∞) = (1 − G∞)−1Q(−∆x + dΓ(ω)). In (3.32) we proved that

HBF = U∞
κ (K∞ + T∞ + R∞ − 1)(U∞

κ )∗. (5.9)

On the other side of the equation, we will show in Proposition 5.7 that HU
N − EN,W

converges to K∞ + T∞ + R∞ − 1 in norm resolvent sense. Together, these prove the
claim.

5.1 Analysis of the singular Hamiltonian for W = 0

Let us denote

HSing,0 = −∆x + dΓ(ω) + a∗(i∇vN,x)2 + a(i∇vN,x)2. (5.10)

Note that here we do not cut off the interaction at N+ ≤ N1−α, as this is unnecessary
when the interaction term dΓ(WN,x) is absent, and such a cutoff is not used in
Section 3. Following the procedure form Section 3, we introduce

GN := −(−∆x + dΓ(ω) + 1)−1a∗(i∇vN,x)2, (5.11)
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and rewrite

HSing,0 = KN + TN + EN − 1 (5.12)

with
KN := (1 − G∗

N )(−∆x + dΓ(ω) + 1)(1 − GN ),
TN := −a(i∇vN,x)2(−∆x + dΓ(ω) + 1)−1a∗(i∇vN,x)2 − EN

(5.13)

and

EN := −2
〈
∇vN ⊗∇vN ,

(
(∇y1+∇y2)2+ω(i∇y1)+ω(i∇y2)+1

)−1
∇vN ⊗∇vN

〉
. (5.14)

We also use the definitions of G∞, K∞, T∞ from Section 3.
We now show regularity estimates for GN , and its convergence rate to G∞. We

then use these to infer comparison estimates between the dressed KN and the bare
Hamiltonian −∆x + dΓ(ω), as well as its convergence rate towards K∞.

Lemma 5.2 (Properties of GN ). For all 0 ≤ s < 1/2 there exists (Cκ)κ>0, C with
limκ→∞ Cκ = 0 so that for all κ > 0, N ∈ N ∪ {∞}

∥G∗
N (−∆x + dΓ(ω))s(N+ + 1)−s∥ ≤ Cκ, (5.15a)

and for all α > 0

∥(G∗
N − G∗

∞)(−∆x + dΓ(ω))s(N+ + 1)−s∥ ≤ CN (2s−1)α. (5.15b)

Moreover, for 1/2 ≤ s ≤ 1, ε > 0 there is C so that for all κ > 0, N ∈ N

∥G∗
N (−∆x + dΓ(ω))s(N+ + 1)−s∥ ≤ CN (s− 1

2 )++ε. (5.15c)

Proof. By the Cauchy-Schwarz inequality, we have

a∗(i∇vN,x)2a(i∇vN,x)2

=
∑

p,q,k,r

(k · r)(p · q)v̂N,x(k)v̂N,x(r)v̂N,x(p)v̂N,x(q)a∗
ka∗

rapaq

≤
∑

p,q,k,r

(p · q)2 |v̂N (p)|2

ω(p)1−s

|v̂N (q)|2

ω(q)1−s
ω(k)1−sω(r)1−sa∗

ka∗
rarak

≤
∥∥∥∥|k| v̂N

ω
1−s

2

∥∥∥∥4

2
dΓ(ω1−s)2 ≤

∥∥∥∥|k| v̂N

ω
1−s

2

∥∥∥∥4

2
(−∆x + dΓ(ω))2(1−s) N 2s

+ , (5.16)

for all s ≥ 0, N ∈ N ∪ {∞} for which the right hand side is finite. Using (5.4), we
have for 0 ≤ s < 1/2 that

Cκ :=
∥∥∥∥|k| v̂N

ω
1−s

2

∥∥∥∥2

2
≲

∑
|k|>κ

1
|k|2ω(k)1−s

≲ κ2s−1. (5.17)
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Thus, denoting H0 := −∆x + dΓ(ω) + 1,

(N+ + 1)−sHs
0GN G∗

NHs
0(N+ + 1)−s ≤ C2

κ, (5.18)

which proves (5.15a).
To prove the statement for the difference (5.15b), note that vN (k) − v∞(k) is

supported on the set where |k| > Nα, so this follows from the same argument where
now κ = Nα.

By the same reasoning, we have for s ≥ 1/2 and N < ∞

(N+ + 1)−sHs
0GN G∗

NHs
0(N+ + 1)−s ≲ C2

N , (5.19)

with, using Lemma 2.2,

CN =
∥∥∥|k| v̂N

ω
1−s

2

∥∥∥2

2
≲

∑
|k|≤Nα

1
|k|4−2s

+ N∥|∇|s ̂̃φI∥2
2 ≲ N (s− 1

2 )++ε. (5.20)

Lemma 5.3 (Properties of KN ). For κ sufficiently large, the following hold. The
operators KN with domain

D(KN ) := (1 − GN )−1D(−∆x + dΓ(ω)),

are self-adjoint for any N ∈ N∪ {∞}. Moreover, for 0 ≤ s ≤ 1 there is C > 0, such
that for all N ∈ N ∪ {∞} we have

∥(−∆x + dΓ(ω))s(1 − GN )K−s
N ∥ ≤ C, (5.21a)

∥N s
+K−s

N ∥ ≤ C. (5.21b)

Furthermore, KN converges to K∞ in norm resolvent sense, and for 0 ≤ s, α < 1/2,
there exists C > 0 so that for all N ∈ N∥∥∥Ks

N,0
(
K−1

N,0 − K−1
∞

)
Ks

∞

∥∥∥ ≤ CN (2s−1)α. (5.21c)

Proof. The operator H0 = −∆ + dΓ(ω) + 1 is invertible and, for κ sufficiently large,
so is 1 − GN (by Lemma 5.2), for all N ∈ N ∪ {∞}. From this, one easily checks
that KN is invertible on its domain. Since it is manifestly symmetric, KN must be
self-adjoint.

We now prove the estimate (5.21a). We will argue by interpolation, so first let
s = 1. By Lemma 5.2, for N ∈ N ∪ {∞}, inserting (1 − G∗

N ) and its inverse yields

∥(−∆x + dΓ(ω) + 1)(1 − GN )K−1
N ∥ = ∥(1 − G∗

N )−1∥ ≤ (1 − Cκ)−1. (5.22)
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For s = 0, we simply have, also by Lemma 5.2,

∥(−∆x + dΓ(ω) + 1)0(1 − GN )K0
N ∥ ≤ 1 + Cκ. (5.23)

The estimate (5.21a) now follows by complex interpolation (cf. [47, Theorem IX.20]).
To prove the bound (5.21b) on N+, we use that N+GN = GN (N+ + 2). Adding and
subtracting GN , we obtain

∥N s
+K−s

N ∥ ≤ ∥N s
+(1 − GN )K−s

N ∥ + Cκ∥(N+ + 2)sK−s
N ∥, (5.24)

where we bounded GN using Lemma 5.2. As x 7→ xs is sub-additive for s ≤ 1 this
implies the claim (5.21b) if κ is sufficiently large for Cκ < 1 to hold.

We now show the convergence by proving the bound (5.21c). With the resolvent
formula, we have

Ks
N

(
K−1

N − K−1
∞

)
Ks

∞ = K−1+s
N

(
K∞ − KN )K−1+s

∞ (5.25)

= Ks−1
N

(
(G∗

N − G∗
∞)H0(1 − G∞) + (1 − G∗

N )H0(GN − G∞)
)
Ks−1

∞ .

Thus (5.15b) and (5.21a) imply that for 0 ≤ s < 1/2∥∥∥Ks
N

(
K−1

N − K−1
∞

)
Ks

∞

∥∥∥
≲ ∥K−1+s

N (G∗
N − G∗

∞)Hs
0∥∥H1−s

0 (1 − G∞)K−1+s
∞ ∥

+ ∥K−1+s
N (1 − G∗

N )H1−s
0 ∥∥Hs

0(GN − G∞)K−1+s
∞ ∥

≲ N (2s−1)α(∥(N+ + 2)sK−1+s
N ∥ + ∥(N+ + 2)sK−1+s

∞ ∥), (5.26)

where we used that G∗
N N+ = (N++2)G∗

N . In view of (5.21b) this proves (5.21c).

We now discuss the operator TN . Rewriting Hsing,0 as in (5.12) extracts the
divergent scalar contribution EN , and T∞ is well defined as the limit of TN . To
make this explicit, we follow Section 3. Using the commutation rules

i∇xe−ikx = e−ikx(i∇x + k), dΓ(ω)a∗
k = a∗

k(dΓ(ω) + ω(k)) (5.27)

we write TN as a sum of terms in “normal order”,

TN = ΘN,0 + ΘN,1 + ΘN,2, (5.28)
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with

ΘN,0 = −2
∑

k,ℓ∈2πZ3
|k|,|ℓ|>κ

(k · ℓ)2v̂N (k)2v̂N (ℓ)2

(i∇x − k − ℓ)2 + ω(k) + ω(ℓ) + dΓ(ω) + 1 − EN (5.29a)

ΘN,1 = 4
∑

k,ℓ∈2πZ3
|k|,|ℓ|>κ

e−ikxa∗
kθN,1(k, ℓ)aℓe

iℓx (5.29b)

ΘN,2 =
∑

k1,k2∈2πZ3
|k1|,|k2|>κ

∑
ℓ1,ℓ2∈2πZ3
|ℓ1|,|ℓ2|>κ

e−ik1xe−ik2xa∗
k1a∗

k2θN,2(k1, k2, ℓ1, ℓ2)aℓ1aℓ2e−iℓ1xeiℓ2x,

(5.29c)

where the kernels are defined as

θN,1(k, ℓ) = −
∑

ξ∈2πZ3
|ξ|>κ

(k · ξ)(ℓ · ξ)v̂N (k)v̂N (ℓ)v̂N (ξ)2

(i∇x + k − ℓ − ξ)2 + ω(k) + ω(ℓ) + ω(ξ) + dΓ(ω) + 1

(5.30)

and

θN,2(k1, k2, ℓ1, ℓ2) (5.31)

= − (k1 · k2)v̂N (k1)v̂N (k2)(ℓ1 · ℓ2)v̂N (ℓ1)v̂N (ℓ2)
(i∇x + k1 + k2 − ℓ1 − ℓ2)2 + ω(k1) + ω(k2) + ω(ℓ1) + ω(ℓ2) + dΓ(ω) + 1 .

Observe that the series θN,j converge as functions of i∇x and dΓ(ω). As we will
see, the operators ΘN,j are bounded relatively to KN . Because of this, T∞ is well
defined on D(KN ). This entails:

Proposition 5.4. For κ sufficiently large, 0 < α ≤ 1/2, N, N ′ ∈ N ∪ {∞} and all
Ψ ∈ D(KN ′)

∥TN Ψ∥ ≤ Cκ∥KN ′Ψ∥

where limκ→∞ Cκ = 0. Moreover, for all 0 < ε < 1/4 there is C > 0 so that for
N, N ′ ∈ N ∪ {∞}, 0 < α ≤ 1/2

∥(TN − T∞)K−1
N ′ ∥ ≤ CN−αε.

In particular, for κ > 0 large enough, the operator K∞ + T∞ is self-adjoint on

D(K∞) := (1 − G∞)−1D(−∆x + dΓ(ω)).

and Hsing,0 − EN converges to K∞ + T∞ in norm resolvent sense.
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Proof of Proposition 5.4. We split the proof of the bounds on TN = ΘN,0 +
ΘN,1 + ΘN,2 into two parts, one on uniform bounds for ΘN,j , and one on the differ-
ences ΘN,j − Θ∞,j .

Lemma 5.5. Let 0 < s < 1/2. There is Cκ with limκ→∞ Cκ = 0 so that for all
κ > 0, N ∈ N ∪ {∞} and Ψ ∈ D(N 1−s

+ (−∆x + dΓ(ω)s)

∥ΘN,1Ψ∥ ≤ Cκ∥N 1/2−s
+ dΓ(ω)sΨ∥

∥ΘN,2Ψ∥ ≤ Cκ∥N 1−s
+ dΓ(ω)sΨ∥.

Moreover, for ε > 0 there is C so that for all N ∈ N and κ > 0

∥ΘN,0Ψ∥ ≤ Cκ−ε∥(−∆x + dΓ(ω))εΨ∥.

Proof. We start by proving the estimate on ΘN,1. First note that using (5.4) we
have the point-wise bound

|θN,1(k, ℓ)| ≲ 1
|k||ℓ|(ω(k) + ω(ℓ) + dΓ(ω))1/2 . (5.32)

Using this and the Cauchy-Schwarz inequality, we have that for any Φ ∈ H+, Ψ ∈
D(dΓ(ω)sN 1−s

+ ) and δ > 0, denoting t = s + 1/2 ∈ (1/2, 1),

⟨Φ, ΘN,1Ψ⟩ =
∑

|k|,|ℓ|>κ

〈
ω(ℓ)−(1+t)/2ω(k)t/2akΦ, ω(ℓ)(t+1)/2ω(k)−t/2θN,1(k, ℓ)aℓΨ

〉
≲ δ

∑
|k|,|ℓ|>κ

ω(ℓ)−(1+t)ω(k)t
∥∥∥ 1

(ω(k) + ω(ℓ) + dΓ(ω))t/2 akN −(1−t)/2
+ Φ

∥∥∥2

+ 1
δ

∑
|k|,|ℓ|>κ

ω(k)−(1+t)ω(ℓ)t
∥∥∥ 1

(ω(k) + ω(ℓ) + dΓ(ω))1/2−t/2 aℓN
(1−t)/2
+ Ψ

∥∥∥2

≲ Cκ

(
δ∥dΓ(ωt)1/2dΓ(ω)−t/2N −(1−t)/2

+ Φ∥2

+ δ−1∥dΓ(ωt)1/2dΓ(ω)−(1−t)/2N (1−t)/2
+ Ψ∥2

)
≲ Cκ

(
δ∥Φ∥2 + δ−1∥dΓ(ω)t−1/2N 1−t

+ Ψ∥2
)

= Cκ

(
δ∥Φ∥2 + δ−1∥dΓ(ω)sN 1/2−s

+ Ψ∥2
)

, (5.33)

where we used that dΓ(ωt) ≤ dΓ(ω)tN 1−t
+ and denoted

Cκ =
∑

|k|>κ

ω(k)−(1+t) −→
κ→∞

0. (5.34)

Optimizing over δ yields the claim.
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We now turn to the proof of the bound on ΘN,2. With the same reasoning as (5.32)
we find the bound

|θN,2(k1, k2, ℓ1, ℓ2)| ≲ 1
|k1||k2||ℓ1||ℓ2|(ω(k1) + ω(k2) + ω(ℓ1) + ω(ℓ2) + dΓ(ω)) .

(5.35)

Similarly as above, let Φ ∈ H+, Ψ ∈ D(N 1−2s
+ dΓ(ω)2s), δ > 0 using the Cauchy-

Schwarz inequality and denoting again t = (1 + s)/2 ∈ (1/2, 3/4), we obtain

⟨Φ, ΘN,2Ψ⟩

≲ δ
∑

|k1|,|k2|>κ
|ℓ1|,|ℓ2|>κ

ω(ℓ1)−(1+t)ω(ℓ2)−(1+t)ω(k1)tω(k2)t

× ∥(ω(k1) + ω(k2) + ω(ℓ1) + ω(ℓ2) + dΓ(ω))−tak1ak2N −2(1−t)
+ Φ∥2

+ 1
δ

∑
|k1|,|k2|>κ
|ℓ1|,|ℓ2|>κ

ω(k1)−(1+t)ω(k2)−(1+t)ω(ℓ1)tω(ℓ2)t

× ∥(ω(k1) + ω(k2) + ω(ℓ1) + ω(ℓ2) + dΓ(ω))−1+tak1ak2N 2(1−t)
+ Ψ∥2

≲ C2
κ(δ∥dΓ(ωt)dΓ(ω)−tN −(1−t)

+ Φ∥2 + δ−1∥dΓ(ωt)dΓ(ω)−(1−t)N 1−t
+ Ψ∥2)

≲ C2
κ(δ∥Φ∥2 + δ−1∥dΓ(ω)sN 1−s

+ Ψ∥2). (5.36)

Optimizing over δ proves the desired bound.
Finally, we prove the bound on ΘN,0. Since ΘN,0 is a function of the commuting

operators i∇x and dΓ(ω), it is sufficient to prove a point-wise bound on this function,
by the functional calculus. First, rewrite ΘN,0 as

ΘN,0 =
∑

k,ℓ∈2πZ3

( 2(k · ℓ)2v̂N (k)2v̂N (ℓ)2

(i∇x + k + ℓ)2 + ω(k) + ω(ℓ) + dΓ(ω) + 1

× (i∇x + k + ℓ)2 + dΓ(ω) − (k + ℓ)2)
(k + ℓ)2 + ω(k) + ω(ℓ) + 1

)
. (5.37)
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Using that |v̂N (k)| ≲ k−2, we have for all ε > 0,

|ΘN,0| ≲
∑

|k|,|ℓ|>κ

1
|k|2|ℓ|2(ω(k) + ω(ℓ))

(i∇x)2 + |i∇x||k| + dΓ(ω)
((i∇x + k + ℓ)2 + ω(k) + ω(ℓ) + dΓ(ω))

≲ (i∇x)2 ∑
|k|,|ℓ|>κ

1
|k|3|ℓ|3

1
(i∇x + k + ℓ)2 + |k|2 + |ℓ|2

+ |i∇x|
∑

|k|,|ℓ|>κ

1
|k|3|ℓ|3

|k|
(i∇x + k + ℓ)2 + |k|2 + |ℓ|2

+ dΓ(ω)
∑

|k|,|ℓ|>κ

1
|k|3|ℓ|3

1
dΓ(ω) + |k|2 + |ℓ|2

≲ κ−ε((i∇x)2 + dΓ(ω))ε, (5.38)

where we used that
1

(i∇x + k + ℓ)2 + |k|2 + |ℓ|2
≲

1
(i∇x)2 . (5.39)

This proves the claim.

Lemma 5.6. For 0 < α, s < 1/2, 0 < ε < s there is C so that for all N ∈ N, κ > 0
and Ψ ∈ D(N 1−s

+ (−∆x + dΓ(ω))s)

∥(ΘN,1 − Θ∞,1)Ψ∥ ≤ CN−αε∥N
1
2 + ε

2 −s
+ dΓ(ω)sΨ∥,

∥(ΘN,2 − Θ∞,2)Ψ∥ ≤ CN−αε∥N 1−s
+ dΓ(ω)sΨ∥.

Moreover, for all 0 < ε ≤ 2 there is C > 0 so that for N ∈ N, κ > 0

∥(ΘN,0 − Θ∞,0)Ψ∥ ≤ CN−αε∥(−∆x + dΓ(ω))εΨ∥.

Proof. To estimate the convergence rate as N → ∞, we use (5.4) in the form

|v̂N (p) − v̂∞(p)| ≲ 1|p|>Nα |p|−2 ≤ N−αε|p|−2+ε. (5.40)

From this it follows that

|θN,1(k, ℓ) − θ∞,1(k, ℓ)| ≲ N−αε

|k|1−ε|ℓ|1−ε(ω(k) + ω(ℓ) + dΓ(ω))1/2−ε/2 (5.41)

and

|θN,2 − θ∞,2|(k1, k2, ℓ1, ℓ2) (5.42)

≲
N−αε

|k1|1−ε|k2|1−ε|ℓ1|1−ε|ℓ2|1−ε(ω(k1) + ω(k2) + ω(ℓ1) + ω(ℓ2) + dΓ(ω)) .
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The rest of the proof follows as in the proof of of Lemma 5.5. We only give the
details for ΘN,1. Choosing t = s + 1

2 + ε
2 , from the condition on s and ε, we have

1 − ε + t > 3/2, and therefore

Nαε|⟨Φ, (ΘN,1 − Θ∞,1)Ψ⟩|

≲ δ
∑

|k|,|ℓ|>κ

ω(ℓ)−(1−ε+t)ω(k)t−ε

∥∥∥∥ (N+ + 1)−(1−t+ε)/2

(ω(k) + ω(ℓ) + dΓ(ω))t/2−ε/2 akΦ
∥∥∥∥2

+ 1
δ

∑
|k|,|ℓ|>κ

ω(k)−(1−ε+t)ω(ℓ)t−ε

∥∥∥∥ (N+ + 1)(1−t+ε)/2

(ω(k) + ω(ℓ) + dΓ(ω))1/2−t/2 aℓΨ
∥∥∥∥2

≲ Cκ

(
δ∥Φ∥2 + δ−1∥dΓ(ω)sN 1/2−s+ε/2

+ Ψ∥2
)

. (5.43)

As before, optimizing over δ gives the desired estimate.

We conclude this section with the proof of Proposition 5.4.

Proof of Proposition 5.4. Recall that TN = ΘN,0+ΘN,1+ΘN,2, so in view of Lemmas
5.5 and 5.6, we only need to bound the operators N 1/2−s

+ dΓ(ω)s, N 1−2s
+ dΓ(ω)2s and

(−∆x + dΓ(ω))s, for 0 < s < 1/4, relative to KN ′ . The worst case is N 1−2s
+ dΓ(ω)2s,

for which we have

∥N 1−2s
+ dΓ(ω)2sΨ∥ ≤ ∥N 1−2s

+ dΓ(ω)2s(1 − GN )Ψ∥ + ∥N 1−2s
+ dΓ(ω)2sGN Ψ∥

≲ ∥KN ′Ψ∥ + ∥(N+ + 2)Ψ∥ ≲ ∥(KN ′ + 2)Ψ∥, (5.44)

by applying first (5.21a) and (5.15a), and then (5.21b).
This implies self-adjointness of K∞ + T∞ by the Kato-Rellich theorem. Resolvent

convergence follows from the convergence of TN and the uniform relative bound. A
detailed argument is provided in the more general case of Proposition 5.7.

5.2 Analysis of HU
N = HSing + RN

We now turn to the full Hamiltonian HU
N , starting with the singular part HSing. In

analogy with the previous section and Section 3, we introduce

GN,W = −(−∆x + dΓ(ω) + dΓ(WN,x) + 1)−11N+≤N1−αa∗(i∇vN,x)2, (5.45)

where now the particle number is cut off at M = N1−α as in (5.1). Then, we can
write

HSing = KN,W + TN,W + EN,W − 1, (5.46)
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with EN,W defined in (5.8) and

KN,W := (1 − G∗
N,W )(−∆x + dΓ(ω) + dΓ(WN,x) + 1)(1 − GN,W ), (5.47)

TN,W := −1N+≤N1−αa(i∇vN,x)2(−∆x + dΓ(ω) + dΓ(WN,x) + 1)−1a∗(i∇vN,x)2

− EN,W . (5.48)

In this section we prove that HSing + RN − EN,W + 1 converges to the self-adjoint
operator K∞ + T∞ + R∞ in norm resolvent sense, where R∞ is defined by setting
N = ∞ in RN , as in Section 3.

Proposition 5.7. For κ sufficiently large there exists C so that for all 0 < α ≤ 1/2,
ε > 0, and N ∈ N we have

∥(HU
N − EN,W + 1 ± i)−1 − (K∞ + T∞ + R∞ ± i)−1∥ ≤ CN−( 1

4 −ε)α.

Moreover, for 0 ≤ s < 5/8 there exists C so that for all N ∈ N

∥Ks
N,W (HU

N − EN,W ± i)−1∥ ≤ C.

In order to prove this, we proceed similarly as in the previous section and first
establish bounds on GN,W , KN,W , as well as their differences to GN , KN .

Lemma 5.8 (Properties of GN,W ). For 0 ≤ s ≤ 5/8 there exists (Cκ)κ>0, C with
limκ→∞ Cκ = 0 so that for all κ, α > 0, and sufficiently large N ∈ N

∥G∗
N,W (−∆x + dΓ(ω))s(N+ + 1)−s∥ ≤ Cκ, s < 1/2, (5.49a)

∥G∗
N,W (−∆x + dΓ(ω))s(N+ + 1)−s∥ ≤ CN s− 1

2 +ε, s ≥ 1/2. (5.49b)

Moreover, for 0 ≤ s ≤ 1/2 there is C so that for all κ, α > 0, N ∈ N,∥∥(G∗
N,W − G∗

N )(−∆x + dΓ(ω))s(N+ + 1)− 1
2
∥∥ ≤ CN (− 1

4 +(s− 1
4 )+)(1−α) (5.49c)

Proof. Denote H0 = −∆x+dΓ(ω)+1, W = dΓ(WN,x). From the proof of Lemma 5.2,
specifically (5.16), using that W ≥ 0 we obtain the a-priori bound on GN,W ,

(N+ + 1)−1/2H1/2
0 GN,W G∗

N,WH1/2
0 (N+ + 1)−1/2

≲ C2
NH1/2

0 (H0 + W)−1H0(H0 + W)−1H1/2
0 ≲ C2

N , (5.50)

with the constant

CN = ∥ω−1/4|k|v̂N ∥2
2 ≲

∑
|k|≤Nα

1
|k|3

+ N∥|∇|1/2 ̂̃φI∥2
2 ≲ log N, (5.51)
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by Lemma 2.2. This proves that ∥G∗
N,WH1/2

0 (N+ + 1)−1/2∥ ≲ log N . Now, by the
resolvent formula,

G∗
N,W − G∗

N1N+≤N1−α = −a(i∇vN,x)21N+≤N1−α

(
(H0 + W)−1 − H−1

0
)

= −G∗
N,WWH−1

0 . (5.52)

As we already have bounds on ∥G∗
NHs

0(N+ + 1)−s1N+≤N1−α∥ ≤ ∥G∗
NHs

0(N+ + 1)−s∥
from Lemma 5.2, we will prove the bounds on GN,W by estimating the right hand
side. With (5.50) we have

∥G∗
N,WWH−1+s

0 (N++1)−s∥ ≲ log N∥H−1/2
0 WHs−1

0 (N++1)1/2−s1N+≤N1−α∥. (5.53)

To bound this, we use that the Sobolev inequality on the torus gives

WN ≲ ∥WN ∥3/(2t)(−∆ + 1)t, (5.54)

for t ∈ (0, 3/2), from which we obtain that

dΓ(WN,x) ≲ N1−tdΓ(ωt) ≲ N1−tN (1−t)+
+ dΓ(ω)t (5.55)

uniformly in x. Note we assume that W ∈ L1 ∩ L2, which corresponds to t ∈
[3/4, 3/2]. Consider first the case s ≤ 1/4. Applying the inequality once for t = 1
and once for t = 3/2 − 2ε, for 0 < ε < 3/8 yields

∥H−1/2
0 WHs−1

0 (N+ + 1)1/2−s1N+≤N1−α∥ ≲ N−α(1/4−ε). (5.56)

Similarly, for 1/4 ≤ s < 1/2, we use t = 2(1 − s) > 1 and find

∥H−1/2
0 WHs−1

0 (N+ + 1)1/2−s1N+≤N1−α∥ ≲ N−α(1/2−s). (5.57)

Choosing N sufficiently large then proves the claim (5.49a). The inequality (5.49b),
where s ≥ 1/2, follows from the same the reasoning, but here we do not need to use
the cutoff 1N+≤N1−α or choose N large (the restriction s ≤ 5/8 ensures that only
the norms ∥WN ∥p with 1 ≤ p ≤ 2 intervene). To prove the final bound (5.49c), we
use again the resolvent formula to obtain

∥(G∗
N,W − G∗

N )Hs
0(N+ + 1)− 1

2 ∥

≤ ∥G∗
NHs

0(N+ + 1)− 1
21N+>N1−α∥ + ∥G∗

N,WWH−1+s
0 (N+ + 1)− 1

2 ∥. (5.58)

The first term is bounded by N (1−α)(s−1/2) by Lemma 5.2, and the second by
N− 1

4 +(s− 1
4 )++ε, as before (without having to use the cutoff on N+ due to the larger

power of (N+ + 1)−1). Both of these quantities are smaller than the claimed one for
an appropriate choice of ε (depending on α, s). This proves the claim.
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Lemma 5.9 (Properties of KN,W ). For κ sufficiently large and 0 < α ≤ 1/2 the
following holds. The operators KN,W are self-adjoint and converge to K∞ in norm-
resolvent sense as N → ∞.

Moreover, for 0 ≤ s ≤ 1 there is C > 0, such that for large enough N ∈ N

∥(−∆x + dΓ(ω) + dΓ(WN,x))s(1 − GN,W )K−s
N,W

∥∥∥ ≤ C, (5.59a)

∥N s
+K−s

N,W ∥ ≤ C, (5.59b)

and for 0 ≤ s < 1/2, ε > 0 there exists C > 0 so that for N ∈ N sufficiently large∥∥Ks
N,W

(
K−1

N,W − K−1
N

)
Ks

N

∥∥ ≤ CN (− 1
4 +(s− 1

4 )+)(1−α) (5.59c)

Proof. In view of the bounds on GN,W from Lemma 5.8, self-adjointess and the esti-
mates (5.59a), (5.59b) follow from exactly the same argument as their analogues for
KN in Lemma 5.3. Convergence to K∞ will follow once we have established (5.59c),
since we already know that KN converges to K∞.

It remains to prove (5.59c). Similarly as above, we have with W = dΓ(WN,x),
H0 = −∆x + dΓ(ω) + 1,

Ks
N,W

(
K−1

N,W − K−1
N

)
Ks

N = Ks−1
N,W

(
KN − KN,W

)
Ks−1

N

= Ks−1
N,W

(
(1 − G∗

N,W )(H0 + W)(GN − GN,W )
)
Ks−1

N (5.60a)
+ Ks−1

N,W

(
(1 − G∗

N,W )W(1 − GN )
)
Ks−1

N (5.60b)
+ Ks−1

N,W

(
(G∗

N − G∗
N,W )H0(1 − GN )

)
Ks−1

N . (5.60c)

To bound (5.60a), we use that ∥(H0 + W)sH−s
0 ∥ ≲ 1 (which holds by (5.55) and for

s = 1/2 by operator monotonicity or interpolation) to obtain

∥(5.60a)∥
(5.59a)
≲ ∥(H0 + W)s(GN − GN,W )Ks−1

N ∥ ≲ ∥Hs
0(GN − GN,W )Ks−1

N ∥
(5.49c)
≲ N (− 1

4 +(s− 1
4 )+)(1−α)∥(N+ + 3)

1
2 Ks−1

N ∥. (5.61)

The final quantity is bounded by (5.21b), which proves the required estimate. The
bound on (5.60c) is obtained in the same way.

The middle term (5.60b) is bounded using (5.21a), (5.59a) and (5.55), to obtain
for ε > 0

∥(5.60b)∥ ≲ ∥Ks−1
N,W (1 − G∗

N,W )(H0 + W)1/2∥∥(H0 + W)−1/2H1/2
0 ∥

× ∥dΓ(ω)−1/2WdΓ(ω)s−1∥∥dΓ(ω)1−s(1 − GN )Ks−1
N,0 ∥

≲ N− 1
4 +(s− 1

4 )++ε. (5.62)

This concludes the proof of (5.59c), and the proposition.
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Corollary 5.10 (Comparison estimates for KN,W ). For all 0 ≤ s < 1/2, and
s ≤ t ≤ 1 we have for κ, N large enough

∥N t−s
+ (−∆x + dΓ(ω))sK−t

N,W ∥ ≲ 1.

Moreover, for 0 < s, ε ≤ 1/8

∥(−∆x + dΓ(ω))1/2+sK
−1/2−s
N,W ∥ ≲ N s+ε. (5.63)

Proof. Let us denote H0 = −∆x +dΓ(ω)+1 and W = dΓ(WN,x). Using Lemma 5.8,
we obtain with N+GN,0 = GN,0(N+ + 2)

∥N t−s
+ Hs

0K−t
N,W ∥

≲ ∥N t−s
+ (H0 + W + 1)s(1 − GN,W )K−t

N,W ∥ + ∥N t−s
+ (H0 + W)sGN,W K−t

N,W ∥
≲ ∥(H0 + W + 1)t(1 − GN,W )K−t

N,W ∥ + Cκ∥(N+ + 2)tK−t
N,W ∥. (5.64)

We also used that W ≥ 0 and that s < 1/2. The first bound thus follows from (5.59a)
and (5.59b). To prove the second bound, the same calculation using (5.49b) yields

∥H1/2+s
0 K

−1/2−s
N,W ∥

≲ ∥H1/2+s
0 (1 − GN,W )K−1/2−s

N,W ∥ + CN s+ε∥(N+ + 1)1/2+sK
−1/2−s
N,W ∥. (5.65)

The second term on the right hand side is bounded using (5.59b). For the first term,
we use (5.59a) to obtain

∥H1/2+s
0 (1 − GN,W )K−1/2−s

N,W ∥ ≲ ∥H1/2+s
0 (H0 + W)−1/2−s∥

≲ ∥H−1/2+s
0 (H0 + W)1/2−s∥ + ∥Hs−1/2

0 W(H0 + W)−1/2−s∥

≲ 1 + ∥WN ∥1/2
3/2∥WN ∥1/2

3/(2−4s) ≲ N s, (5.66)

where we used again that Ht
0(H0 + W)−t is uniformly bounded for −1/2 ≤ t ≤ 1/2,

and (5.55). The restriction s ≤ 1/8 means that 3/(2 − 4s) ≤ 2, so the corresponding
norm of WN is finite by hypothesis.

Lemma 5.11. For all 0 < s < 1/4 there are C, (Cκ)κ>0 with Cκ → 0 as κ → ∞
such that for all κ > 0, and sufficiently large N ∈ N, it holds that for all Ψ ∈
D(N 1/2−s/2

+ (−∆x + dΓ(ω))s)∣∣⟨Ψ, TN,W Ψ⟩
∣∣ ≤ Cκ

∥∥(−∆x + dΓ(ω))sN 1/2−s
+ Ψ

∥∥2

and ∣∣⟨Ψ, (TN,W − TN )Ψ⟩
∣∣ ≤ CN−(1−α)s∥∥N (1−s)/2

+ (−∆x + dΓ(ω))sΨ
∥∥2

.
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It is important to note that this lemma together with Lemma 5.6 implies that
limN→∞⟨Ψ, TN,W Ψ⟩ = ⟨Ψ, T∞Ψ⟩, which is crucial for the fact that dΓ(WN,x) does
not change the excitation spectrum. It only contributes a scalar term of order one
which is limN→∞(EN,W − EN ). The fact that dΓ(WN,x) does contribute at order
one in this way makes the proof of Lemma 5.11 rather subtle. This proof is given in
Section 5.2.1 below.

Lemma 5.12. For 3/8 < s ≤ 1/2, |t| ≤ 1/2 − s and δ > 0, there exists κ0, so that
for all κ ≥ κ0 there is C with

|⟨Φ, RN Ψ⟩| ≤ δ
∥∥∥{

(−∆x + dΓ(ω))s(N+ + 1)1/2−s+t + C
}

Φ
∥∥∥

×
∥∥∥{

(−∆x + dΓ(ω))s(N+ + 1)1/2−s−t + C
}

Ψ
∥∥∥ . (5.67a)

for all N ∈ N ∪ {∞}, Φ, Ψ ∈ D((−∆x + dΓ(ω))sN 1/2+t
+ ). Moreover, for 3/8 < s <

1/2 there is C so that for all N ∈ N, κ > 0

±(RN − R∞) ≤ CN−(4s−3/2)α(−∆x + dΓ(ω))2s(N+ + 1)1−2s. (5.67b)

The proof of this Lemma is given in Section 5.2.2 below. These estimates allow
us to define a self-adjoint realization of KN,W + TN ′,W + RN ′ .

Lemma 5.13. For κ > 0, N ′ ∈ N∪ {∞} sufficiently large and all N ∈ N∪ {∞} the
quadratic form

⟨Ψ, (KN,W + TN ′,W )Ψ⟩ + ⟨Ψ, RN ′Ψ⟩

defines a unique self-adjoint operator KN,W + TN ′,W + RN ′ with domain contained
in Q(KN,W ).

Moreover, for 3/8 < t < 5/8 there exists a constant C so that for all N ∈ N∪{∞}
and N ′ ∈ N ∪ {∞} sufficiently large

∥Kt
N,W (KN,W + TN ′,W + RN ′ + i)−1K1−t

N,W ∥ ≤ C.

Proof. Recall that by Corollary 5.10 we can bound uniformly the quadratic forms
(−∆ + dΓ(ω))sN 1−s

+ by KN,W for all 0 ≤ s < 1. Therefore, it follows from Lemmas
5.11 and 5.12 that TN ′,W and RN ′ are form bounded by KN,W , uniformly in N, N ′.
The same lemmas show that for κ and N ′ large enough the relative constant can be
chosen smaller than one. This allows us to apply the KLMN theorem [47, Theorem
X.17]: the quadratic form KN,W + TN ′,W + RN ′ then defines a unique self-adjoint
operator with domain contained in Q(KN,W ). This also implies the resolvent bound
for t = 1/2. Moreover, Lemmas 5.12 and 5.11 imply that

∥(KN,W + C)t−1RN ′(KN,W + C)−t∥ < 1
∥(KN,W + C)t−1TN ′,W (KN,W + C)−t∥ < 1

(5.68)
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for 3/8 < t < 5/8 and κ, C, N ′ sufficiently large. This implies the bound in the
general case by application of the Kato-Rellich Theorem to KN,W and (KN,W +
C)t−1RN ′(KN,W + C)1−t, (KN,W + C)t−1TN ′,W (KN,W + C)1−t.

We can now prove Proposition 5.7.

Proof of Proposition 5.7. Recall that HU
N − EN,W + 1 = KN,W + TN,W + RN , hence

the resolvent identity gives

(HU
N − EN,W + 1 ± i)−1 − (K∞ + T∞ + R∞ ± i)−1

= (KN,W + TN,W + RN ± i)−1(T∞ + R∞ − TN,W − RN )
× (KN,W + T∞ + R∞ ± i)−1 (5.69a)

+ (KN,W + T∞ + R∞ ± i)−1(KN − KN,W )
× (KN + T∞ + R∞ ± i)−1 (5.69b)

+ (KN + T∞ + R∞ ± i)−1(K∞ − KN )
× (K∞ + T∞ + R∞ ± i)−1. (5.69c)

Using the bound from Lemma 5.13, the resolvents can absorb factors of Kt
N,W for

t < 5/8. Therefore we will obtain the convergence from the estimates on TN,W − TN

in Lemma 5.11, on TN − T∞ in Lemma 5.6 and on RN − R∞ in Lemma 5.12,
together with the comparison estimates between (−∆x +dΓ(ω))sN t−s

+ and K−t
N,W in

Corollary 5.10. Explicitly, we obtain from Lemma 5.11, Lemma 5.6 with s = 1/8−ε
and (5.67b) with s = 1/2 − ε, for 0 < ε < 1/8,

∥(5.69a)∥ ≲ N (−1/8+ε)(1−α) + N−(1/2−4ε)α. (5.70)

From (5.59c) with s = 3/8 + ε for any 0 < ε < 1/8,

∥(5.69b)∥ ≲ ∥Ks
N,W (K−1

N,0 − K−1
N,W )Ks

N,0∥ ≲ N (−1/8+ε)(1−α). (5.71)

and from (5.21c) with s = 3/8 + ε, for any 0 < ε < 1/8

∥(5.69c)∥ ≲ ∥Ks
N,0(K−1

N,0 − K−1
∞ )Ks

∞∥ ≲ N−(1/4−2ε)α. (5.72)

Gathering the above estimates proves the claimed convergence, and inserting that
M−1/8+ε ≲ N−(1/4−2ε)α for M = N1−α and α ≤ 1/2 yields the stated rate. The
relative bound for Ks

N,W is a direct corollary to Lemma 5.13.

5.2.1 Proof of Lemma 5.11

We again use the notation H0 = −∆x + dΓ(ω) + 1, W = dΓ(WN,x). We start by
proving the bound on the difference TN,W − TN , which will also imply the bound on
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TN,W by using Lemma 5.5. We first introduce a cutoff at 1N+≤M into TN , to match
that of TN,W . Since TN commutes with N+, Lemma 5.5 gives us for 0 < s < 1/4,∣∣⟨Ψ, TN1N+>M Ψ⟩

∣∣ ≤ M−s
∣∣⟨Ψ, TN N s

+Ψ⟩
∣∣

≲ N−(1−α)s∥N (1+s)/2
+ Ψ∥∥N (1−s)/2

+ Hs
0Ψ∥. (5.73)

It thus remains to consider the difference TN1N+≤M − TN,W . Recall that TN,W is
given by (5.48). To evaluate the difference with TN,0, we decompose TN,W simarly
to (5.28), in the form

TN,W = ΘN,W,0 + ΘN,W,1 + ΘN,W,2. (5.74)

Since TN,W commutes with N+ it is characterized by its restriction to the n-boson
sectors H

(n)
+ for n ≤ M . Denote by (τxf)(y) = f(x − y) the translation by x on

L2(T3
x) ⊗ L2(T3

y) = L2(T3
x, L2(T3

y)) and set Tx = τx ⊗ τx ⊗ 1, which satisfies

T ∗
x (−∆x)Tx = |∇x − ∇y1 − ∇y2 |2. (5.75)

Moreover, denote

H(2) = −(∇y1 + ∇y2)2 + ω(i∇y1) + ω(i∇y2) + WN (y1) + WN (y2) + 1. (5.76)

For Ψ(n) ∈ H
(n)

+ ⊂ L2(
T3

x, L2(T3)⊗sn
)

we then set

⟨Ψ(n), ΘN,W,0Ψ(n)⟩ (5.77a)

= −2
〈
∇vN ⊗ ∇vN ⊗ Ψ(n), T ∗

x

(
H0 + W

)−1Tx −
(
H(2))−1∇vN ⊗ ∇vN ⊗ Ψ(n)

〉
,

⟨Ψ(n), ΘN,W,1Ψ(n)⟩ (5.77b)

= −4n
〈
∇vN,x ⊗ ∇vN,x ⊗ Ψ(n),

(
H0 + W

)−1∇vN,x ⊗ Ψ(n) ⊗ ∇vN,x

〉
,

⟨Ψ(n), ΘN,W,2Ψ(n)⟩ (5.77c)

= −n(n − 1)
〈
∇vN,x ⊗ ∇vN,x ⊗ Ψ(n),

(
H0 + W

)−1Ψ(n) ⊗ ∇vN,x ⊗ ∇vN,x

〉
.

Note that the tensor products here do not involve symmetrization. The coordinate x
of the particle is always integrated over at the end, while the tensor products concern
the variables y1, . . . , yn+2. A simple computation shows that these operators sum to
TN,W . The operators ΘN,0, ΘN,1, ΘN,2 without dΓ(WN,x) can of course be expressed
in the same way, with the difference that W is set to zero.

When calculating the difference of these operators, the resolvent formula yields
expressions involving WN,x(yi) for i = 1, . . . , n+2. The key is to use the regularity of
Ψ(n) in either yi or x. We need to take care, however, since not all of the resolvents
commute with derivatives in these directions.
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We start by simplifying ΘN,W,0 by replacing H0+W with H0+WN,x(y1)+WN,x(y2),
which no longer contains the potentials in y3, . . . , yn+2 and thus commutes with
derivatives in these directions. To estimate the difference, we will use that

∥(ω1/4 ⊗ ω1/4 ⊗ 1)
(
H0 + W

)−1/2∥

≤ ∥(ω1/4 ⊗ 1)H−1/4
0 ∥2∥H1/2

0
(
H0 + W

)−1/2∥ ≲ 1. (5.78)

We thus take 0 < s < 1/4, and bound∣∣∣〈∇vN,x ⊗ ∇vN,x ⊗ Ψ(n),(
(H0 + W)−1 − (H0 + WN,x(y1) + WN,x(y2))−1∇vN,x ⊗ ∇vN,x ⊗ Ψ(n)

〉∣∣∣
=

∣∣∣〈∇vN,x ⊗ ∇vN,x ⊗ Ψ(n)(H0 + W)−1,

( n+2∑
j=3

WN,x(yj)
)
(H0 + WN,x(y1) + WN,x(y2))−1∇vN,x ⊗ ∇vN,x ⊗ Ψ(n)

〉∣∣∣
≤ ∥ω−1/4∇vN ∥4∥H−1/2

0 WH−1/2
0 dΓ(ω)−s∥∥Ψ(n)∥∥dΓ(ω)sΨ(n)∥

≲ (log N)2N−s∥Ψ(n)∥∥dΓ(ω)sΨ(n)∥, (5.79)

since ∥ω−1/4∇vN ∥2 ≲ log N (see the definition of vN in (5.3) and Lemma 2.2), and
W is bounded using (5.55). Another application of the resolvent identity leads to

⟨Ψ(n), ΘN,W,0Ψ(n)⟩ = 2
〈
∇vN ⊗ ∇vN ⊗ Ψ(n)(T ∗

x H0Tx + WN (y1) + WN (y2))−1,

(
− ∆x + 2∇x(∇y1 + ∇y2) +

n+2∑
j=3

ω(i∇yj )
)
(H(2))−1∇vN ⊗ ∇vN ⊗ Ψ(n)

〉
+ O

(
N−s(log N)2∥Ψ∥∥dΓ(ω)sΨ∥

)
. (5.80)

To arrive at the quadratic form of ΘN,0, we have to set WN to zero in the first
resolvent and (H(2))−1. Consider for example the term arising from expanding
(T ∗

x H0Tx + WN (y1) + WN (y2))−1. Using that H(2) commutes with derivatives in x
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and y3, . . . , yn+2, it is bounded by∣∣∣〈∇vN ⊗ ∇vN ⊗ Ψ(n)(T ∗
x H0Tx + WN (y1) + WN (y2))−1WN (y1)(T ∗

x H0Tx)−1,

(
− ∆x + 2∇x(∇y1 + ∇y2) +

n+2∑
j=3

ω(i∇yj )
)
(H(2))−1∇vN ⊗ ∇vN ⊗ Ψ(n)

〉∣∣∣
≤ ∥H−1/2

0 (∇vN )⊗2∥∥(H(2))−1/2(∇vN )⊗2∥∥H−1/2
0 WN,x(y1)H−s

0 ω(i∇y1)−1/2∥

×
{(

∥H−1+s
0 T ∗

x ∆1−s
x Tx∥ + ∥H−1+s

0 T ∗
x |∇x|1−2s|∇y1 |Tx∥

)
∥(−∆x)sΨ(n)∥∥Ψ(n)∥

+ ∥H−1+s
0 dΓ(ω)1−s∥∥(dΓ(ω))sΨ(n)∥∥Ψ(n)∥

}
≤ ∥ω−1/4∇vN ∥4∥ω−1/2WN ω−1/2−s∥∥Hs

0Ψ(n)∥∥Ψ(n)∥
≲ (log N)2N−s∥Hs

0Ψ(n)∥∥Ψ(n)∥, (5.81)

where we applied (5.54). The error terms coming from replacing H(2) by −(∇y1 +
∇y2)2 + ω(i∇y1) + ω(i∇y2) are bounded in a similar way, which yields

∥⟨Ψ(n),
(
ΘN,W,0 − ΘN,0

)
Ψ(n)⟩∥ ≲ (log N)2N−s∥Hs

0Ψ(n)∥∥Ψ∥ (5.82)

for 0 < s < 1/4 and proves the claim for ΘN,W,0.
To bound the difference of ΘN,W,1 and ΘN,1 we use that on H

(n+2)
+

H−1
0 −

(
H0 + W

)−1
=

(
H0 +

n+1∑
j=1

WN,x(yj)
)−1

WN,x(yn+2)
(
H0 + W

)−1

+
(
H0 +

n+1∑
j=1

WN,x(yj)
)−1 n+1∑

j=2
WN,x(yj)

(
H0 + WN,x(y1)

)−1

+
(
H0 + WN,x(y1)

)−1
WN,x(y1)H−1

0 . (5.83)

With this decomposition, we can use the regularity of Ψ and the fact that the deriva-
tive in the relevant variable commutes with the resolvent on the right to estimate the
middle term of each summand. To bound the factor n in the definition of ΘN,W,1,
we also need to use the symmetry of Ψ(n). We proceed in the following way, denot-
ing by Sa,b, for 1 ≤ a < b ≤ n + 2, the projection onto functions symmetric under
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permutations of ya, . . . , yb, we have for all Φ ∈ L2(T3(n+2))

∥ω1/4(i∇y1)ω1/4(i∇yn+2)dΓ(ω)−1/2S3,n+2Φ∥2

= n−1⟨S3,n+2Φ, dΓ(ω)−1ω(i∇y1)1/2
n+2∑
j=3

ω(i∇yj )1/2S3,n+2Φ⟩

≤ n−1/2⟨S3,n+2Φ, dΓ(ω)−1/2ω(i∇y1)1/2S3,n+2Φ⟩
≲ n−1/2∥Φ∥2. (5.84)

Then, from the decomposition (5.83) and the estimate above we obtain, using the
symmetry of Ψ(n) and again (5.55), that for 0 ≤ s < 1/4

|⟨Ψ(n),
(
ΘN,W,1 − ΘN,1

)
Ψ(n)⟩|

≲ N−sn∥S2,n+1dΓ(ω)−1/2∇vN ⊗ ∇vN ⊗ ω(i∇yn+2)sΨ(n)∥
× ∥S3,n+2dΓ(ω)−1/2∇vN ⊗ Ψ(n) ⊗ ∇vN ∥

+ N−sn∥S2,n+1dΓ(ω)−1/2∇vN ⊗ ∇vN ⊗ Ψ(n)∥
× ∥S3,n+2dΓ(ω)−1/2∇vN ⊗ dΓ(ω)sΨ(n) ⊗ ∇vN ∥

+ N−sn∥S2,n+1dΓ(ω)−1/2∇vN ⊗ ∇vN ⊗ Ψ(n)∥
× ∥S3,n+2dΓ(ω)−1/2∇vN ⊗ ω(i∇y1)sΨ(n) ⊗ ∇vN ∥

≲ N−sn1/2∥ω−1/4∇vN ∥4
2∥Ψ(n)∥

(
∥ω(i∇1)sΨ(n)∥ + ∥dΓ(ωs)Ψ(n)∥

)
≲ (log N)2N−s∥N 1/4

+ Ψ(n)∥∥N 1/4
+ dΓ(ω)sΨ(n)∥. (5.85)

For the difference of ΘN,W,2 and ΘN,2 we proceed in a similar way, writing on
H

(n+2)
+

H−1
0 −

(
H0 + W

)−1
= H−1

0

n+2∑
j=3

WN,x(yj)
(
H0 +

n+2∑
j=3

WN,x(yj)
)−1

+
(
H0 + W

)−1(
WN,x(y1) + WN,x(y2)

)(
H0 +

n+2∑
j=3

WN,x(yj)
)−1

. (5.86)
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From this we obtain

∥⟨Ψ(n), (ΘN,W,2 − ΘN,2)Ψ(n)⟩∥

= n(n − 1)
∣∣∣〈S1,n

(
τx∇vN ⊗ τx∇vN ⊗ Ψ(n)),

(
H−1

0 − (H0 + W)−1
)

S3,n+2
(
Ψ(n) ⊗ τx∇vN ⊗ τx∇vN

)〉∣∣∣
≲ N−sn(n − 1)∥dΓ(ω)−1/2S3,n+2(ω(i∇y1)s + ω(i∇y2)s)Ψ(n) ⊗ ∇vN ⊗ ∇vN ∥

× ∥dΓ(ω)−1/2S1,n∇vN ⊗ ∇vN ⊗ Ψ(n)∥ (5.87a)
+ N−sn(n − 1)∥dΓ(ω)−1/2S1,n∇vN ⊗ ∇vN ⊗ (dΓ(ω)sΨ(n))∥

× ∥dΓ(ω)−1/2S3,n+2Ψ(n) ⊗ ∇vN ⊗ ∇vN ∥, (5.87b)

where we used the bound (5.54). We now use the symmetry to absorb the factors
in n. We have for Φ ∈ L2(T3(n+2))

∥ω1/4(i∇y1)ω1/4(i∇y2)dΓ(ω)−1/2S1,nΦ∥2

= ⟨S1,nΦ, dΓ(ω)−1ω(i∇y1)1/2ω(i∇y2)1/2S1,nΦ⟩

= 1
n(n − 1)

〈
S1,nΦ,

( n+2∑
ℓ=1

ω(i∇yℓ
)
)−1 n∑

i ̸=j=1
ω(i∇yi)1/2ω(i∇yj )1/2S1,nΦ

〉

≤ 1√
n(n − 1)

∥Φ∥2, (5.88)

where in the final step we used the Cauchy-Schwarz inequality on the double sum.
We can now bound (5.87a) and (5.87b). Consider the first factor in (5.87a). We
have

∥dΓ(ω)−1/2S1,n∇vN ⊗ ∇vN ⊗ Ψ(n)∥
≤ ∥ω−1/4∇vN ∥2∥Ψ(n)∥∥ω1/4(i∇y1)ω1/4(i∇y2)dΓ(ω)−1/2S1,n1L2(T3(n+2))∥

≤ log N

(n(n − 1))1/4 ∥Ψ(n)∥. (5.89)

Similarly, the second factor in (5.87a) is bounded by

∥dΓ(ω)−1/2S3,n+2(ω(i∇y1)s + ω(i∇y2)s)Ψ(n) ⊗ ∇vN ⊗ ∇vN ∥
≲ ∥ω1/4(i∇yn+1)ω1/4(i∇yn+2)dΓ(ω)−1/2S3,n+21L2(R3(n+2))∥∥ω(i∇y1)sΨ(n)∥

≲
log N

(n(n − 1))1/4 ∥dΓ(ω)sN −s
+ Ψ(n)∥. (5.90)

From this we obtain that

(5.87a) ≲ N−s(log N)2
√

n(n − 1)∥Ψ(n)∥∥dΓ(ω)sN −s
+ Ψ(n)∥

≲ N−s(log N)2∥N 1/2
+ Ψ(n)∥∥N 1/2−s

+ dΓ(ω)sΨ(n)∥. (5.91)
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The same computation leads to

(5.87b) ≲ N−s(log N)2∥N (1+s)/2
+ Ψ(n)∥∥N (1−s)/2

+ dΓ(ω)sΨ(n)∥. (5.92)

We thus obtain

∥⟨Ψ(n),
(
ΘN,W,2 − ΘN,2

)
Ψ(n)⟩∥

≲ N−s(log N)2∥N (1+s)/2
+ Ψ(n)∥∥N (1−s)/2

+ dΓ(ω)sΨ(n)∥. (5.93)

Collecting the estimates (5.82), (5.85) and (5.93) and the bound on the cutoff (5.73)
shows the bound on the difference TN − TN,W .

To prove the estimate of TN,W , simply combine the bounds (5.82), (5.85) and
(5.93) on ΘN,W,j with those on ΘN,j from Lemma 5.5 for n ≤ M . Moreover, in (5.93)
bound ns by M s, which yields

∥⟨Ψ(n),
(
ΘN,W,2−ΘN,2

)
Ψ(n)⟩∥ ≲ (M/N)s(log N)2∥N 1/2

+ Ψ(n)∥∥N 1/2−s
+ dΓ(ω)sΨ(n)∥.

(5.94)

This implies the claim when N is chosen large enough.

5.2.2 Proof of Lemma 5.12

Recall that

RN = 2a∗(i∇vN,x)a(i∇vN,x) − 2a∗(i∇vN,x)i∇x + h.c. + a(wκ
x) + a∗(wκ

x).

We will only give the proof of the estimate of RN in (5.67a), as the one for the
difference RN − R∞ in (5.67b) follows from the same reasoning, replacing vN by
vN (k) − v∞, which using (5.4) satisfies

∥ω1/2−2s|k||v̂N (k) − v̂∞(k)|∥2 ≲ ∥|1|k|>Nα |k|−4s∥2 ≲ N−α(4s−3/2), (5.95)

for 3/8 < s ≤ 1/2. We now prove (5.67a) by estimating each term.
The term a∗(wκ

x). This term is bounded using that wκ ∈ L2(T3) (see the defini-
tion (5.3)). We obtain that for all δ > 0 using Young’s inequality

| ⟨Φ, a(wκ
x)Ψ⟩ | ≤ ∥wκ∥2∥(N+ + 1)1/4Φ∥∥(N+ + 1)1/4Ψ∥

≤ ∥(δN 3/8
+ + Cδ)Φ∥∥(δN 3/8

+ + Cδ)Ψ∥. (5.96)

For the other terms in RN , we make the following observation. Each term X in
RN satisfies that N X = X (N + k) for some k ∈ Z, therefore to conclude the proof
of the desired bound (5.67a) it is enough to prove estimates of the form

| ⟨Φ, XΨ⟩ | ≲ δ∥((−∆x + dΓ(ω))sN a
+Φ∥∥((−∆x + dΓ(ω))sN b

+Ψ∥. (5.97)
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for some 0 ≤ a, b such that a + b ≤ 1 − 2s.
The term a∗(i∇vN,x)i∇x. For this term, we decompose

|⟨Φ, i∇xa(∇vN,x)Ψ⟩| ≤ ∥|∇x|2sΦ∥∥∥∇x|1−2sa(∇vN,x)Ψ∥. (5.98)

The first factor above is bounded by ∥((−∆x + dΓ(ω))sΦ∥. To bound the second
factor, we commute the gradient to the left,

|∇x|1−2sa(∇vN,x) = a(∇vN,x)|∇x|1−2s + [|∇x|1−2s, a(∇vN,x)]. (5.99)

For a > 1/4, we have from (5.3) that ω−a∇vN ∈ L2 and that

Cκ = sup
N≥1

∥ω−a∇vN ∥2 → 0, as κ → ∞. (5.100)

Using the Cauchy-Schwarz inequality, we can therefore bound the contribution com-
ing from the first term in (5.99) by

∥a(∇vN,x)|∇x|1−2sΨ∥ ≤ ∥ω−a∇vN ∥2∥dΓ(ω2a)1/2|∇x|1−2sΨ∥

≤ Cκ∥(−∆x + dΓ(ω))a+1/2−sN 1/2−a
+ Ψ∥

≤ Cκ∥(−∆x + dΓ(ω))sN 1−2s
+ Ψ∥, (5.101)

where we took a = 2s − 1/2 > 1/4 for s > 3/8. To bound the term coming
from the commutator in (5.99), we use that i∇xe−ikx = e−ikx(i∇x + k) and that
||p − k|1−2s − |p|1−2s| ≲ |k|1−2s, to obtain

∥[|∇x|1−2s, a(∇vN,x)]Ψ∥ ≲ ∥a(|∇|2−2svN,x)Ψ∥
≤ ∥ω−s|∇|2−2svN ∥2∥dΓ(ω2s)1/2Ψ∥,

≤ ∥ω−s|∇|2−2svN ∥2∥dΓ(ω)sN 1/2−s
+ Ψ∥, (5.102)

where the norm tends to zero for κ → ∞ since |k|2−4sv̂N (k) ≲ |k|−4s1|k|>κ. This
proves that for all δ > 0,

|⟨Φ, i∇xa(∇vN,x)Ψ⟩| ≤ δ∥(−∆x + dΓ(ω))sΦ∥∥(−∆x + dΓ(ω))sN 1−2s
+ Ψ∥,

(5.103)

for κ sufficiently large.
The term a∗(i∇vN,x)a(i∇vN,x). Finally, we finish the bound (5.67a) on RN by

estimating the term with a creation and an annihilation operator. Similarly as
above, we have

⟨Φ, a∗(i∇vN,x)a(i∇vN,x)Ψ⟩ ≤ ∥ω−s∇vN ∥2
2∥dΓ(ω)sN 1/2−s

+ Φ∥∥dΓ(ω)sN 1/2−s
+ Ψ∥.

(5.104)

Using (5.100) we conclude the proof of the desired bound (5.67a).
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6 Proof of the main results

In this section we prove Theorem 1.1, Theorem 1.4, and Corollary 1.5. We start by
recalling the results that form the basis of the proofs, and proving precise upper and
lower bounds on the spectrum of HN as preliminary lemmas.

In Section 4 we computed

U∗
XHN UX = 1N+≤N HN1N+≤N , (6.1)

with UX the excitation map (4.2) . We then showed in Proposition 4.27 and (5.6)

U∗HN U = 4πaV (N − 1) + 8πaW

√
N + e

(U)
N + HU

N + L4 + E (6.2)

where U is a unitary operator on H+. Here the notation HU
N is defined in (5.7), L4

is the quartic term defined in Proposition 4.2, e
(U)
N is the scalar of order one defined

in Proposition 4.27, and the error E = E(U) + O(N−3/2+2α(N+ + 1)3) satisfies

±E ≲ N−α/2dΓ(WN,x) + N−α/4L4 + N−1/2−α/4N 2
+ + N−3/2+2αN 3

+

+ N−α/4(
(log N)2dΓ(|i∇|) + N+ + 1 + (N+ + 1)1/2|∇x|

)
. (6.3)

for any α ≤ 1/10.
Moreover, we proved the following conservation estimates under the transforma-

tion U .
Lemma 6.1. Let U = UqUW UcUBUG be the product of the unitaries from Section 4.
Under the assumptions of Proposition 4.27, for any t ≥ 0 we have

U∗N t
+U = O(N t

+ + 1), UN t
+U∗ = O(N t

+ + 1),

and it holds

U∗L4U = O
(
N+ + N−1/2−α/2N 2

+ + L4 + N−1/2 log NdΓ(|i∇|) + N
)
,

U∗dΓ(WN,x)U = O
(
dΓ(WN,x) + N+ +

√
N

)
.

Proof. This follows from the various bounds in Section 4. Specifically: for N+,
Lemmas 4.5, 4.12, 4.22, 4.26 and Equation (4.196); for L4 Lemmas 4.6, 4.12, 4.23,
4.26 and Equations (4.194), (4.195); For dΓ(WN,x) Equations (4.54), (4.68), Lemmas
4.23, 4.25 and Equation (4.189).

In Propostion 5.1 we proved that HU
N − EN,W converges to an operator that is

unitarily equivalent to HBF in norm resolvent sense, where EN,W is given by (5.8)
and contains the terms of order log N . Moreover, Proposition 5.7 and Corollary 5.10
imply that for 0 ≤ s < 1

N 1−s
+ (−∆x + dΓ(ω))s ≲ HU

N − EN,W + 1, (6.4)

uniformly in N .
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Lemma 6.2 (Upper bound). Assume the hypothesis of Theorem 1.1 and let

ϵN := 4πaV (N − 1) + 8πaW

√
N + e(U) + EN,W .

Then for any k ∈ N

ek(HN ) − ϵN ≤ ek(HBF) + O(N−1/80).

Proof. By Proposition 5.1, HU
N −EN,W converges to (U∞

κ )HBF(U∞
κ )∗ in norm resol-

vent sense, so the min-max values also converge. Moreover, the spectral projections
to an interval around ek(HBF) that contains no other eigenvalues of HBF also con-
verge, cf. [46, Thm.VII.23]. In particular, their ranks are equal for N sufficiently
large. To deduce the rate of convergence, consider such an interval and write for all
eigenvalues in this interval ej(HU

N − EN,W ) = r−1
j − i, where rj is the corresponding

eigenvalue of (HU
N − EN,W + i)−1. The eigenvalues rj all lie in the complement of a

disc in C, where the function z 7→ z−1 − i is Lipschitz. It is thus sufficient to bound
|rj − (ek(HBF) + i)−1|, which is bounded by the norm-difference of the resolvents
(cf. [2, Theorem 6.3.3], which applies to compact operators by the same proof).
Proposition 5.7 thus gives us the rate of convergence

|ek(HBF) − ek(HU
N ) − EN,W | ≲ N (− 1

4 +ε)α, (6.5)

for 0 ≤ α ≤ 1/2 and ε > 0, where we will take α = 1/10, the largest value
permitted by Proposition4.27. It is thus sufficient to prove the upper bound using
ek(HU

N ) − EN,W . Let Yk denote the span of the first k + 1 eigenfunction of HU
N . Our

test function for HN is of the form

Ψ = UXUχM Φ

with Φ ∈ Yk normalized and χM a cutoff on N+ ≤ M = Nα/9. More precisely, let
χ, η : R → [0, 1] be two smooth functions with χ2 + η2 = 1 and χ(r) = 1 for r ≤ 1/2,
χ(r) = 0 for r ≥ 1, and define ηM = η(N+/M), χM (N+/M).

Normalizing Ψ. We first show that that Ψ = UXUχM Φ is almost normalized.
Recall that UX is a partial isometry, hence we first bound, using that U∗N+U ≲ N+
by Lemma 6.1, and (6.4),

∥UχM Φ∥2 − ∥Ψ∥2 = ⟨UχM Φ, (1 − U∗
XUX)UχM Φ⟩ = ⟨UχM Φ,1N+>N UχM Φ⟩

≤ N−1⟨χM Φ, U∗N+UχM Φ⟩
≲ N−1⟨Φ, (HU

N − EN,W + 1)Φ⟩. (6.6)

Then, we find that for δ > 0 small enough

1 − ∥UχM Φ∥2 = ⟨Φ, η2
M Φ⟩ ≤ M−5/4+δ⟨Φ, N 5/4−δ

+ Φ⟩
≲ N−α/8⟨Φ, (HU

N − EN,W + 1))2Φ⟩ ≲ N−α/8, (6.7)
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where we used the second bound of Proposition 5.7 together with (5.59b), and
chose M = Nα/9. We also used that the k first eigenvalues of HU

N − EN,W are
uniformly bounded in N because of the resolvent convergence we discussed before.
In particular, the map UXUχM : Yk → HN is injective for large enough N . Thus
we have for the min-max value

ek(HN ) − ϵN = min
X⊂HN

dimX=k+1

max
Ψ∈X

⟨Ψ, (HN − ϵN )Ψ⟩
∥Ψ∥2 (6.8)

≤ max
Φ∈Yk
∥Φ∥=1

⟨χM Φ, U∗U∗
X(HN − ϵN )UXUχM Φ⟩(1 + O(N−α/8))

≤ max
Φ∈Yk
∥Φ∥=1

⟨Φ, U∗1N+≤N (HN − ϵN )1N+≤N UΦ⟩(1 + O(N−α/8)).

Removing 1N+≤N . To estimate the main term above, we first need to remove the
projection. First, we use HN ≥ e0(HN ), hence up to increasing the above quantity,
we can add

0 ≤ 1N+>N (HN − e0(HN ))1N+>N

≤ 1N+>N (HN − ϵN )1N+>N + (ϵN − e0(HN ))N 2
+N−2, (6.9)

where (ϵN − e0(HN )) ≲ N . It then remains to control the cross terms. We have,
collecting the terms from Proposition 4.2 that do not preserve particle number,

1N≤N+(HN − ϵN )1N>N+ = 1N≤N+(L2 + L3 + Q1)1N+>N . (6.10)

Since these operators vanish when projected to N+ > N and annihilate at most
two particles, the right projection can be replaced by 1N<N+≤N+2 and the terms
simplify. For L2 we have explicitly

L21N<N+≤N+2 = 1√
2

∫
VN (y1 − y2)ay1ay21N+=N+2, (6.11)

which is smaller than the general expression for L2 by a factor of N . Treating the
other terms in the same way and using that 1N+>N ≤ N−2N 2

+, we obtain using the
Cauchy-Schwarz inequality (cf. (4.28))

1N≤N+(HN − ϵN )1N>N+ = O
(
N−1/2N 2

+ + N−3/2L4 + N−3/2dΓ(WN,x)
)
.

(6.12)

Using Lemma 6.1 to transform this bound with U then gives

U∗1N ≤N+(HN − ϵN )1N >N+U + h.c. (6.13)

= O
(
N−1/2(N 2

+ + 1) + N−3/2L4 + N−3/2dΓ(WN,x) + N−1/2 log NdΓ(|i∇|)
)
.
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This can be combined with the error term E(U) from Proposition 4.27, forming a
new error term that satisfies the same estimate as E(U) and such that

U∗U∗
X(HN − ϵN )UXU ≤ HU

N − EN,W + L4 + E ′, (6.14)

where E ′ also satisfies the bound (6.3). We thus have

ek(HN ) − ϵN ≤ max
Φ∈Yk
∥Φ∥=1

⟨χM Φ, (HU
N − EN,W + L4 + E ′)χM Φ⟩(1 + CM−1).

(6.15)

Estimating E ′. We can now bound the error term E ′ which, as E , satisfies (4.180).
We proceed term by term. The powers of the number operator are bounded by
χM N k

+ ≤ Mk−1χM N+, which is then bounded as in (6.6). Moreover, by (6.4) we
have that

⟨χM Φ, (dΓ(|i∇|)+N 1/2
+ |∇x|)χM Φ⟩ ≲ ⟨χM Φ, N 1/2

+ (−∆x +dΓ(ω))1/2χM Φ⟩ (6.16)

is of order one since χM commutes with the operator in the middle. For t = 1−α/4 ≤
1, we have (compare with (5.55))

dΓ(WN,x) ≲ dΓ((−∆)t)∥WN ∥3/2t ≲ N 1−t
+ dΓ(ω)t∥WN ∥3/2t, (6.17)

and using the bound (6.4), we obtain

N−α/2dΓ(WN,x) ≲ N−α/4(HU
N − EN,W + 1). (6.18)

Hence from (4.180), the above estimates give

|⟨χM Φ, E ′χM Φ⟩| ≲ N−α/4⟨χM , (HU
N − EN,W + 1)Φ⟩. (6.19)

Estimating L4. For the remaining term L4, we use the analogue of the bound (5.54)
on WN to obtain for 1 ≤ t < 3/2

L4 ≤ ∥VN ∥3/2tdΓ((−∆ + 1)t)N+ ≲ N2−2tdΓ(−∆ + 1)tN+. (6.20)

Here, we cannot use t < 1 since L4 does not come with a small constant. However,
L4 comes from VN which scales with N , while the singularities of HU

N come from
WN which only scales with

√
N , so by using t > 1 we gain more decay from VN than

we loose form HU
N and this term will still be small. To see this, we set t = 1 + α/4

and first use the cutoff at M , which gives

⟨χM Φ, L4χM Φ⟩ ≲ N−α/2M⟨χM Φ, dΓ(−∆)1+α/4χM Φ⟩. (6.21)
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As dΓ(−∆) commutes with N+ and thus χM , we can now apply the bound (5.63)
from Corollary 5.10 with the second bound from Proposition 5.7, with M = Nα/9,
to obtain

⟨χM Φ, L4χM Φ⟩ ≲ N−α/2M∥dΓ(−∆)1/2+α/8K
−1/2−α/8
N,W ∥2

× ∥K
1/2+α/8
N,W (HU

N − EN,W + i)−1)∥2

≲ N−α/4+2εM ≲ N−α/8, (6.22)

for ε > 0 small enough. Putting these bounds together, the inequality (6.15) yields

ek(HN ) − ϵN ≤ max
Φ∈Yk
∥Φ∥=1

⟨χM Φ, (HU
N − EN,W )χM Φ⟩

(
1 + O(N−α/8)

)
. (6.23)

Removing χM . It remains to prove that the quadratic form on the right gives
approximately ⟨Φ, (HU

N −EN,W )Φ⟩. We use the IMS localization formula [37, Propo-
sition 6.1]

HU
N = χM HU

N χM + ηM HU
N ηM + 1

2([χM , [χM , HU
N ]] + [ηM , [ηM , HU

N ]]). (6.24)

Using that the smallest eigenvalue of HU
N − EN,W is approximated by e0(HBF) from

(6.5), we find for the term localized on large particle numbers

⟨Φ, ηM (HU
N − EN,W )ηM Φ⟩ ≥ e0(HBF)∥ηM Φ∥2 + O(N−α/8) = O(N−α/8), (6.25)

where we used (6.7). Collecting from the explicit expression of HU
N in (5.7) the terms

that do not commute with N+, we see that

[χM , [χM , HU
N ]] = [χM , [χM , a(i∇vN,x)2 + 2i∇xa(i∇vN,x) + a(wκ) + h.c.]

=
(
2i∇xa(i∇vN,x) + a(wκ)

)
(χM (N+ + 1) − χM (N+))2 + h.c.

+ a(i∇vN,x)2(χM (N+ + 2) − χM (N+))2 + h.c. (6.26)

With the bounds of Lemma 5.12 on the first line and (5.16) (with t = 1/2 + ε)
together with (6.4) for the last line, this gives∣∣〈Φ, [χM , [χM , HU

N ]]Φ
〉∣∣ ≲ N ε⟨Φ, (HU

N − EN,W + 1)Φ⟩ sup
x≥0

(
χ(x+1

M ) − χ( x
M )

)2

≲ M−2N ε ≲ N−α/8. (6.27)

The same reasoning applies to the commutator with ηM , and we thus obtain

⟨χM Φ, (HU
N − EN,W )χM Φ⟩ ≤ ⟨Φ, (HU

N − EN,W )Φ⟩ + O(N−α/8). (6.28)

In view of (6.23) and with the choice α = 1/10 this proves the claim.
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Lemma 6.3 (Lower bound). Assume the hypothesis of Theorem 1.1 and let

ϵN := 4πaV (N − 1) + 8πaW

√
N + e(U) + EN,W .

Then for any k ∈ N

ek(HN ) − ϵN ≥ ek(HBF) + O(N−1/80).

Proof. Localizing in N+. In order to control the error terms with N 2
+, N 3

+ in E
from (6.3), we need to localize on a subspace of H+ with N+ ≤ M . Let χM , ηM

be as in Lemma 6.2, with the choice of M = N1/2+α/8 as the cutoff scale. We now
apply the localization formula (6.24) to H≤N

N = U∗
XHN UX . The term localised by

χM will be analyzed further, and the other terms need to be estimated as errors.
This is where the condensation hypothesis, Condition 4.1 enters into play. Indeed,
together with the positivity of W and −∆x it gives

U∗
XHN UX ≥ U∗

XHBoseUX ≥ (4πaV (N − 1) + cN+ − d
√

N)1N+≤N . (6.29)

For the choice M = N1/2+α/8, using that η2
M ≤ M−1N+η2

M , we can reconstruct the
energy ϵN on the sector of large particle numbers using the gap, that is

ηM H≤N
N ηM ≥ ϵN η2

M1N+≤N (6.30)

for N sufficiently large.
To control the commutators, we collect the terms that do not commute with N+

from Proposition 4.2, which gives

[ηM , [ηM , H≤N
N ]] = [ηM , [ηM ,1N+≤N (L2 + L3 + Q1)1N+≤N ]]. (6.31)

Arguing as in (6.27) and using the bounds L2 +L3 ≲ L4 +N , Q1 ≲ dΓ(WN,x)+
√

N ,
which follow from the Cauchy-Schwarz inequality (cf. (4.28)), we can bound the
localization errors by

[ηM , [ηM , H≤N
N ]] + [χM , [χM , H≤N

N ]] ≲ M−2(L4 + dΓ(WN,x) + N)1M/2≤N+≤M

≲ N−1−α/4(H≤N
N + N). (6.32)

Here we used that L4 +dΓ(WN,x) ≲ H≤N
N +N which follows again from the Cauchy-

Schwarz inequality applied to the terms composing HN .
For the term localized at N+ ≤ M = N1/2+α/8, first note that χM1N+≤N = χM

for N large enough, so we can drop the projections. Making use of the unitary to
rewrite this term as in (6.2) yields together with (6.30)

H≤N
N ≥ ϵN1N+≤N + χM U

(
HU

N − EN,W + L4 + E
)
U∗χM . (6.33)

90



Estimating E. We can now control the error term L4 + E . As L4 ≥ 0, we can
simply drop L4 + O(N−α/4L4) ≥ 0 for large N . To bound N 2

+, N 3
+, we use that by

Lemma 6.1

χM UN k
+U∗χM ≲ χM (N+ + 1)kχM ≲ Mk−1χM (N+ + 1)χM . (6.34)

We have thus obtained

χM U
(
L4 + E

)
U∗χM ≥ −χM U

(
N−α/2dΓ(WN,x) + (N−α/8 + N−1/2+9α/4)N+

+ N−α/4(
(log N)2dΓ(|i∇|) + 1 + (N+ + 1)1/2|∇x|

)
U∗χM . (6.35)

These remaining error terms have to be estimated using HU
N − EN,W . The term

dΓ(WN,x) is bounded as in (6.18). With dΓ(|i∇|) ≤ N 1/2
+ dΓ(ω)1/2 and (6.4) we also

get

N−α/8N++N−α/4(
(log N)2dΓ(|i∇|)+1+(N++1)1/2|∇x|) ≲ N−α/8(HU

N −EN,W +1).
(6.36)

We have thus shown that

U∗
XHN UX ≥ ϵN1N+≤N + (1 − CN−α/8)χM U

(
HU

N − EN,W

)
U∗χM − CN−α/8.

(6.37)
Removing the localization. We are now ready to bring the proof of the lower

bound to conclusion. Let Xk ⊂ L2(T3(N+1))) denote the span of the first k + 1
eigenvectors of HN and let Ψ ∈ Xk with norm equal to one. We first need to show
that χM U∗

XΨ ≈ U∗
XΨ for large N . We have with M = N1/2+α/8 as before, using

the a priori bound (6.29) and the upper bound from Lemma 6.2,

∥(1 − χM )U∗
XΨ∥2 ≤ 2M−1⟨(1 − χM )U∗

XΨ, N+(1 − χM )U∗
XΨ⟩

≲ M−1⟨Ψ, (HN − 4πaV (N − 1))Ψ⟩ + O(N−α/8)
= O(N−α/8). (6.38)

In particular, χM U∗
X : Xk → H+ is injective for sufficiently large N . For the

min-max values this implies, coming from (6.37),

ek(HN ) − ϵN ≥ max
Ψ∈Xk
∥Ψ∥=1

(1 − CN−α/8)⟨χM U∗
XΨ, U(HU

N − EN,W

)
U∗χM U∗

XΨ⟩

+ O(N−α/8)
≥ min

Ψ∈Xk
∥Ψ∥=1

∥χM U∗
XΨ∥2ek(HU

N − EN,W ) + O(N−α/8)

≥ ek(HU
N − EN,W ) + O(N−α/8). (6.39)

Taking α = 1/10, the largest value permitted by Proposition 4.27, proves the claim.
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6.1 Proof of Theorem 1.1

Proof of Theorem 1.1.
The upper and lower bounds proved in the lemmas above imply that

inf σ(HN ) = ϵN + O(1). (6.40)

The proof now simply consists in analyzing

ϵN := 4πaV (N − 1) + 8πaW

√
N + e(U) + EN,W , (6.41)

where e(U) is given in Proposition 4.27 and EN,W by (5.8). Using Lemma 2.3 and
straightforward estimates on the sums, we obtain that e(U) is of order one. Hence,
it remains to extract the logarithmic contribution from EN,W . Let us write

EN,W = −2
〈
∇vN ⊗ ∇vN , (H(2))−1∇vN ⊗ ∇vN

〉
,

H(2) = −(∇y1 + ∇y2)2 + ω(i∇y1) + ω(i∇y2) + WN (y1) + WN (y2) + 1.
(6.42)

Recall that for large momenta, which are the relevant ones for the divergence, vN

is essentially given by the scattering solution, vN =
√

Nφ̃I for N > Nα (cf. (5.3)).
The term of order log N is already contained in EN,0, which is obtained by replacing
H(2) with

H(2)
0 = −(∇y1 + ∇y2)2 + ω(i∇y1) + ω(i∇y2) + 1. (6.43)

We have

EN,W − EN

= 4
〈
∇vN ⊗ ∇vN , (H(2))−1WN (y1)(H(2)

0 )−1∇vN ⊗ ∇vN

〉
= 4

〈
∇vN ⊗ ∇vN , (H(2)

0 )−1WN (y1)(H(2)
0 )−1∇vN ⊗ ∇vN

〉
(6.44a)

− 4
〈
∇vN ⊗ ∇vN , (H(2)

0 )−1WN (y1)(H(2))−1

× (WN (y1) + WN (y2))(H(2)
0 )−1∇vN ⊗ ∇vN

〉
. (6.44b)

Using that ∥W
1/2
N (H(2))−1/2∥ is uniformly bounded, we can bound the expression of

the last two lines by

|(6.44b)| ≲ ∥WN (y1)1/2(H(2)
0 )−1∇vN ⊗ ∇vN ∥2 = 1

2(6.44a). (6.45)

This is now bounded using (5.54) and Lemma 2.2 with 0 < s < 1/4

(6.44a) ≤ ∥ω−1/4+s/2∇vN ∥4︸ ︷︷ ︸
Lemma 2.2

≲ N2s

∥ω−1/2−sWN ω−1/2−s∥︸ ︷︷ ︸
(5.54)
≲ N−2s

≲ 1. (6.46)
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We have thus reduced the problem to the analysis of

EN = −2
∑

p,q∈2πZ3

(p · q)2|v̂N (p)|2|v̂N (q)|2

((p + q)2 + ω(p) + ω(q) + 1 . (6.47)

We may cut-off any of the sums at scale
√

N at the expense of an error of order one,
since, with p2v̂(p) = O(1) from (5.4) and ∥∇vN ∥2 = O(N1/4) from Lemma 2.2,∑

|p|>
√

N

(p · q)2|v̂N (p)|2|v̂N (q)|2

((p + q)2 + ω(p) + ω(q) + 1 ≤ ∥∇vN ∥2
2

∑
|p|>

√
N

1
p2ω(p) ≲ 1. (6.48)

To compute the sum, we can replace ω(p) by p2, at the price of another error of
order one. We also need to deal with v̂N which we recall is defined in (5.3). We can
replace v̂N1κ<|p|≤Nα by 4πaW in (6.47) up to an error of order one. For the large
momentum part v̂N1|p|>Nα =

√
N ̂̃φI(p)eipx, we use the scattering equation (2.17)

and the definition of ãWN
in (2.19), to obtain∣∣∣√N ̂̃φI(p) − 4πãWN

p2

∣∣∣ ≲ 1
2

∣∣∣∣∣
∫ √

NWN (1 + φI)
(eip·x − 1)

p2

∣∣∣∣∣
≲ ∥φI∥∞

∫
N3/2W (

√
Nx) |p · x|

p2 ≲
1

|p|
√

N
. (6.49)

Therefore, using the cutoff in the sum and also that ãWN
= aW + O(N−1/2), we

can replace entirely v̂N by 4πaW /p2 in (6.47) up to an error of order one. Next,
we may also replace the sum by the corresponding integral, as the difference of the
summand at two different points decays more quickly. Thus,

EN = − 2
(2π)6

∫
|p|,|q|≤

√
N

(4πaW )4(p · q)2dqdp

p4q4((p + q)2 + p2 + q2 + 1) + O(1). (6.50)

This integral can now be evaluated up to order log N . Using spherical coordinates
and Gaussian integrals, we obtain∫ (p · q)2dq

(p2q4((p + q)2 + p2 + q2) = 2π

∫ 1

−1

∫ ∞

0

s2drds

(2r2 + 2p2 + 2|p|rs) (6.51)

= π

∫ 1

−1

∫ ∞

0

∫ ∞

0
s2e−t(r2+p2+|p|rs)dtdrds

= π2

2|p|

∫ 1

−1

s2ds√
1 − s2/4

= π2

|p|

(
4 arcsin

(1
2
)

− 2
√

3
4

)
.

Integrating over p, this yields

EN = −32πa4
W

(2π

3 −
√

3
)

log N + O(1). (6.52)

This completes the proof of Theorem 1.1.
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6.2 Proof of Theorem 1.4 and Corollary 1.5

Proof of Theorem 1.4.
This follows immediately by combining the upper bound of Lemma 6.2 with the
lower bound of Lemma 6.3 and cancelling all the scalar contributions to ek(HN ),
e0(HN ).

Proof of Corollary 1.5.

a) Convergence of eigenfunctions up to subsequences follows immediately from the
convergence of spectral projections of part b). Indeed, denote e0 := e0(HBF)
and let B be an interval containing ek(HBF) − e0, but no different eigenvalues of
HBF − e0. Then, for N sufficiently large, ek(HN ) − e0(HN ) ∈ B and U∗

BU∗
XΨN =

U∗
BU∗

X1B(HN −e0(HN ))ΨN . With b) the difference to 1B(HBF −e0)U∗
BU∗

XΨN tends
to zero. The latter sequence has a convergent subsequence in the finite-dimensional
range of 1B(HBF − e0) = 1(HBF = ek(HBF)).

b) Recall from (6.2) that U∗
XHN UX = 1N+≤N HN1N+≤N , with

U∗HN U = HU
N − EN,W + ϵN + L4 + E .

We already know from the norm-resolvent convergence of Proposition 5.1 that

lim
N→∞

1B(HU
N − EN,W − e0) = (U∞

κ )∗1B(HBF − e0)U∞
κ . (6.53)

We thus need to take care of the interaction term L4, the error term E and the con-
vergence of the unitary U = UqUW UcUBUG, which depends on N via the generators
of its factors defined in Section 4.

Convergence of U . Concerning the unitary, we have

lim
N→∞

U1B(HU
N −EN,W −e0)U∗ = lim

N→∞
UBU∞

κ 1B(HU
N −EN,W −e0)(UBU∞

κ )∗. (6.54)

The reason is that for the transformations Uq, UW and Uc acting on large momenta,

0 = lim
N→∞

(Uq − 1)(N+ + 1)−1/2 = lim
N→∞

(Uc − 1)(N+ + 1)−1/2

= lim
N→∞

(UW − 1)(N+ + 1)−1/2, (6.55)

which follows easily using Duhamel’s formula as in Sections 4.2, 4.4 in the first two
cases and a simple bound on the generator (compare (3.30)) in the last case. By the
same reasoning, the transformations UG and UB that act on small momenta converge
to their limits, defined by setting N = ∞ in the generators, when regularised by
(N+ +1)−1/2 (for N = ∞, UG equals U∞

κ as defined in (3.4)). Since all the unitaries

94



are uniformly bounded on Q(N+) (cf. Lemma 6.1) and (N+ + 1)1/2 is uniformly
bounded on the range of the spectral projection by (6.4) this proves (6.54).

Convergence of the spectral projections. It remains to prove that

lim
N→∞

(
1B(HU

N − EN,W − e0)) − U∗U∗
X1B(HN − e0(HN ))UXU

)
= 0. (6.56)

We will argue by induction on the number k of the min-max value. For any k let
Bk be an interval containing ek(HBF) − e0, but no other part of the spectrum of
HBF − e0, as in the hypothesis. Define δk by sup Bk = ek(HBF) − e0 + δk, and then
for j ∈ N0

Pk = U∗U∗
X1

(
HN ≤ ek(HN ) + δk

)
UXU = 1 − Qk,

P̃j = 1
(
HU

N ≤ ek(HU
N ) + δk

)
= 1 − Q̃k.

(6.57)

Then we have for N sufficiently large

U∗U∗
X1Bk

(HN − e0(HN ))UXU = Pk − Pk−1,

1Bk
(HU

N − EN,W − e0) = P̃k − P̃k−1,
(6.58)

with the convention that P−1 = P̃−1 = 0. Therefore, it is enough to prove that
Pk − P̃k = Q̃kPk − P̃kQk converges to zero for every k. In fact, we will prove that
Q̃kPk and P̃kQk converge to zero. Let us now assume the statement that has been
proved up to k−1 for some k ≥ 0 (it is obvious for k < 0, as P−1 = 0). In Lemma 6.2,
we showed that

Tr
(
(HU

N − EN,W − e0)P̃k

)
(6.28)

≥ Tr
(
P̃kχM (HU

N − EN,W − e0)χM P̃k

)
+ O(N−1/80)

≥ Tr
(
P̃kχM (U∗UXHN UXU − ϵN − e0)χM P̃k

)
+ O(N−1/80)

≥ Tr
(
P̃kχM (U∗UXHN UXU − e0(HN ))PkχM P̃k

)
+ (ek+1(HN ) − e0(HN ))Tr

(
P̃kχMQkχM P̃k

)
+ O(N−1/80), (6.59)

where we specifically used (6.14) together with (6.22) and (6.19) for the second
inequality to get rid of L4 and E , as well as the lower bound on e0(HN ) from
Lemma 6.3. We may remove the localization χM in the two terms in (6.59) thanks
to the presence of Pk and because

∥P̃j(1 − χM )∥2 (6.7)= O(N−1/80). (6.60)
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Let dk be the dimension of ran1Bk
(HU

N − EN,W − e0), which equals the multiplicity
of ek(HBF) by (6.53) for N large enough. By the induction hypothesis, which implies
in particular that Pk−1P̃k − Pk−1 → 0, we then have by Theorem 1.4,

lim
N→∞

Tr
(
P̃kχM (U∗UXHN UXU−e0(HN ))Pk−1χM P̃k

)
=

k−1∑
j=0

dj(ej(HBF)−e0). (6.61)

Moreover, by (6.5) we also have

lim
N→∞

Tr
(
(HU

N − EN,W − e0)P̃k

)
=

k∑
j=0

dj(ej(HBF) − e0). (6.62)

We can thus take the limit in (6.59), whence the terms with j < k cancel, giving

dk(ek(HBF) − e0) ≥ lim sup
N→∞

(
(ek(HBF) − e0)Tr

(
(P̃k − P̃k−1)Pk

)
(6.63)

+ (ek+1(HBF) − e0)Tr
(
(P̃k − P̃k−1)Qk

))
.

As Pk +Qk = 1 and dk = Tr(P̃k − P̃k−1) for large N , dividing by dk and eliminating
e0 expresses ek(HBF ) as a convex combination of itself and ek+1(HBF). But since
ek(HBF) < ek+1(HBF) this implies,

0 = lim
N→∞

Tr
(
(P̃k − P̃k−1)Qk

)
= lim

N→∞
Tr

(
P̃kQk

)
≥ lim

N→∞
∥P̃kQk∥, (6.64)

where we used the induction hypothesis once more. The argument for the conver-
gence of PkQ̃k is essentially the same, using the inequalities proved in Lemma 6.3.
c) This follows from b) by an approximation argument. To be precise, let ε > 0 and
let N be large enough for ∥U∗

XΨN − Ψ∥ < ε to hold. Choose k so that

∥1(HBF > ek(HBF) + δ)U∗
BΨ∥ < ε, (6.65)

where δ is such that part b) applies to Bδ(ek(HBF)HBF)). By the convergence of
spectral projections proved there, we have

∥1(HN > ek(HN ) + δ)UXΨ∥ < 2ε, (6.66)

for sufficiently large N . Consequently, using unitarity of the group,∥∥∥U∗
Xe−it(HN −e0(HN ))ΨN − UBe−it(HBF−e0(HBF))U∗

BΨ∥

≤
∥∥∥ k∑

j=0

(
e−it(ej(HN )−e0(HN ))U∗

X1(HN = ej(HN ))UXΨ

− e−it(ej(HBF)−e0(HBF))UB1(HN = ej(HN ))U∗
BΨ

)∥∥∥ + 4ε, (6.67)

which is less than 5ε for sufficiently large N by the convergence of the eigenvalue
differences from Theorem 1.4 and the spectral projections from part b).
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A The scattering problem on the torus

A.1 Properties of the scattering solution

Let 0 ≤ v ∈ L2(T3) be even and let us define

φ = −1
2

1
P ⊥(−∆ + 1

2v)P ⊥ P ⊥v ∈ P ⊥L2(T3), (A.1)

where P ⊥ is the orthogonal projection to the complement of the constant 1, i.e, func-
tions that integrate to zero. The Fourier coefficients of φ then solve the scattering
equation (2.14) with potential v,

φ̂(p) + 1
2

∑
q∈2π∈Z3\{0}

φ̂(q)v̂(p − q) = −1
2 v̂(p) (A.2)

Lemma A.1 (Regular estimates). There is C > 0 so that for 0 ≤ v ∈ L2(T3)

∥φ∥2 ≤ C∥v∥2/3
2 ∥v∥4/3

1 , ∥∇φ∥2 ≤ C∥v∥1/3
2 ∥v∥2/3

1 , (A.3a)

|φ̂(p)| ≤ C

p2 ∥v∥2/3
2 ∥v∥4/3

1 , p ∈ 2πZ3 \ {0}, (A.3b)

∥φ̂∥1 ≤ C∥v∥1/3
1 ∥v∥2/3

2

(
1 + (1 + ∥v∥2

2)∥v∥1
)

. (A.3c)

Remark A.2. Taking vn(x) = n2v(nx) for n ≥ 1, that is v̂n(p) = n−1v̂(p/n), we
obtain

∥vn∥2/3
2 ∥vn∥4/3

1 = n−1∥v∥2/3
2 ∥v∥4/3

1 ,

∥vn∥1/3
1 ∥vn∥2/3

2 = ∥v∥1/3
1 ∥v∥2/3

2 ,

(1 + ∥vn∥2
2)∥vn∥1 = (n−1 + ∥v∥2

2)∥v∥1.

Proof. Since v ≥ 0 is in L2, we have φ ∈ L2(T3). Writing the scalar product of −∆φ
with φ in Fourier space, we obtain with v ≥ 0

∥pφ̂∥2
2 ≤ ∥pφ̂∥2

2 + 1
2∥

√
vφ∥2

2 = −1
2⟨v̂, φ̂⟩ ≤

 ∑
p∈2πZ3\{0}

|v̂(p)|2

p2

1/2

∥pφ̂∥2.

(A.4)

We deduce that φ ∈ H1(T3) and ∥pφ̂∥2 ≤ ∥|p|−1v̂∥2. Let us now bound, for any
A ≥ 1,

∥|p|−1v̂∥2
2 =

∑
p∈2πZ3\{0}

|v̂(p)|2

p2 =
∑

|p|>A

|v̂(p)|2

p2 +
∑

|p|≤A

|v̂(p)|2

p2

≤ A−2∥v̂∥2
2 + CA∥v̂∥2

∞ ≤ C∥v∥2/3
2 ∥v∥4/3

1 , (A.5)
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where we took A = ∥v∥2/3
2 ∥v∥−2/3

1 ≥ 1, used that ∥v̂∥∞ ≤ ∥v∥1 ≤ ∥v∥2. This proves
the second estimate in (A.3a). The same computation gives also ∥|p|−1 ∗ v̂∥2

2 ≤
C∥v∥2/3

2 ∥v∥4/3
1 , which allows us to bound

∥v̂ ∗ φ̂∥∞ ≤

 ∑
p∈Z3\{0}

|v̂(p − q)|2

p2

1/2

∥pφ̂∥2 ≤ C∥v∥2/3
2 ∥v∥4/3

1 , (A.6)

From this and the scattering equation (A.2), we obtain the point-wise bound on
φ̂ (A.3b) as well as the first estimate in (A.3a). Multiplying (A.2) by |p|−2 and
summing over p, we also obtain

2∥φ̂∥1 ≤ ∥|p|−2v̂∥1 + ∥|p|−2v̂ ∗ φ̂∥1. (A.7)

The first term is bounded as follows, picking A = (∥v∥2/∥v∥1)2/3 ≥ 1, we obtain

∥|p|−2v̂∥1 ≤ ∥1|p|≤A|p|−2∥1∥v̂∥∞ + ∥1|p|>A|p|−2∥2∥v∥2 ≤ C∥v∥1/3
1 ∥v∥2/3

2 .

(A.8)

For the second term, we also decompose it for A ≥ 1 as

∥|p|−2v̂ ∗ φ̂∥1 ≤ ∥|p|−21|p|≤Av̂ ∗ φ̂∥1 + ∥|p|−21|p|>Av̂ ∗ φ̂∥1

≤ ∥|p|−21|p|≤A∥1∥v̂ ∗ φ̂∥∞ + ∥|p|−21|p|>A∥2∥v̂ ∗ φ̂∥2

≤ C
(
A∥v∥2/3

2 ∥v∥4/3
1 + A−1/2∥v̂∥2∥φ̂∥1

)
. (A.9)

For A = C2∥v∥2
2 + 1 > C2∥v∥2

2 this yields

∥φ̂∥1 ≤ C(1 − A−1/2∥v∥2)−1
(
∥v∥1/3

1 ∥v∥2/3
2 + A∥v∥2/3

2 ∥v∥4/3
1

)
≤ C∥v∥1/3

1 ∥v∥2/3
2

(
1 + (1 + ∥v∥2

2)∥v∥1
)

, (A.10)

with a new constant C.

We now consider, for m ≥ 1, the truncated scattering solution

φ̂m(p) = 1|p|>mφ̂(p). (A.11)

Lemma A.3 (Estimates on φm). There is C > 0 so that for 0 ≤ v ∈ L2(T3) and
all m ≥ 1, we have

∥φm∥2 ≤ Cm−1/2∥v∥2/3
2 ∥v∥4/3

1 , ∥∇φm∥2 ≤ C∥v∥1/3
2 ∥v∥2/3

1 , (A.12a)

∥φ − φm∥∞ ≤ Cm∥v∥2/3
2 ∥v∥4/3

1 (A.12b)
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Moreover, for 0 ≤ s < 1 there is C > 0 so that if s < 1/2

∥|p|sφ̂m∥2 ≤ Cm−(1/2−s)∥v∥2/3
2 ∥v∥4/3

1 (A.12c)

∥|p|1/2φ̂∥2 ≤ C∥v∥2/3
2 ∥v∥4/3

1

√
| log ∥v∥2| + 1, (A.12d)

and for 1/2 < s ≤ 1

∥|p|sφ̂m∥2 ≤ Cm−(1−s)/2∥v∥2−s/3
2 ∥v∥2(2−s)/3

1 .

Proof. The estimates (A.12a), (A.12b) and (A.12c) follow easily from (A.3b) and
(A.3a). The estimate for 1/2 < s < 1 follows by Hölder’s inequality ∥|p|sφ̂m∥2 ≤
∥|p|φ̂m∥s

2∥φ̂m∥1−s
2 together with the two bounds in (A.12a).

It remains to prove the case s = 1/2. We use the equation (A.2) to obtain

2∥|p|1/2φ̂∥2 ≤ ∥|p|−3/2v̂∥2 + ∥|p|−3/2v̂ ∗ φ̂∥2. (A.13)

We bound the first term as follows, for any A ≥ 1, we have

∥|p|−3/2v̂∥2
2 ≤ ∥1|p|≤A|p|−3/2v̂∥2

2 + ∥1|p|>A|p|−3/2v̂∥2
2

≤ C log A∥v̂∥2
∞ + A−3∥v̂∥2

2

≤ C∥v̂∥2
∞(log(∥v̂∥2/∥v̂∥∞) + 1) (A.14)

where we chose A = ∥v̂∥2/3
2 /∥v̂∥2/3

∞ ≥ 1. Similarly, we have

∥|p|−3/2v̂ ∗ φ̂∥2 ≤ C∥v̂ ∗ φ̂∥∞

√
log(∥v̂ ∗ φ̂∥2/∥v̂ ∗ φ̂∥∞) + 1

≤ C∥v∥2/3
2 ∥v∥4/3

1

√
| log ∥v∥2| + 1. (A.15)

where we used the bounds on ∥v̂ ∗ φ̂∥∞ ≤ ∥v∥2/3
2 ∥v∥4/3

1 ≤ ∥v∥2
2 from (A.6) and

∥v̂ ∗ φ̂∥2 ≤ C∥v∥2
(
∥|p|−2v̂∥1 + (1 + ∥v∥2

2)∥v∥1/3
2 ∥v∥2/3

1

)
≤ C(∥v∥2 + 1)4.

(A.16)

Finally combing the above estimates, we obtain

∥|p|1/2φ̂∥2 ≤ C∥v∥2/3
2 ∥v∥4/3

1

√
| log ∥v∥2| + 1. (A.17)
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A.2 Comparison between torus and free space scattering lengths

For a generic potential 0 ≤ v ∈ L2(T3), we define the torus scattering length by
minimization problem

4πaT3(v) = inf
φ∈H1(T3)∫

φ=0

{∫
T3

|∇φ|2 + 1
2

∫
T3

v|1 + φ|2
}

(A.18)

By the Lax-Milgram Theorem this problem has a unique minimizer φT3 , which
satisfies the equation (A.2). We may extend v beyond the unit cube by zero, to
obtain a potential 0 ≤ v ∈ L1(R3). Denote by aR3(v) the scattering length on the
full space defined in (1.2) of this potential.
Lemma A.4. Let 0 ≤ v ∈ L2(T3). There exists C > 0 so that, denoting vn(x) =
n2v(nx), we have for all n ≥ 1

|naT3(vn) − aR3(v)| ≤ Cn−1.

Proof. Let φR3 be the solution to (2.12), then from [43, Theorem 6] we know that

− 1
|x| + 1 ≲ φR3(x) ≤ 0, |∇φR3(x)| ≲ 1

|x|2 + 1 (A.19)

for all x ∈ R3. Let 0 ≤ χ ∈ C∞(R3) such that χ(x) = 1 for |x| ≤ 1/3 and χ(x) = 0
for |x| ≥ 1/2. We set φn(x) = χ(x)φR3(nx) + cn, with cn chosen so that the integral
of φn over the unit cube equals zero. Then φn satisfies for n ≥ 2

−∆φn + 1
2vn(1 + φn) = (−∆χ)φ(n·) − 2n∇χ · ∇φ(n·) + 1

2vncn (A.20)

since supp vn ⊂ {|x| ≤ 1/3} ⊂ {χ ≡ 1} for n ≥ 2. Note that

|cn| ≤
∫

|χφR3(n·)| ≲
∫

[−1/2,1/2]3

1
n|x| + 1 ≲ n−1, (A.21)

so, since φR3 is bounded and
∫

vn = n−1 ∫
v,∫

vn(|1 + φn|2 − |1 + χφR3(n·)|2) = O(n−2). (A.22)

Then, using the variational characterization of 4πaT3(vn) and (2.13), we obtain

4πaT3(vn) ≤
∫
T3

|∇φn|2 + 1
2

∫
T3

vn|1 + φn|2

= 4πaR3(vn) +
∫
R3

((−∆χ)φR3(n·) − 2n∇χ · ∇φR3(n·)) φn + O(n−2)

≤ 4πaR3(vn) + C

∫
[−1/2,1/2]3

( 1
(n|x| + 1)2 + n

(n|x| + 1)3

)
+ O(n−2)

≤ 4πaR3(v)n−1 + O(n−2), (A.23)
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where we used that suppχ ⊂ [−1/2, 1/2]3 and the exact scaling relation naR3(vn) =
aR3(v).

Reciprocally, take this time φn(x) = χ(x)φ(n)
T3 (x) where

φ
(n)
T3 = −1

2
1

P ⊥(−∆ + 1
2vn)P ⊥ P ⊥vn ∈ P ⊥ ∈ L2(T3) ∼= L2([−1/2, 1/2]3). (A.24)

The same computation as above now leads to, since φT3 is real,

4πaR3(vn) − 4πaT3(vn) ≤
∫
R3

(
(−∆χ)φ(n)

T3 − 2∇χ · ∇φ
(n)
T3

)
χφ

(n)
T3

=
∫
R3

|∇χ|2|φ(n)
T3 |2

≤ C∥φ
(n)
T3 ∥2

2 = O(n−2), (A.25)

where for the last estimate we used Lemma A.1 together with Remark A.2.
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