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ABSTRACT

Initially designed to detect and characterize exoplanets, extreme adaptive optics systems (AO) open a new
window on the solar system by resolving its small bodies. Nonetheless, despite the always increasing performances
of AO systems, the correction is not perfect, degrading their image and producing a bright halo that can hide
faint and close moons. Using a reference point spread function (PSF) is not always sufficient due to the random
nature of the turbulence. In this work, we present our method to overcome this limitation. It blindly reconstructs
the AO-PSF directly in the data of interest, without any prior on the instrument nor the asteroid’s shape. This is
done by first estimating the PSF core parameters under the assumption of a sharp-edge and flat object, allowing
the image of the main body to be deconvolved. Then, the PSF faint extensions are reconstructed with a robust
penalization optimization, discarding outliers on-the-fly such as cosmic rays, defective pixels and moons. This
allows to properly model and remove the asteroid’s halo. Finally, moons can be detected in the residuals, using
the reconstructed PSF and the knowledge of the outliers learned with the robust method. We show that our
method can be easily applied to different instruments (VLT/SPHERE, Keck/NIRC2), efficiently retrieving the
features of AO-PSFs. Compared with state-of-the-art moon enhancement algorithms, moon signal is greatly
improved and our robust detection method manages to discriminate faint moons from outliers.
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1. INTRODUCTION

The study of asteroids witnessed a leap forward with the arrival of extreme adaptive optics (AO) systems that
pushed further the performance in high-contrast and high-resolution imaging1 of ground-based instruments.
They are no longer limited by the atmospheric turbulence that corrugates the incident wavefront of the observed
target,2 with AO systems now commonly deployed in observatories.3,4 In this context, the study of the point
spread function (PSF) after an AO system correction emerged in order to improve the data post-processing via
model-fitting or reconstruction techniques.5 For asteroid image recovery, a fine knowledge of the PSFs is needed
to avoid strong deconvolution artifacts.6–9 But due to the random nature of AO-PSFs, the direct estimation of
the PSF parameters from the AO telemetry10,11 or reference PSFs obtained on calibration sources (internal or
natural stars) before or after the observation12 are not always sufficient.

The only solution is thus to extract and reconstruct the PSF directly from the data of interest, a problem
known as blind deconvolution.8,13–15 Marginal approaches,5,16 that split the contributions of the PSF and the
object in the problem, have proved to be efficient when combined with parametric PSF models that strongly
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limit the number of unknowns to fit.17 But these simplified methods cannot fully grasp the complexity of real
and potentially broadband AO-PSFs. For Solar System bodies, this approximate knowledge of the PSF limits
the study of their close vicinity and the detection of faint companions,1,18,19 buried in the bright halo induced
by the PSF faint extensions. Techniques adapted from exoplanet detection algorithms, based on local averaging
or median filters6,19,20 are not always sufficient.21

More versatile methods than parametric approaches22 are consequently needed with the challenge to recover
the AO-PSF extensions, several orders of magnitude fainter than the PSF core. This paper is a continuation of a
method developed to jointly recover the 2D deconvolved images of the object and the PSF while being robust to
outliers, see Ref. 23. This method provides a more general and blind approach for more complex AO-PSFs with
limited priors on the object and the PSF. In this approach, outliers are defective pixels or pixels hit by cosmic
rays, as well as potential companion orbiting the main body. In this work, after a brief reminder of the method,
see Sec. 2.1, we focus on the possibility to detect faint companions in the residuals after the removal from the
data of the bright halo, see Sec. 3.

2. OVERVIEW OF THE PROPOSED METHOD ON SIMULATIONS

2.1 Blind Deconvolution and Halo Removal

The overview of the method for blind deconvolution and halo removal, applied on a simulation, is given in Fig. 1.
This simulation is based on (I) a photo of 67P/Churyumov–Gerasimenko by Rosetta (European Space Agency)
as a reference, scaled to the resolution of a standard asteroid observation of a few hundred milliarcseconds, see
Fig. 1a2, and (II) a PSF obtained on a star with the Zurich IMaging POLarimeter instrument24 (ZIMPOL), see
Fig. 1a3. Three synthetic moons are injected, highlighted by the colored circles.

The forward model of the problem canonically states that the image data, d, is the convolution ⋆ of the
extended object, o, with the long exposure PSF, p, that combines the telescope and instrument response and
the AO residuals,8

d = (o ⋆ p) + n , (1)

where n is a nuisance term. This equation is pictured in Fig. 1a. As is seen in Fig. 1a4, the nuisance term
encompasses the classical noise terms (detector readout and photon shot noises) as well as outliers such as
defective pixels, cosmic rays (orange arrows) and potential moons (colored circles) that cannot be explained by
the convolution of the PSF with an extended object. The objectives of the blind deconvolution method are to
split o and p only from the knowledge of d without being corrupted by n and remove their contributions from
the data to enhance moon signal.

The PSF presented in Fig. 1a3 emphasizes all the complexity of an AO-PSFs. The faint extensions are
responsible for the extended and structured bright halo visible in Fig. 1a1 in which the moon are hidden.

As further described in details in Ref. 23, Eq. (1) is inverted by minimizing the regularized cost function

(õ, p̃)← argmin
o≥0,p≥0

{
C (o,p) = Dwls(d,o ⋆ p,w) + µobjRobj(o) + µpsfRpsf(p)

}
, (2)

where, (I) Dwls is defined as the weighted least square difference (wls):

Dwls(φ1,φ2,w) ≜
1

2

∑
x

w(x)(φ1(x)− φ2(x))
2
, (3)

(II) Robj(o) is a regularization favoring smooth objects with sharp edges, by encouraging the sparsity of spatial
gradients25,26 as classically used in asteroid deconvolution:8,9, 12,22,27

Robj(φ) ≜
∑
x

[√
([∇1φ(x)]2 + [∇2φ(x)]2 + [ϵobj]2)− ϵobj

]
, (4)

and (III) Rpsf(p) consists of the classical ℓ2-norm on the gradient but applied to the logarithm of the PSF:

Rpsf(φ) ≜
∑
x

[∇1[ln(φ(x))]]
2
+ [∇2[ln(φ(x))]]

2
. (5)
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Figure 1. Overview of the deconvolution method on a simulation based on a photo of 67P/Churyumov–Gerasimenko by
Rosetta (European Space Agency) with three synthetic moons. First line (a) – Forward model: the noisy data d (a1)
is the convolution of an extended object o (a2) with the AO-corrected PSF of the instrument p (a3) plus a nuisance
term n (a4). This noise is composed of the acquisition noises (readout + photon), defective pixels (“pepper & salt”
pattern), cosmic ray impacts (orange arrows) and signal from potential moons orbiting the main object (coloured circles).
Second line (b) – Step 1. The data is approximated by the convolution of a binary object (b2, and orange edges in b1)
with a parametric PSF core (b3). Panel b4: Residuals of the fit performed on the pixels of Panel b1 not shaded in red.
Third line (c) – Step 2. The estimated PSF core (c3=b3) is used to deconvolve the object (c2). Panel c1: Model of the
convolution. Panel c4: Residuals. Fourth line (d) – Step 3. The segmented object (d2) is used to deconvolve the PSF
wings (d3). Panel d1: Model of the convolution. Panel d4: Residuals. First (1) and second (2) columns – To emphasize
both the main body and the surrounding halo a dual linear scale is used to insert the main body in its halo, as noted by
the “/” in the color bars. Third (3) column – The PSF are normalized to peak at one for the display.



In the data fidelity term of Eq. (3), the weight term w is the inverse of the data variance to whiten the
residuals d− dmod with

dmod = õ ⋆ p̃ . (6)

The weight term w is given by:12,17,28

w(x) = 1/(ηd(x) + vron) , (7)

where vron is the readout noise and η the factor of the photon noise to convert the intensity into a variance. In
Eq. (4), ∇1 and ∇2 correspond to finite difference operators along the two spatial dimensions of the image and
ϵobj > 0 is a threshold controlling the transition between a ℓ1-norm (edge-preserving) and a ℓ2-norm (smoothness).
ϵobj also ensures that Eq. (4) is differentiable at zero. In Eq. (5), the norm on the 2D-gradient ensures a smooth
reconstruction, while the logarithm acts as a “dynamic whitening” term on the PSF wings of p that are multiple
orders of magnitude fainter than its core. Finally, in Eq. (2), µobj and µpsf are hyperparameters to balance the
regularizations on the object and the PSF compared to the data fidelity term. We briefly introduce hereafter
the steps of the method described in Ref. 23 to solve the minimzation problem of Eq. (2).

(I) Firstly, as is pictured in Fig. 1b, the initialization is obtained by solving an approximation of the problem.
In a crude simplification, the data of Fig. 1b1 can been seen as a sharp-edged flat object, Fig. 1b2, convolved with
a simple PSF core, Fig. 1b3. In this step, the estimated object õ is obtained by simply applying a threshold on
the blurred data and a parametric model is used for the PSF p̃ (2D Moffat pattern29). To avoid any corruption
of the fit by the halo extensions, the pixels shaded in red in Fig. 1b1 are removed from the fit. As seen in the
residuals of Fig. 1b4, most of the signal of the bright core of the halo is removed with this approach, but the
faint extensions of the halo still hide the moons to recover.

(II) Secondly, as is pictured in Fig. 1c, this PSF core is used to deconvolve the main extended object õ,
Fig. 1c2, fixing p̃, Fig. 1c3. The physical hard constraint o ≥ 0 imposes a positive object and limits oscillating
artifacts close to its sharp edges, as commonly seen in deconvolution problems.6,8

(III) Thirdly, as is pictured in Fig. 1d, the deconvolution paradigm is reversed and the object is used to
deconvolve the faint PSF extensions p̃, so-called wings, Fig. 1d3, fixing õ, Fig. 1d2 with the physical positivity
constraint p ≥ 0. In this context, outliers must be carefully handled to avoid any corruption of the model and
identified on the fly. A robust penalization approach has been implemented,30,31 where the conventional quadratic
penalization of the problem is replaced by a robust estimator. This estimator is approximately quadratic around
zero but grows sub-quadratically for large deviations to reduce their impact.32,33 An iterative reweighted least
squares34,35 (IRLS) method is used: a sequence of least squares problems are solved with their weights iteratively
updated with a robust estimator. The robust estimator ρ on the residuals d−dmod is the Cauchy cost function:34

ρ(r) ≜
γ2

2
ln
(
1 + r2/γ2

)
with γ = 2.385 . (8)

The robust weights

wρ(r) =
1

r

∂ρ(r)

∂r
=

(
1 + r2/γ2

)−1
, (9)

is the correction factor to apply to the weights in the least square error of Eq. (3) in the context of IRLS. Figure 2b
gives an example of a robust weight map, obtained by applying wρ of Eq. (9) to a residual map d−dmod, Fig. 2a.
The outliers can directly be identified in black, with equivalent weights tending towards zero. It is then possible
to discard them on the fly, using a conservative threshold w̄ρ = 50% as is shown in Fig. 2c. This is done by
updating Eq. (7) while accounting for the data model dmod:

w(x) =

{
0 if wρ(x) ≤ w̄ρ

1/
(
ηdmod(x) + vron

)
otherwise

, (10)

preventing any further corruption of the deconvolved PSF wings by strong outliers.

Now that a better model of the PSF is known, especially around its core, it is possible to re-estimate the
object. Alternating the steps (II) and (III) while updating the map of discarded outliers allows to refine the
models of the object and the PSF. Finally, after convergence, the halo model, Fig. 1d1, is clean: it is not polluted
by cosmic ray or moon signals. It can be removed and the moons can be seen in the residuals, Fig. 1d4.
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Figure 2. Automatic removal of outliers with respect to the model. Panel a: Residuals of the halo removal d− dmod, for
information, the deconvolved main body image was inserted with the same dynamics as in Fig. 1d2. Panel b: Equivalent
weights of the robust penalisation, wρ(

√
w(d− dmod)). Panel c: Discarding of pixels (black) below a threshold, w̄ρ.

2.2 Robust Moon Detection

Now that a residual map cleaned from the halo pollution has been obtained, the objective of this section is to
provide a detection map of potential moons orbiting the main object. This is done by estimating the likelihood
to find a moon signal pmoon, in the halo residuals d−dmod of Fig. 3a. Since moons are not resolved, they behave
as point sources and it naturally comes that pmoon ∝ p̃. As explained in Ref. 36, this likelihood is given by the
normalized correlation between pmoon and these residuals, weighted by w,

σ =
pmoon ⃝⋆

[
w
(
d− dmod

)]
√
([pmoon]2 ⃝⋆ w)

, (11)

where ⃝⋆ denotes for the correlation symbol.
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Figure 3. Detection of potential moons. Panel a: Discarding main body vicinity and isolated pixels below a threshold
(black). Panels b,c: Significance map σ of moon detection in Fig. 2a directly on the residuals map (Panel b) and
accounting for the discarded pixels (Panel c). Panels b,c: For information, the deconvolved main body image was inserted
with the same dynamics as in Fig. 1d2.

In principle, as in Eq. (10), w(x) is given by the model in the absence of moon: 1/
(
ηdmod(x) + vron

)
. A

moon would thus give a significant signal compared to this awaited noise level. Nonetheless, doing so leads to
the significance map of Fig. 3b. This map is highly corrupted by other strong outliers such as cosmic rays or hot
pixels. Moons cannot be disentangled from these artifacts.

To clean this map, it is possible to further exploit the robust weight map of Fig. 2b obtained during the PSF
wing deconvolution in Sec. 2.1. Indeed, it contains the information on possible strong outliers. The technique
to generate the robust significance maps is given in Algorithm 1. Applying Line 5 to discard outliers on-the-fly
implies to find the isolated pixels. They are identified by dilating and then eroding by one pixel the binary map
of the pixels above a 10% threshold37 (morphological operations). The pixels which disappear in the process are
considered as isolated. In practice the pixels in the vicinity of the main body below the threshold of 10% are
also discarded to avoid any bias coming from the bad fit close to the object’s edges, as shown in Fig. 3a. This
empirical value of 10% only excludes strong outliers. Higher values may tag pixel clusters that would not be



considered as isolated and thus not discarded. As mentioned in Ref. 36, the maps are zero-padded by a factor
of two to avoid aliasing when computing the correlations of Line 6.

Algorithm 1 Moon significance map.

1: pmoon ← p̃ ▷ Moon PSF
2: pmoon ← pmoon/

∑
x pmoon(x) ▷ Normalization of the PSF

3: w(x) ←
Eq. (10)

1/
(
ηdmod(x) + vron

)
▷ Model-based confidence

4: if wrob(x) < 10% and x is isolated then
5: w(x)← 0 ▷ Excluding isolated outliers

6: σ ←
Eq. (11)

pmoon⃝⋆ [w(d−dmod)]√
([pmoon]2⃝⋆w)

▷ Significance map

7: return σ

Applying Algorithm 1 leads to the map of Fig. 3a. Compared with the resulting map of Fig. 2c, the outliers
and the object close vicinity are discarded but not the moons. Using this map of valid pixels in Eq. (11) leads to
the significance map of Fig. 3c, which is no more corrupted by the artifacts mentioned above. The three moon
stand out of the noise, the faintest one (blue) being at the detection limit of 5σ. The closest one (green), despite
being in the concave side of the asteroid is unambiguously detected.

3. RESULTS ON ON-SKY DATA

The method was tested on archival data on two asteroids of the main belt of the Solar system among the 100 km
class: (216) Kleopatra and (130) Elektra. The data were obtained respectively with the Near Infrared Camera 2
(NIRC2, ID U013N2, PI: de Pater et al. 2008, Pk50 filter, λ = 1.6455 µm, ∆λ = 25 nm) of the Keck II telescope
and ZIMPOL (ID 199.C-0074, PI: Vernazza et al.1 2019, R filter, λ = 645.9 nm, ∆λ = 56.7 nm), mounted on
the Spectro Polarimetric High-contrast Exoplanet REsearcher38 (SPHERE) of the Very Large Telescope (VLT)
observatory, equipped with the SPHERE Adaptive eXtreme Optics system39 (SAXO). (216) Kleopatra has a
dumbbell shape and is orbited by two known moons.40–43 (130) Elektra is surrounded by three moons.44 Due
to the lack of proper data reduction and data analysis tools,21,22 its faintest companion was discovered only
recently in archival data obtained in 2014 with the Integral Field Spectrograph of SPHERE45 (IFS).

For each target, several frames are acquired at different epochs. To show the effectiveness of our method, we
processed two individual frames of different epochs rather than the stacked observations. Results are gathered
in Fig. 4. For information, the “coronagraph image” rendered by state-of-the-art algorithm in asteroid study,20

based on local median filtering, is also given.

Concerning the main object deconvolution, a sharp image with details on the body surface is retrieved for
all datasets, even in bad seeing condition, see Fig. 4b. The multiple images of (216) Kleopatra produced by the
speckles of the complex PSF are correctly refocused in a single main object. When it comes to the reconstructed
PSFs, they look similar to reference PSFs obtained on star (see Ref. 23 for NIRC2 and Fig. 1a3 for ZIMPOL)
and the expected features are present: (I) from to the low number of actuators of its AO system, many speckles
are visible in the NIRC2 PSF and the hexagonal shape of its first Airy ring, due to the hexagonal shape of the
telescope primary mirror segments is clearly marked, and (II) the AO cutoff frequency of the extreme AO of
ZIMPOL is clear as well as its main speckles. The consistency in each epoch between the two frames of the details
on the object’s surface and of features of the PSFs supports the fact that the method is robust to turbulence
conditions and that the retrieved features are real.

Most of the halo is removed from the residual maps. Nonetheless, structured signals are still visible on the
primary edges, implying a too strong regularizing and a biased reconstruction. This is a necessary trade-off
to avoid noise propagation and ensure the split between the PSF and the object in the blind deconvolution.
Nonetheless, it must be noted that the amplitude of the residuals is hundred times smaller than the object
dynamics. In all frames, the moons are clearly visible, even in the unfavorable dataset of 2019-08-04 which is
noisy with a strong turbulence∗. Their counterpart can also be identified in the robust weight map. This is also

∗We note here that the brightest moon of (130) Elektra is outside the field of view.
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Figure 4. Application of the method on different on-sky data. For each epoch, two frames at different timing (hh:mm) are
presented along with: (i) the reduced blurred data d and the saturated halo using a dual linear scale, (ii) the deconvolved
object õ and the resulting halo dmod model using a dual linear scale, (iii) the deconvolved PSF p̃ with peak normalized
to one, (iv) the fit residuals d − dmod, (v) the standard “coronograph image” obtained with state-of-the-art methods,20

(vi) the equivalent robust weight map wρ, and (vii) the detection map σ. Panels a: NIRC2 data on (216) Kleopatra.
Panels b,c: ZIMPOL data on (130) Elektra.



true for the faintest moon (blue), very close the primary in the 2019-08-05 dataset, at distances non achievable
with standard techniques.

Looking at the residuals provided by the state-of-the-art approach further highlights the gain achieved with
the proposed method. The highly structured halo of the NIRC2 data is not properly removed and the closest
moon (green) is invisible in the two frames. The furthest moon (red) is detectable only due to its punctual nature
compared to the residual features. The halo removal seems a bit more efficient on ZIMPOL data except closed
to the bright lobes produced by the strong speckles on the AO cutoff frequency ring. In the 2019-08-04 frames,
the two faintest moon are barely visible compared to the noise level and only because they are luckily not in a
region with residual artifacts. Too close from the primary, the faintest moon stays hidden by these residuals in
the 2019-08-05 dataset. As a final remark, we recall here that this “coronograph images” are obtained using the
full stack of the observed frames† whereas our approach is presented on individual frames, allowing the study of
the small orbital arc for each epoch where the stacked approach blurs this information.

Looking at the detection maps, except for a strong outlier visible on the second frame of the ZIMPOL 2019-
08-04 dataset, most of the dead pixels and other sensor artifacts seem correctly removed. All the moons are
properly detected above the 5σ threshold. Despite this good performance the results are less convincing than
with the simulations: the maps are polluted with lots of false detection areas which seem to fit some large
scale structures still present in the residuals. This could indicate that the smoothness regularization enforced on
the PSF deconvolution is a bit too strong and that the highest spatial frequencies of the halo are not properly
removed, leaving these structures in the residuals. The fact that lots of area are above the 5σ detection threshold
also suggests that the weight factor w in Eq. (11) is not properly scaled to really provide meaningful signal over
noise ratios. Looking at Eq. (10), this means that the noise terms (η, vron) are not properly calibrated. As
discussed in Ref. 23, these terms are empirically (and pragmatically) estimated directly in the data of interested.
This wrong scaling calls for a better refinement of the noise model along with the blind deconvolution iterations,
as proposed in this reference‡.

4. CONCLUSIONS AND PERSPECTIVES

In this work, we presented the performances of a blind and robust deconvolution algorithm, that jointly retrieves
the asteroid image and the associated AO-PSF. Without any prior on the instrument nor the object shape
(except that it has sharp edges), we showed with real data that it works with different instruments and in
different turbulence conditions. It recovers details on the objects’ surface and, efficiently retrieves the features of
the PSFs specific to each instrument. This provides a physical and realistic model of the bright halo corrupting
the data that can be subtracted to enhance the signal of potential close companions.

We also introduced a detection method to find these companions hidden in the residual noise. We have shown
that most of the outliers such as defective pixels or cosmic rays, are successfully robustly identified and discarded
on-the-fly by the proposed algorithm. Nonetheless, some of them are missed. Added with some artifactual
correlations induced by the structured halo removal, this degrades the quality of the significance maps. As
already discussed above, it seems necessary to further refine the noise model to better estimate the signal of
noise ratios. In addition, it would be possible to make the method more robust and also more sensitive to faint
moons by combining multiple frames from a given epoch,36 or even from multiple epochs.46 Indeed, doing so
provides another opportunity to identify random outliers on one side, while improving moon signal over noise
ratios on the other side. Compared with the standard problem of exoplanet detection, it comes nonetheless with
the additional difficulty of the rapid motion of the moons around the main object.22,47

†Hence the same images for the ZIMPOL datasets of 2019-08-04 and 05. For the NIRC2 data, the presented frames
come from two different observations performed with several hours of delay during the same night.

‡See also the documentation of the Epifluorescence DEconvolution MICroscopy plug-in15 (EpiDEMIC) at https://
icy.bioimageanalysis.org/plugin/epidemic/.

https://icy.bioimageanalysis.org/plugin/epidemic/
https://icy.bioimageanalysis.org/plugin/epidemic/
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doctorat dirigée par Fournier, Corinne et Denis, Löıc Image Lyon 2019 / 2019LYSES042.
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