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A R T I C L E I N F O
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A B S T R A C T

Immersed Boundary Methods (IBM) are a practical class of methods that
enable fluid computations in complex geometry while keeping a structured
mesh. Most of the existing IBM have been developed in the framework of
incompressible solvers, despite their significant interest to perform simula-
tions in more complex configurations requiring a compressible solver. In the
last years, pressure based solvers met a growing interest to perform numerical
simulations of compressible flows, due to their attractive features, as remov-
ing the stability condition on the acoustic time step, and being asymptotically
preserving of the incompressible regime when the Mach number tends to zero.
As this class of compressible solvers share many common features with classi-
cal projection methods for incompressible flows, our objective in this paper is
to present an adaptation of an efficient and accurate IBM developed for an in-
compressible solver by Ng et al in [1] to a pressure based compressible solver
recently published by Urbano et al in [2]. The proposed algorithm benefits of
the attractive properties of the original IBM proposed in [1] while being able
to undertake simulations in much more complex configurations. In particular,
we will present validations and illustrations of the proposed solver in various
configurations as free-convection flows, acoustic waves propagating in a vari-
able section pipe or interacting with a solid obstacle, as well as the description
of a thermal plasma during an electric arc discharge in a gas.

© 2024 Elsevier Inc. All rights reserved.

1. Introduction

Since the pioneering works of [3], Immersed Boundary Methods became a popular class of methods for fluid
computations in various configurations implying a complex geometry, as shown in [4, 5, 6, 7, 8], whether an exter-
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nal flow or an internal flow is considered. The assets of these methods are twofold since they allow computations
in complex geometries while keeping structured grids for which highly accurate numerical schemes are available,
and they drastically alleviate the preliminary and difficult task of mesh designing. On the other hand, compared to
computations on unstructured grids, IBM suffer from a lack of flexibility in regards to the grid adaptation if they are
employed with a classical structured mesh. Whereas the latter point can be critical to undertake numerical simulations
with high Reynolds number and thin boundary layers around solid obstacles, significant advances in grid adaptability
with quad-tree and octree structures coupled to IBM, as presented in [9, 10, 11, 12] open new opportunities in regards
to both accuracy and convenience and have demonstrated the strong interest of such a coupling. Concomitantly, to
these developments for incompressible flows, first couplings between IBM and a compressible solver have been pro-
posed in [13, 14], and further developed more recently in the following references [15, 16, 17, 18, 19, 20, 21, 22].
However, most of the previously cited works are dedicated to fully explicit compressible solvers which are efficient
for supersonic flows but not optimal to study compressible flows in the low Mach number regime, as shown in [23].
Compressible solvers can be of interest in many applications involving a low Mach number, as free-convection flows,
compression or expansion of a gas in a closed tank, interaction of acoustic waves with solid frontiers or obstacles and
also more specifically the description of thermal plasma during an electric arc discharge. This motivates the develop-
ment of IBM in the framework of compressible solvers which are well suited to the low Mach number regime. Such
an attempt has been recently published in [24], however the proposed solver is restricted to configurations without
acoustic waves. On the other hand, pressure based compressible solvers [25, 26] benefit from a growing interest
since the last decade due to their attractive numerical properties. Indeed, such solvers allow stable computations
without imposing the time step constraint related to acoustic wave propagation while being able to describe acousti-
cal phenomena. Moreover, they are asymptotically preserving of the incompressible regime when the Mach number
tends to zero. Indeed, for pressure based compressible solvers, the pressure equation which results from the velocity
splitting tends strictly to the incompressible Poisson equation for the pressure when the Mach number tends to zero.
This property is of utmost importance when considering compressible two-phase flows, as in the following references
[27, 28, 23, 29, 30, 31, 32, 2, 33], for which low Mach number values are usual in the liquid phase due to the high value
of the sound speed. Moreover, as pressure based compressible solvers present many common features with projection
methods for incompressible flows, they can widely benefit from IBM or two-phase flows solvers previously developed
in the framework of incompressible flows. One of our purpose in this paper is to adapt a well-known IBM proposed in
[1] for incompressible flows to a pressure based solver for compressible flows proposed in [2]. The proposed coupling
maintains the attractive features of the IBM proposed in [1], i.e. a sharp description of the solid-fluid frontier, second
order accurate velocity and pressure boundary conditions on the solid-fluid frontier and a resulting scheme which
preserves the symmetric definite positive matrix stemming from the spatial discretization of the Helmholtz equation
for the pressure. Our long-term aim is to develop an efficient thermal plasma solver able to describe the growth of a
plasma bubble during an electric arc discharge in a liquid bath. Indeed, in several industrial applications, as pulsed
metal forming by Electrohydraulic Discharges [34, 35] or fracturing rock [36] an electric arc discharge in a liquid
pool is carried out to generate intense pressure waves. As such applications involve a very complex coupling between
several physical phenomena, efficient computational methods are required in order to improve our knowledge of the
overall phenomena and to optimize industrial processes. Therefore, we will present also in this paper additional de-
velopments to couple our pressure based compressible solver with computational modules for the description of a
thermal plasma formation during an electric arc discharge, as in [37, 38, 39]. In this framework, the proposed IBM
for compressible flows will be extended to a plasma model in order to describe the electrodes geometry on which
specific boundary conditions has to be imposed. Finally, several original benchmarks are proposed to demonstrate the
interest and the relevance of the proposed method to undertake numerical simulations involving physical phenomena
typical of compressible or variable density flows as free convection and acoustic waves propagation. Preliminary
simulations involving thermal plasma induced by electric arc discharges between electrodes will be also presented.
In particular, these simulations will highlight the ability of the proposed solver to capture pressure waves generation
during a transient electric arc discharge while accounting for electrodes geometries by means of the proposed IBM.

2. Fundamental equations for compressible flows and thermal plasma physical model

Fundamental equations, on which are based the pressure based compressible solver, are presented in this section.
The physical model for thermal plasma that will be coupled to our compressible solver is also described. Finally, in
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a last part, the boundary conditions to impose at a solid frontier are detailed for both the compressible flow and the
plasma model, since it is a critical point for the design of an accurate IBM.

2.1. Fundamental equations for a pressure based compressible flow

Fundamental equations are based on primary principles for mass, momentum and energy conservation, to which
must be added some constitutive laws and Equations of State (EoS) to close the overall system. The system of
equations is similar to the one presented in [2] for compressible two-phase flows. It is worth mentioning that it has
been extended to configurations implying liquid-vapor phase change in [40]. However, the present study is only
concerned with single phase flows (liquid or gas). Mass conservation is expressed as,

∂ρ

∂t
+ ∇ ·

(
ρV⃗

)
= 0. (1)

where ρ and V⃗ are respectively the density and velocity fields. The Navier-Stokes equations are used to impose the
momentum conservation for a Newtonian fluid,

ρ
DV⃗
Dt
= −∇p + ∇ · τ + ρg⃗, (2)

with p the pressure, g⃗ the gravity acceleration and τ the tensor of viscous constraints defined as,

τ = µ
(
∇V⃗ + ∇V⃗T

)
−

2
3
µ∇ · V⃗I. (3)

with µ being the dynamic viscosity coefficient that can depend on temperature and I the identity matrix. This equa-
tion is almost identical as in the incompressible formalism, except the additional term in the viscous tensor due to
compression or expansion motion. The energy equation is expressed through the pressure variable as follows,

Dp
Dt
= −ρc2∇ · V⃗ +

c2α

cp

−∇ · q⃗ + τ ⊗ ∇V⃗ +
n∑

i=1

S i

 , (4)

where c is the sound speed, cp the heat capacity at constant pressure, q⃗ the local heat flux defined as q⃗ = −k∇T from
the Fourier law with k the thermal conductivity.

∑n
i=1 S i is the sum of volumetric source or sink heating terms that

can account for heat release or loss due to different phenomena as for example Joule effect, combustion, absorption
or emission of thermal radiation, and α is the thermal expansion isobaric coefficient, defined as,

α = −
1
ρ

∂ρ

∂T

∣∣∣∣∣
p
. (5)

This form of the energy equation is typical of pressure based solvers for compressible flows. This kind of solver has a
twofold asset since it enables an implicit temporal discretization of acoustic waves and it is Asymptotically Preserving
(AP) of the incompressible regime when the Mach number tends to zero as pointed out in [28]. More details on the
derivation of this equation can be found in the following recent reference [2]. Although such a formulation is often
associated to semi-implicit temporal resolution, a fully explicit resolution of this set of equations is also possible, as
in [41].

2.2. Equations of States and Thermodynamic relations

As our previous system of partial differential equations contains four unknowns variables (ρ, V⃗ , P,T ) and only
three conservation equations, an Equation of State (EoS) is required to close the system. This enables to deduce
the temperature field from the pressure and density fields that are computed respectively from energy and mass
conservation equations. The simplest EoS is the ideal gas equation,

p = ρrT (6)
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4 Sergiu Coseru & al / Journal of Computational Physics (2024)

with r = R/M, R and M being respectively the ideal gas constant and the molar mass. However, as this equation of
state is only valid for gas at moderate pressure and relatively high temperature, more complex EoS, as cubic one, can
be used to describe realistically both gases in higher pressure or lower temperature conditions and also liquids. Indeed,
cubic EoS, as van der Waals or Peng-Robinson EoS, are able to predict a suitable thermodynamic behavior for the
liquid state for many chemical species. In particular, when solving the cubic equation for the density at given pressure
and temperature in subcritical conditions, three roots can be found: one corresponds to a dilute state (vapor state),
another corresponds to a dense state (liquid state) and a third value, intermediate between gas and liquid, which has
no physical meaning. Consequently, such equations are of significant interest to solve compressible flows in liquids
for which realistic and thermodynamically consistent equations of states are required. As the overall IBM algorithm
will require some extensions if a cubic EoS is used instead of an ideal gas EoS, we briefly remind here the general
formalism associated to cubic equations of states. They are commonly expressed under the following generalized
form,

p =
ρRT

1 − ρb
−

aρ2

(1 + b1ρ)(1 + b2ρ)
, (7)

where a, b, b1 and b2 are properties of chemical species which are defined in Appendix A. They can also be
expressed, as a cubic equation for the density ρ,

ρ3 + a1ρ
2 + a2ρ + a3 = 0 , (8)

where the ai coefficients depend on T , p, a, b, b1 and b2. More details on the different EoS can be found in Appendix
A or in the following reference [40]. From the EoS, sound speed has to be defined explicitly since it appears in the
right hand side of the pressure based energy conservation equation. For an ideal gas EoS, it can be simply written,

c =
√
γrT (9)

where γ =
cp

cv
is the ratio of specific heat capacities. For other equations of state, the following more general definition,

c2 =

(
∂p
∂ρ

)
s
=

(
∂p
∂ρ

)
T
+

T
ρ2cv

(
∂p
∂T

)2

ρ

(10)

is used to compute sound speed.

2.3. Thermal plasma model

Thermal plasma can be observed in various configurations as the discharge of an electric arc in high-voltage circuit
breaker or plasma torch, for instance. Thermal plasma modelling is based on chemical equilibrium and the Local
Thermal Equilibrium (LTE) assumption between charged ions and free electrons, that is, a single temperature can be
defined for all particles: electrons and ions. From this assumption, it is then possible to calculate the composition
of the plasma depending on temperature and pressure. This composition is calculated by using equilibrium laws like
Saha equations, Dalton equation and neutrality. More details are given in [? ]. An example of plasma composition
is presented for air at atmospheric pressure in Fig. 1. At low temperature O2 and N2 are majority. Then when
the temperature increases they dissociate to create atoms and at temperature over 10kK ionisation occurs creating
electrons and once ionised species.
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Fig. 1. L.T.E. composition of an air thermal plasma at atmospheric pressure

From this composition, it is possible to determine thermodynamic properties where equilibrium chemistry is
directly taken into account. For example, the mass density obtained from this composition is represented in Fig. 2.
Two curves have been plotted. One corresponding to the mass density obtained from a "cold" perfect gas law and
the other corresponding to the one obtained from the composition presented in Fig. 1. We can see that in the case of
thermal plasma, the mass density can vary by three order of magnitude on the temperature scale.

Fig. 2. Mass density of an air thermal plasma at atmospheric pressure

Last part concerns the transport coefficients of the plasma. They can be calculated by Chapman-Enskog formula-
tion [? ] and an example for the thermal conductivity is given in Fig. 3. In the plasma, the thermal conductivity can
be calculated through three component (translation, chemical, internal). The peaks observed are due to the chemical
part and can affect strongly the resolution of the system as they lead to a strong variation of the thermal conductivity.
All thermodynamic and transport coefficient curves are given in Appendix B.
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6 Sergiu Coseru & al / Journal of Computational Physics (2024)

Fig. 3. Thermal conductivity of an air thermal plasma at atmospheric pressure

Consequently, the compressible solver presented in [2, 40] have to be adapted to simulate the development of
thermal plasma and related flows. However, the overall model must be upgraded to account for additional physical
electric phenomena. In this framework, the IBM will be particularly convenient to describe the shape of the electrodes
that generate the electric discharge. For this purpose, we have to impose the conservation of the electric current,

∇ · J⃗ = 0 (11)

where J⃗ is the current density vector which is expressed using the electric field,

J⃗ = σE⃗ (12)

with E⃗ the electric field andσ the electric conductivity calculated from the plasma composition. It is worth mentioning
that only electrically neutral plasma will be considered in this study which results in a stationary equation for the
electrical charge conservation without source or sink terms. The electric field can be defined as the sum of the
gradient of an electrical potential U and of the temporal derivative of a magnetic potential vector A⃗,

E⃗ = −∇U −
∂A⃗
∂t
. (13)

However, as magnetic effects are neglected in this paper, the following Laplace equation can be easily found for the
electrical potential U,

∇ · (σ∇U) = 0. (14)

The electric conductivity in a plasma is a function of the local temperature and pressure. It can be extracted from data
banks. As already mentioned, The exact calculation of all the transport coefficients: electrical conductivity, thermal
conductivity, viscosity inside a plasma can be computed with the Chapman-Enskog theory, as presented in [42, 43]
and their values depending on the temperature and pressure are then tabulated.

After computing the electric potential field U and deducing the electric current J⃗, the Joule effect heating is
imposed in the energy conservation equation Eq. (4) through the volumetric power S 1 such as,

S 1 =
J⃗ · J⃗
σ
. (15)

This term is responsible of the high temperature during the electric arc discharge which leads to molecules dissocia-
tion, ionization, and so to the formation of a thermal plasma. Due to the very high temperature in the plasma medium
an additional heat sink term has to be imposed in Eq. (4) to take into account radiative losses. This can be expressed
in a general way as,

S 2 = −4πϵ, (16)
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which corresponds to the divergence of the radiant flux q⃗rad. The net emission coefficient ϵ can be computed by
considering the part of the total radiation energy leaving an infinite cylinder of a sphere at uniform temperature and
Local Thermodynamic Equilibrium, as detailed in [44]. It adds the radiation emitted through the outer shell of the
cylinder or the sphere. Inside the plasma, the thermodynamic and transfer coefficients are variable because of changes
in temperature and the dissociation of the particles. So the specific heats isobaric cp and isochoric cv are variable. The
thermal conductivity λ, the dynamic viscosity coefficient µ, The electric conductivity coefficient σ, the net emission
coefficient ϵ are all dependent on the temperature and pressure with large relative variations between the extrema,
for which quantitative data can be found in Appendix B. The temperature in the plasma state depends on the local

density and pressure and is determined from tabulated values. Indeed, in Eq. (6), r, defined as r =
R
M

, is a constant

for an ideal and single component gas with R = 8.314 J.mol−1.K−1. However, in the case where the gas is a mixture

of several chemical species, a temporally and spatially varying rn can be defined as rn =
Pn

ρnT n , depending on the

local variations of the chemical composition. For instance, that kind of model can be used to describe the density of
plasmas, assumed to be a mixture of ideal gases whose composition varies with the temperature.

2.4. Immersed boundary condition on the solid frontier
IBM have been initially developed in the framework of incompressible flows in [3] and further developed in[4, 5, 6,

7, 8, 45]. Although most pioneering methods were based on smoothed forcing term at the solid/fluid interface, many
alternative methods have been proposed thereafter to avoid this interface smoothing, by imposing sharp boundary
conditions at the solid-fluid frontier. The work presented in [46] has been a precursor of such approaches, sometimes
referred as Immersed Interface Method (IIM), instead of IBM. Following this guideline, in [1], the authors present an
efficient and accurate approach that maintains second order accuracy both on velocity and pressure, while preserving
a sharp description of the solid/fluid frontier and a symmetric definite positive matrix resulting from the discretization
of the pressure Poisson equation. This approach is based on a classical projection method for incompressible flows,
in which a velocity splitting is carried out by introducing a non-solenoidal intermediate velocity V⃗∗ which does not
account for pressure effect. Next, a Poisson equation has to be solved to update the pressure and a final velocity V⃗n+1,
which respects the divergence-free condition, can be computed with the following relation,

V⃗n+1 = V⃗∗ − ∆t
∇p
ρ
. (17)

At a solid/fluid interface Γ, this will lead to the following scalar relations by projecting along the normal,

Vn+1
n,Γ = V∗n,Γ −

∆t
ρ

∂p
∂n

∣∣∣∣∣
Γ

, (18)

and tangential directions,

Vn+1
t,Γ = V∗t,Γ −

∆t
ρ

∂p
∂t

∣∣∣∣∣
Γ

, (19)

where Vn,Γ and Vt,Γ are respectively the normal and tangential velocity components at the interface Γ and
∂p
∂n

∣∣∣∣∣
Γ

=

n⃗ · ∇p
∣∣∣
Γ

and
∂p
∂t

∣∣∣∣∣
Γ

= t⃗ · ∇p
∣∣∣
Γ

are the pressure derivatives along the normal and tangent directions. Note that in a 3D

configuration, two tangent velocity components at the interface have to be defined. At a static solid/fluid interface,
the following boundary conditions,

Vn+1
n,Γ = 0, (20)

Vn+1
t,Γ = 0, (21)

have to be imposed to prescribe respectively the impermeability of the solid frontier and a no-slip condition which
ensures the fluid adhesion at the solid frontier due to viscous friction. As V⃗∗ is an intermediate velocity which has
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no physical meaning, the boundary conditions V∗n,Γ and V∗t,Γ are not known. However, arbitrary values can be chosen

provided Eq. (18) and Eq. (19) are correctly imposed. This means that the boundary condition ∂p
∂n

∣∣∣∣
Γ

that must be
imposed depends on the value V∗n,Γ that has been chosen. For example, if one chooses

V∗n,Γ = 0, (22)

the corresponding boundary condition that respects Eq. (18) is,

∂p
∂n

∣∣∣∣∣
Γ

= 0 (23)

In a same way, the pressure boundary condition related to,

V∗t,Γ = 0, (24)

is,

∂p
∂t

∣∣∣∣∣
Γ

= 0 (25)

Such classical boundary conditions can be imposed with appropriate numerical schemes, as proposed in [47] for
a Dirichlet boundary condition and in [1] for a Neumann boundary condition when discretizing a Laplacian at an
immersed interface with a classical second order scheme. It is noteworthy that following the same principles, a Robin
boundary condition can be also imposed with the method presented in [48] which has been used in [49, 50] in the
context of droplet evaporation. Our objective in this paper is to propose an extension of the IBM developed in [1] for
incompressible flows to a pressure based solver for compressible flows. Therefore, we take interest, now, to additional
boundary conditions that must be imposed to properly account for a solid/fluid interface in cells crossed by a solid
frontier in the framework of compressible flows. In particular, as density and temperature fields are computed with
the compressible solver, some specific care must be devoted to the computation of density and temperature gradients
in the vicinity of the Immersed Interface. For the density field, the following boundary condition has to be imposed,

∂ρ

∂n

∣∣∣∣∣
Γ

= 0, (26)

For the temperature field, different kinds of boundary conditions can be considered by the present IBM, as an
immersed Dirichlet boundary condition on the temperature that simply writes,

TΓ = Twall (27)

or an Immersed Neumann boundary condition,

k
∂T
∂n

∣∣∣∣∣
Γ

= qwall, (28)

where variables Twall and qwall can be homogeneous or can vary spatially and/or temporally. It is noteworthy, that
the latter condition enables to impose a prescribed local heat flux and becomes an adiabatic condition if qwall = 0.
We will restrict our analysis to these two kinds of boundary conditions for the sake of simplicity. However, a more
general formulation could be considered to take into account conjugate heat transfer between the fluid and the solid
domains. Such a formulation would require to solve the heat equation in the solid domain and to couple it with the
energy equation in the fluid domain through the following heat flux continuity equation,

k f
∂T
∂n

∣∣∣∣∣
Γ, f
= ks

∂T
∂n

∣∣∣∣∣
Γ,s
, (29)

where the subscript f and s refer respectively to the fluid and solid domains. Examples of such a coupling are
presented in [51, 52] in the framework of nucleate boiling simulations on a plane solid frontier with an incompressible

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=4812715

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

w
ed



Sergiu Coseru & al / Journal of Computational Physics (2024) 9

solver. The extension of the present solver to configurations where conjugate heat transfer are taken into account will
be the object of future works.

As some extensions related to thermal plasma modelling are also presented in this paper, the boundary conditions
related to our thermal plasma model are now presented. When solving Eq. (14), boundary conditions have to be
imposed on electrodes to generate an electric potential difference to induce an electric current, and eventually the
formation of a plasma. This can be carried out as as a Dirichlet condition representing a fixed potential,

V |Γ = Velectrode, (30)

on a electrode. A zero potential will be imposed on the ground. On the other hand, a Neumann boundary condition
can be also imposed, if one aims to fix a prescribed current density Jn,0 in the normal direction at the interface,

σ
∂V
∂n

∣∣∣∣∣
Γ

= Jn,0. (31)

Note that Jn,0 = 0 corresponds to an electrically insulated frontier.

3. Numerical methods

We present in this section the numerical methods implemented for the coupling between the IBM proposed in
[1] and the pressure based compressible solver recently published in [2]. In a first time, the overall pressure based
algorithm to solve the compressible equations is presented. In a second subsection, the spatial schemes that enable
taking into account the solid frontier are presented for cells containing the interface, both for an Immersed Neumann
Boundary Condition (INBC) and an Immersed Dirichlet Boundary Condition (IDBC). In the framework of this study,
these fundamental schemes are useful for discretizing several terms of the overall system, both for fluids and plasma
simulations. Classical extensions processes which are required to populate ghost cells for some fields are then briefly
presented. The Finite Volume discretizations with INBC and/or IDBC of the mass, momentum and energy conser-
vation equations are detailed in the following sections. Next, description of numerical methods for thermal plasma
computations is also addressed. Finally, this section is concluded by some remarks on generic numerical methods and
restrictions on the time step.

3.1. Overall algorithm of the pressure based compressible solver

The algorithm resolution of the pressure based solver for compressible flows proposed in [2] is detailed in this
subsection. As, in the framework of IBM, implicit temporal discretizations may be required for some terms, since
interpolation schemes based on a subcell resolution are employed to impose a given value of a variable at the inter-
section of the solid interface with a segment of the mesh. Such subcell interpolations may lead to unstable schemes
if associated to an explicit temporal scheme. This is especially true for viscous and heat conduction terms, and this is
why implicit temporal schemes may be required to impose some Immersed Boundary Conditions.

3.1.1. Explicit discretization of the viscous and heat conduction terms
We remind in this section, the algorithm on which is based the pressure based compressible solver presented in

[2, 40]. For the sake of simplicity, the overall algorithm is presented with a first order temporal scheme, but can
be generalized to higher order as Runge-Kutta schemes. The density field is computed from the mass conservation
equation following an explicit discretization,

ρn+1 = ρn − ∆t∇ ·
(
ρV⃗

)n
. (32)

The temporal discretization of the pressure equation is carried out with a semi-implicit temporal scheme, in which
the divergence velocity, ∇ · V⃗ , in the term related to the propagation of the acoustic waves, is taken at time tn+1,

pn+1 − pn

∆t
+ V⃗n · ∇pn +

(
ρc2

)n
∇ · V⃗n+1 =

(
c2α

cp

)n

(τn ⊗ ∇V⃗n − ∇ · q⃗n + S ), (33)
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in order to remove the acoustic time step constraint. From the following velocity splitting,

V⃗n+1 = V⃗∗ − ∆t
∇pn+1

ρn+1 , (34)

typical of projection methods for incompressible solvers, we can define the intermediate velocity V∗,

V⃗∗ = V⃗n − ∆t
(
V⃗n · ∇V⃗n −

∇ · τn

ρn+1 − g⃗
)
. (35)

An intermediate pressure p∗ is also defined to account for the convection of the pressure field,

p∗ = pn − ∆tV⃗n · ∇pn. (36)

From the previous two steps, the following pressure equation is obtained,

pn+1(
ρc2)n − ∆t2∇ ·

(
∇pn+1

ρn+1

)
=

p∗(
ρc2)n + ∆t∇ · V⃗∗ + ∆t

(
α

ρcp

)n (
τn ⊗ ∇V⃗n − ∇ · (k∇T n) + S

)
. (37)

After computing, pn+1, the velocity Vn+1 can be easily deduced from Eq. (34). Finally, the last step of the
algorithm is to compute the temperature from pn+1 and ρn+1 by means of the EOS,

T n+1 =
pn+1

ρn+1r
, (38)

for an ideal gas law. In the case of a cubic EoS, as van der Waals or others, the temperature can be simply obtained
with the following relation,

T n+1 =
1
ρn+1R

(M − ρb)
(
P +

aαρ2

M2 + 2bMρ − b2ρ2

)
, (39)

which will be useful to model a liquid phase or a gas in high pressure and moderate temperature conditions.

3.1.2. Implicit discretization of viscous and heat conduction terms
It is worth mentioning that the temporal discretization of the viscous term in Eq. (35) and of the heat conduction

term in Eq. (37) are explicit, and thus implies a time step constraint related respectively to viscosity and heat con-
duction, that is ∆tvisc ∼

ρ∆x2

µ
and ∆theat ∼

ρCp∆x2

k . However in the framework of the IBM proposed in [1], an implicit
discretization of the viscous and heat conduction terms can be required if Dirichlet boundary condition has to be
imposed on the solid frontier for the velocity or the temperature. Indeed, as shown in [47], such an immersed bound-
ary condition is imposed through a subcell resolution in which appears a submesh θh, with θ ranging between [0, 1]
and h the length of a grid cell. This subcell resolution induces more drastic temporal restrictions, i.e. ∆tvisc ∼

θρ∆x2

µ

and ∆theat ∼
θρCp∆x2

k , for viscosity and heat conduction respectively. In order to alleviate this time step constraint,
an implicit temporal discretization can be mandatory to enable reasonably quick time advancement of the computed
solution. With respect to the time step constraint ∆tvisc, the following implicit temporal scheme can be applied,

V⃗∗ − ∆t
1
ρn+1∇ · τ

∗ = V⃗n − ∆t(V⃗n · ∇V⃗n − g⃗), (40)

as proposed in [53] for instance. This scheme involves a coupled linear system between all the velocity compo-
nents. As the resulting linear system is strongly diagonally dominant in most cases (depending on the constraint on
the time step), a simple Gauss-Seidel method is generally efficient to solve this coupled linear system. By applying
this implicit scheme, the temporal constraint related to viscosity is removed. If we take interest now to the tempo-
ral constraint related to the heat conduction term, an implicit scheme has been proposed in the following references
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[2, 40] to improve the stability computations in regards to ∆theat. This can be carried out by taking T at time n + 1 in
the pressure equation, such as,

pn+1(
ρc2)n − ∆t2∇ ·

(
∇pn+1

ρn+1

)
=

p∗(
ρc2)n + ∆t∇ · V⃗∗ + ∆t

(
α

ρcp

)n (
τn ⊗ ∇V⃗n − ∇ · (k∇T n+1) + S

)
(41)

One can remark that for any cubic EoS, the following linear general expression between temperature and pressure
can be found,

T n+1 = Cn+1 pn+1 + Dn+1, (42)

with,

Cn+1 =
1 − bρn+1

ρn+1r
and Dn+1 =

aρn+1(1 − bρn+1)
r(1 + b1ρn+1)(1 + b2ρn+1)

, (43)

with the coefficients a, b, b1, b2 defined in the Appendix A. The following simplified relations, Cn+1 = 1
ρn+1r and

Dn+1 = 0, is obtained in the simpler case of an ideal gas. Since our energy conservation equation is pressure based,
Eq. (42) can be injected to express T n+1 with pn+1 in Eq. (41), which leads to the following temporal discretization
of the pressure equation,

pn+1(
ρc2)n − ∆t2∇ ·

(
∇pn+1

ρn+1

)
− ∆t

(
α

ρncp

)n

∇ ·
(
k∇

(
Cn+1 pn+1

))
=

p∗(
ρc2)n + ∆t∇ · V∗+

∆t
(
α

ρcp

)n (
τn ⊗ ∇V⃗n + ∇ ·

(
k∇

(
Dn+1

))
+ S

)
,

(44)

in which an additional term appears in the left hand side, and thus in the pressure matrix. Whereas this additional
term presents many similarities with the acoustic term and does not change the number of diagonals in the resulting
matrix, this matrix does not remain symmetric due to the inhomogeneous pre-factor which multiplies this term. More
details on the matrix coefficients originating from this implicit discretization of the heat conduction term can be found
in [40]. However, as pointed out in the latter reference, this implicit scheme does not fully remove the time step

constraint ∆theat since Eq. (41) is not strictly linear in regards to the heat conduction. Indeed, the pre-factor
(
α
ρcp

)n
that

is multiplying the temperature Laplacian depends also on temperature which makes non-linear the heat conduction
term in a pressure based formulation. Therefore, a fully implicit resolution of this term would require a solver for non-
linear systems involving sub-cycles iterations. Although the algorithm presented in this section is not fully implicit,
it permits, however, to alleviate the time step constraint ∆theat by multiplying it by a factor 3 in regards to the explicit
stability constraints, as reported in [40]. This can be of significant interest in configurations for which an immersed
boundary condition on the temperature has to be imposed.

3.2. Immersed Boundary Condition following Gibou and co-workers methods

In a series of anterior papers, Gibou and co-workers have developed second order scheme for an Immersed Dirich-
let Boundary Condition (IDBC) in [47], an Immersed Neumann Boundary Condition (INBC) in [1] and an Immersed
Robin Boundary Condition (IRBC) in [48]. The latter two schemes are based on a finite volume approach accounting
for the interface position inside the cells crossed by the solid frontier which is briefly reminded in the subsection
hereafter. In the coming subsections, all discretizations schemes are presented in a 2D configuration for the sake of
simplification, but generalizations to 3D configurations are straightforward.

3.2.1. Immersed Neumann Boundary Condition scheme (INBC scheme)
For the sake of illustration, a schematic of the IBM on a structured grid and a computational element crossed by

a solid frontier are represented in Fig. 4. The part of the cell corresponding to the field which is solved is the white
region which represents the control volume Ωi j over which integration is performed. The surface delimiting this
control volume is denoted Σi j, and it is decomposed in five segments Li+1/2 j, Li−1/2, Li j+1/2, Li j−1/2 and LΓ represented
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in Fig. 4. The lengths (for a 2D computation) or surfaces (for a 3D computation) delimiting the computational
element can be computed from geometric considerations by defining the intersection points of the solid interface with
the boundaries of the computational cell. After defining a static Level Set function ϕ delimiting the solid frontier (with
ϕ > 0 in the solid and ϕ < 0 in the fluid), the following procedure can be applied to compute Li−1/2 j for example,

Li− 1
2 , j
=



∆y
ϕi− 1

2 , j−
1
2

ϕi− 1
2 , j−

1
2
−ϕi− 1

2 , j+
1
2

if ϕi− 1
2 , j−

1
2
< 0 and ϕi− 1

2 , j+
1
2
> 0

∆y
ϕi− 1

2 , j+
1
2

ϕi− 1
2 , j+

1
2
−ϕi− 1

2 , j−
1
2

if ϕi− 1
2 , j−

1
2
> 0 and ϕi− 1

2 , j+
1
2
< 0

∆y if ϕi− 1
2 , j−

1
2
< 0 and ϕi− 1

2 , j+
1
2
< 0

0 if ϕi− 1
2 , j−

1
2
> 0 and ϕi− 1

2 , j+
1
2
> 0

(45)

(a) Illustration of the IBM with the solid in the grey
region

(b) Zoom on a cell crossed by the solid interface with lengths Li+1/2 j,
Li−1/2 j, Li j+1/2, Li j−1/2 and LΓ

Fig. 4. Schematic of the Immersed Boundary Method on a structured grid.

In a 3D configuration, surfaces must be computed instead of lengths. This more difficult task requires a suitable
interface reconstruction method to compute accurately LΓ, as proposed in [54] and [55]. Several examples and val-
idations of 3D computation based on this approach for incompressible flows can be found in [1, 53, 56, 57]. After
defining computational cells modified by the immersed solid, divergence and gradient operators in the fundamental
equations are discretized following the Finite Volume Method (FVM). For example, the volume integral of the diver-
gence of a given vector φ⃗ over a volume cell Ωi j, delimited by the surface Σi j, will be transformed as a surface integral
following the Green-Ostrogradski theorem, such as,∫∫∫

Ωi j

∇ · φ⃗ dΩi j =

∫∫
Σi j

φ⃗ · n⃗Σ dΣ (46)

where dΣ is a surface element of Σi j, and n⃗Σ the normal vector pointing outside the surface element. If applied to
a cut cell as in Fig. 4, the following discrete scheme is obtained,∫∫

Σi j

φ⃗ · n⃗Σ dΣ =Li+1/2 j (φ⃗ · n⃗) |i+1/2 j + Li−1/2 j (φ⃗ · n⃗) |i−1/2 j + Li j+1/2 (φ⃗ · n⃗) |i j+1/2

+ Li j−1/2 (φ⃗ · n⃗) |i j−1/2 + LΓ (φ⃗ · n⃗) |Γ

(47)

which finally gives,∫∫
Σi j

φ⃗ · n⃗Σ dΣ = Li+1/2 j φx,i+1/2 j − Li−1/2 j φx,i−1/2 j + Li j+1/2 φy,i j+1/2 − Li j−1/2 φy,i j−1/2 + LΓ (φ⃗ · n⃗) |Γ, (48)
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where φx and φy are respectively the x and y components of φ⃗. The Laplacian operator ∇ · (D ∇u) of a given
function u with D a diffusion coefficient is now considered. The following INBC is imposed at the solid interface,

DΓ
∂u
∂n

∣∣∣∣∣
Γ

= bΓ, (49)

where
∂

∂n

∣∣∣∣∣
Γ

is the partial derivative along the normal direction at the interface. After applying the Green-

Ostrogradski theorem,∫∫∫
Ωi j

∇ · ( D ∇u) dΩi j =

∫∫
Σi j

D ∇u · n⃗Σ dΣ, (50)

the following FV scheme can be developed,∫∫
Σi j

D ∇u · n⃗Σ dΣ = Li+1/2 j Di+1/2 j
∂u
∂x

∣∣∣∣∣
i+1/2 j

− Li−1/2 j Di−1/2 j
∂u
∂x

∣∣∣∣∣
i−1/2 j

+ Li j+1/2 Di j+1/2
∂u
∂y

∣∣∣∣∣
i j+1/2

− Li j−1/2 Di j−1/2
∂u
∂y

∣∣∣∣∣
i j−1/2

+ LΓ bΓ.
(51)

This leads finally to the following discretization,∫∫
Σi j

D ∇u · n⃗Σ dΣ =Li+1/2 j Di+1/2 j

(ui+1, j − ui, j

∆x

)
+ Li−1/2 j Di−1/2 j

(ui, j − ui−1, j

∆x

)
+ Li j+1/2 Di j+1/2

(
ui, j+1 − ui, j

∆y

)
+ Li j−1/2 Di j−1/2

(
ui, j − ui, j−1

∆y

)
+ LΓ bΓ.

(52)

This numerical scheme has attractive features, as maintaining a sharp representation of the solid interface, a second
order spatial accuracy and the linear system resulting from this discrete scheme is symmetric definite positive. It can
be employed for the discretization of the pressure term or the heat conduction term in Eq. (37) and Eq. (41) or also
to compute the electric potential in Eq. (14), in cases involving a Neumann boundary condition at the solid frontier,
following Eq. (31). Moreover, it can be directly generalized to IRBC as shown in [48].

3.2.2. Immersed Dirichlet Boundary Condition scheme (IDBC scheme)
Earlier, in [47], Gibou and Fedkiw proposed a simple but efficient numerical scheme to impose an Immersed

Dirichlet Boundary Condition (IDBC). For the sake of consistency with the previous section, this numerical method
is presented in the framework of the Finite Volume method. A Laplacian operator ∇ · (D∇u), to which is associated an
IDBC at the interface uΓ = aΓ, is considered. Applying the general guidelines of the Finite Volume Method (FVM),
we remind the following general relation,∫∫∫

Ωi j

∇ · (D∇u) dΩi j =

∫∫
Σi j

D ∇ u · n⃗Σ dΣ (53)

It is, now, supposed that the segment [i, j : i+1, j] is crossed by the interface Γ. By interpolating the first derivative

in this cell Γ as Dxu|Γ =
(uΓ − ui j

θ∆x

)
, we obtain the following discretization scheme for the Laplacian operator at the

point (i, j),∫∫
Σi j

D ∇u · n⃗Σ dΣ =Di+1/2 j

(aΓ − ui j

θ∆x

)
∆y − Di−1/2 j

(ui j − ui−1 j

∆x

)
∆y + Di j+1/2

(
ui j+1 − ui j

∆y

)
∆x

− Di j−1/2

(
ui j − ui j−1

∆y

)
∆x,

(54)
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with θ∆x is an approximation of the distance between the intersection point of the interface with the segment
[i, j : i + 1, j]. θ is defined from the level-set function ϕ as follows,

θ =
|ϕi j|

|ϕi j| + |ϕi+1 j|
. (55)

Configurations involving an interface crossing segments [i − 1, j : i, j], [i, j − 1 : i, j] or [i, j : i, j + 1] or any
combinations of such configurations can be approximated similarly. As for the INBC scheme presented in subsection
3.2.1, this scheme maintains a sharp discretization of the interface, allows a second order accuracy in space and the
linear system matrix resulting from this scheme conserves symmetric and definite positive properties. It is noteworthy,
that interface segments crossed by the interface involves a mesh cell ∼ θ∆x with θ taking any values between 0 and 1.
This involves a drastic constraint on the time step if associated to an explicit temporal discretization. This is why this
numerical scheme is generally associated to an implicit temporal discretization for which the time step constraint is
removed, [47, 53]. In some cases, where a fully implicit temporal discretization can be more difficult to implement,
see [40] for example, a limiter on θ, such as θ ≥ θmin with θmin = 0.1 can be employed without significant loss of
accuracy, to avoid a too drastic time step constraint.

3.3. Finite Volume discretization of the mass, momentum and energy conservation equations
In this subsection, details on the discretization of the conservation equations are presented and numerical schemes

related to the IBM are given. In particular, we specify the terms that require the INBC or IDBC numerical schemes.

3.3.1. Finite Volume discretization of the mass conservation equation
From the temporal discretization of the mass conservation equation, Eq. (32), the following formulation is ob-

tained,∫∫∫
Ωi j

ρn+1
i j dΩi j =

∫∫∫
Ωi j

ρn
i jdΩi j − ∆t

∫∫∫
Ωi j

V⃗ · ∇ρ
∣∣∣∣n
i j

dΩi j +

∫∫∫
Ωi j

ρn
i j∇ · V⃗

n
i j dΩi j

 . (56)

Assuming the density ρn
i j is uniform inside a computational cell Ωi j and applying Green-Ostrogradsky theorem it

becomes,∫∫∫
Ωi j

ρn+1
i j dΩi j =

∫∫∫
Ωi j

ρn
i jdΩi j − ∆t

∫∫∫
Ωi j

V⃗ · ∇ρ
∣∣∣∣n
i j

dΩi j + ρ
n
i j

∫∫
Σi j

V⃗n
i j · n⃗Σ dΣ

 . (57)

Finally, by applying the INBC scheme given by Eq. (48), to the surface integral in the right hand side of Eq. (57),
the following equation is obtained,

ρn+1
i j = ρ

n
i j − ∆t

 V⃗ · ∇ρ
∣∣∣∣n
i j
−
ρn

i j

(
Li+1/2 j ui+1/2 j − Li−1/2 j ui−1/2 j + Li j+1/2 vi j+1/2 − Li j−1/2 vi j−1/2 + LΓ (V⃗ · n⃗) |Γ

)
Ωi j

(58)

in which the last term
(
V⃗ · n⃗

) ∣∣∣∣
Γ
= 0 imposes the impermeability condition on the solid interface, as specified by

Eq. (20).

3.3.2. Discretization of the momentum conservation equation
The temporal discretization of the predictor step of the momentum equation is given by Eq. (35) or Eq. (40)

whether an explicit or an implicit temporal scheme is considered for the viscous term. However, as IDBC, given by
Eq. (22) and Eq. (24), have to be imposed at the solid frontier for all velocity components, the implicit temporal
scheme given by Eq. (40) must be employed for stability reasons. It can be formulated with Finite Volume as,∫∫∫

Ω

(
V⃗∗ −

∆t
ρn+1∇ · τ

∗

)
dΩ =

∫∫∫
Ω

(
V⃗n − ∆t(V⃗n · ∇V⃗n − g⃗)

)
dΩ. (59)

This leads to a coupled linear system between the velocity components, ui+1/2 j and vi j+1/2 for which all details
can be found in [53] for two-phase incompressible flows with an IBM. It is worth mentioning that a staggered grid is
used which implies that velocity components are not expressed on the same computational grids. That is why generic
space index can not be specified in Eq. (59).
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3.3.3. Finite Volume discretization of the energy conservation equation with an explicit heat flux conduction
We take interest now to the pressure based energy equation which is a crucial part of the proposed algorithm. A

FVM formulation of the semi-discrete equation with an explicit temporal discretization of the heat conduction term,
Eq. (37), gives,∫∫∫

Ωi j

pn+1(
ρc2)n

∣∣∣∣∣∣
i j

dΩi j − ∆t2
∫∫∫

Ωi j

∇ ·

(
∇pn+1

ρn+1

)∣∣∣∣∣∣
i j

dΩi j =

∫∫∫
Ωi j

p∗(
ρc2)n

∣∣∣∣∣∣
i j

dΩi j + ∆t
∫∫∫

Ωi j

∇ · V⃗∗
∣∣∣∣
i j

dΩi j+

+∆t
∫∫∫

Ωi j

((
α

ρcp

)n (
τn ⊗ ∇V⃗n − ∇ · (k∇T n) + S

))∣∣∣∣∣∣
i j

dΩi j

(60)

Remarking that Green-Ostrogradsky theorem can be applied to several terms of this equation, the following linear
system on the pressure is obtained,

pn+1(
ρc2)n

∣∣∣∣∣∣
i j
Ωi j − ∆t2

∫∫
Σi j

(
∇pn+1

ρn+1

)
· n⃗Σ dΣ =

p∗(
ρc2)n

∣∣∣∣∣∣
i j
Ωi j + ∆t

∫∫
Σi j

V⃗∗ · n⃗Σ dΣ

− ∆t
(
α

ρcp

)∣∣∣∣∣∣n
i j

∫∫
Σi j

k∇T n · n⃗Σ dΣ

+ ∆t
((
α

ρcp

)n (
τn ⊗ ∇V⃗n + S

))∣∣∣∣∣∣
i j
Ωi j.

(61)

As the INBC, given by Eq. (23), has to be imposed on the pressure to satisfy impermeability condition, the surface
integral of the pressure gradient in the latter equation is expressed as,∫∫

Σi j

(
∇pn+1

ρn

)
· n⃗Σ dΣ =

Li+1/2 j

ρi+1/2 j

 pn+1
i+1 j − pn+1

i j

∆x

 − Li−1/2 j

ρi−1/2 j

 pn+1
i j − pn+1

i−1 j

∆x

 + Li j+1/2

ρi j+1/2

 pn+1
i j+1 − pn+1

i j

∆y


−

Li j−1/2

ρi j−1/2

 pn+1
i j − pn+1

i j−1

∆y

 + (
LΓ
ρ

∂p
∂n

)∣∣∣∣∣∣n+1

Γ

,

(62)

in which last term
(

LΓ
ρ

∂p
∂n

)∣∣∣∣∣∣n+1

Γ

= 0, following Eq. (23). Similarly to Eq. (48), the following term is discretized

as, ∫∫
Σi j

V⃗∗ · n⃗Σ dΣ = Li+1/2 j u∗i+1/2 j − Li−1/2 j u∗i−1/2 j + Li j+1/2 v∗i j+1/2 − Li j−1/2 v∗i j−1/2 + LΓ
(
V⃗∗ · n⃗

)
|Γ, (63)

with LΓ
(
V⃗∗ · n⃗

) ∣∣∣∣
Γ
= 0 according to Eq. (22). Finally, the heat conduction term in Eq. (61), can be also formulated

as follows,∫∫
∂Ωi j

k∇T n · n⃗Σ dΣ =Li+1/2 j ki+1/2 j

T n
i+1 j − T n

i j

∆x

 − Li−1/2 j ki−1/2 j

T n
i j − T n

i−1 j

∆x

 + Li j+1/2 ki j+1/2

T n
i j+1 − T n

i j

∆y


− Li j−1/2 ki j−1/2

T n
i j − T n

i j−1

∆y

 + LΓ

(
kΓ
∂T
∂n

)∣∣∣∣∣∣n
Γ

,

(64)

if an INBC, as Eq. (28), has to be imposed at the solid frontier. On the other hand, if one wants to impose a
prescribed temperature on the immmersed boundary, Eq. (27), the numerical scheme for IDBC, given by Eq. (54)
will be employed. It should be reminded here that such a numerical scheme employed with an explicit temporal
scheme will require to define a limiter on the variable θ in Eq. (54), in order to avoid a too drastic time step constraint
related to the heat conduction. Another noteworthy point is that such a limiter is not required with the INBC scheme
for which the classical time step constraint is sufficient. Indeed, unlike the IDBC scheme, the INBC scheme does not
define a locally truncated cell size θ∆x, and its overall temporal stability is not altered by the Immersed Boundary.
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3.3.4. Finite Volume discretization of the energy conservation equation with an implicit heat conduction
An implicit temporal discretization of the heat conduction is now considered following Eq. (41). We consider in

a first time an INBC, Eq. (28), which provides a relation similar to Eq. (64) but with T n+1 instead of T n. Therefore,
reminding the following linear relation T n+1 = Cn+1 pn+1 + Dn+1 with Cn+1 and Dn+1 given by Eq. (43), the heat
conduction term can be expressed with the pressure variable pn+1, and split in two parts. A first part depending on
pn+1 that will be considered in the matrix of the linear system resulting from Eq. (41) and a second part that depends
on Dn+1 that will be accounted for in the right hand side of the linear system,

∫∫
∂Ωi j

k∇T n+1 · n⃗ dΣ =Li+1/2 j ki+1/2 j


(
Cn+1 pn+1

)∣∣∣∣
i+1 j
−

(
Cn+1 pn+1

)∣∣∣∣
i j

∆x
+

Dn+1
i+1 j − Dn+1

i j

∆x


− Li−1/2 j ki−1/2 j


(
Cn+1 pn+1

)∣∣∣∣
i j
−

(
Cn+1 pn+1

)∣∣∣∣
i−1 j

∆x
+

Dn+1
i j − Dn+1

i−1 j

∆x


+ Li j+1/2 ki j+1/2


(
Cn+1 pn+1

)∣∣∣∣
i j+1
−

(
Cn+1 pn+1

)∣∣∣∣
i j

∆y
+

Dn+1
i j+1 − Dn+1

i j

∆y


− Li j−1/2 ki j−1/2


(
Cn+1 pn+1

)∣∣∣∣
i j
−

(
Cn+1 pn+1

)∣∣∣∣
i j−1

∆y
+

Dn+1
i j − Dn+1

i j−1

∆y


+ LΓ

(
kΓ
∂T
∂n

)∣∣∣∣∣∣n+1

Γ

,

(65)

We provide now some general guidelines to consider an IDBC, as Eq. (27). If the solid interface crosses the
segment [i, j : i + 1, j], the following scheme is obtained,∫∫

∂Ωi j

k ∇T n+1 · n⃗Σ dΣ =ki+1/2 j

Twall − T n+1
i j

θ∆x

∆y − ki−1/2 j

T n+1
i j − T n+1

i−1 j

∆x

∆y + ki j+1/2

T n+1
i j+1 − T n+1

i j

∆y

∆x

− ki j−1/2

T n+1
i j − T n+1

i j−1

∆y

∆x,

(66)

which can be solved with a similar approach as INBC by injecting the relation T n+1 = Cn+1Pn+1 + Dn+1. More
details can be found on this specific point in [40] in which such an implementation has been carried out to impose the
saturation temperature at a liquid/vapor interface.

3.4. Laplace equation for the electrical potential

As previously stated, one of the objectives of this paper is to couple our fluid solver with some thermal plasma
modules, as a Laplace equation to compute for the electric potential, Eq. (14). From the developments previously
presented, applying IDBC or INBC to this Laplace equation is straightforward. Such conditions will be imposed on
the electrodes during the discharge of an electric arc to induce an electric current.

3.5. Numerical methods and time step

All convective derivatives are computed with WENO-Z (Weighted Essentially Non-Oscillatory-Z) proposed in
[58], which combines good stability properties and high accuracy. Other terms are discretized with classical sec-
ond order finite volume schemes for which adaptations have been presented previously for cells crossed by the solid
frontier. Temporal integration is performed with a second order Runge-Kutta scheme. The pressure linear system re-
sulting from the spatial discretization of Eq. (37) or Eq. (41) is solved with the Black-Box Multi-Grid solver (BBMG)
proposed in [59] and benchmarked in [60] against several other solvers for linear systems. Finally, constraints have
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to be imposed on the time step to ensure numerical stability of the computations. Time step constraints, related to
convection terms, viscous terms and heat conduction terms must be defined,

∆tconv =
h

max||V⃗ ||
∆tvisc =

1
2

h2

max (ν)
∆theat =

1
2

h2

max (Dth)
. (67)

with h the length of a computational cell, ν =
µ

ρ
the kinematic viscosity and Dth =

k
ρCp

the thermal diffusivity.

Finally, the overall time step can be deduced from the following expression,

∆t =
(

1
∆tconv

+
1
∆tvisc

+
1
∆theat

)−1

. (68)

It is worth mentioning that ∆tvisc can be removed with an implicit temporal discretization, as in Eq. (40). On the
other hand, regarding the time step constraint related to heat conduction ∆theat, the temporal discretization proposed
in Eq. (41), is not fully implicit due to the pre-factor multiplying the temperature Laplacian which makes non-linear
this term. Therefore, it does not fully remove this time step constraint, but enables to alleviate it. Regarding the
propagation of acoustic waves, no additional time step constraints have to be imposed to ensure the stability of the
computations, since the temporal integration of acoustic terms is implicit. However, describing accurately acoustic
phenomena requires to solve temporal characteristic scales, and therefore a suitable time step.

3.5.1. Field extensions
As several variables, as the pressure p or the density ρ are not defined in the solid domain, computations of their

convective derivatives V⃗ · ∇ρ or V⃗ · ∇p in fluid cells close to the solid frontier require a specific care. For this purpose,
extrapolation techniques from [61] are commonly used to build continuous ghost fields of the fluid variables on the
other side of the solid interface. This can be carried out by solving the following partial differential equation,

∂p
∂τ
+ n⃗ · ∇p = 0 (69)

for the pressure field (or a similar equation for the density) over a fictitious time τ, with n⃗ the normal vector at the
solid surface. An iterative resolution of these equations is carried out until a steady state is reached in a sufficiently
broad region around the interface. This allows to maintain the required property of the extrapolated field across the
interface, that is n⃗ · ∇ρ = 0 and n⃗ · ∇p = 0. In practice, this is achieved with approximately 10− 20 temporal iterations
to obtain a relevant extended field inside the solid domain. More details on extrapolation techniques can be found in
[62] in the framework of Stefan problems and in [63] for boiling flows. Extensions with an improved accuracy based
on the subcell resolution at the interface have also been described in some more recent works [64, 65].

4. Numerical results

Numerical results and validations of the overall solver are presented in this section. The interest of the coupling
between the compressible solver and an IBM is highlighted on different kind of flows for which density variations
and compressibility effects are significant. In a first time, external and internal free-convection flows are considered.
In order to demonstrate the suitable behavior of the solver to perform numerical simulations of a liquid in the low
Mach number regime, a benchmark involving a liquid flow in a channel with a cross section reduction has been
carried out. Next, computations involving acoustic waves propagation are presented in both configurations, that is,
the propagation of a plane wave in a tube with a section reduction and the diffusion of a plane wave by a sphere.
Finally, in order to demonstrate the interest of the proposed solver for thermal plasma simulations, preliminary results
of an electric arc discharge are also shown. Simulations presented in this paper are carried out in 2D with variables
(x, y) or in axisymmetric coordinates with variables (r, z). The extension of the overall formalism to 3D configurations
is straightforward, provided a 3D interface reconstruction is available to compute the term LΓ, as detailed in [54,
55]. Many 3D examples are presented in the following references [1, 53, 56, 57] for incompressible flows. In
configurations involving propagation of acoustic waves, the time step accounts for the following constraint ∆tacoustic =
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1
4

h
max(c)

which is not required for stability reasons, but enables an accurate description of acoustic waves.

The thermophysical properties of air, at 300 K and ambient pressure, are given here, since it is used in benchmarks
described in subsections 4.1, 4.2 and 4.5. The dynamic viscosity is µ = 18.1 × 10−6 Pa s, the thermal conductivity is
k = 0.026 W m−1 K−1, the specific heat at constant pressure is cp = 1000 J kg−1 K−1, the gravitational acceleration g
is 9.81 m s−2. From ideal gas EOS, the density of air (Mair ∼ 0.029 kg mol−1) can be computed as 1.177 kg m−3 at
atmospheric pressure and 300 K.

4.1. Free convection around a horizontal cylinder in a rectangular closed cavity

In this first benchmark, the free convection flow around a heated horizontal cylinder is considered. This will
enable to assess the validity of the proposed approach to carry out a correct coupling between heat conduction,
buoyancy effects induced by density variations and dynamical effects. The computational configuration is based on
the experimental work presented in [66], which consists in a heated long cylinder of diameter D placed inside a
rectangular cavity of height H and width W. The temperature of the heated cylinder is Th, and the Rayleigh number
can be defined as,

Ra =
ρ g (Th − Tc) D3

ν Dth
, (70)

where Th is the cylinder temperature which is considered uniform, Tc is the external temperature imposed on
the lateral sides. The height and the width of the computational domain are taken respectively at H = 57 mm and
W = 30 mm. The fluid in the computational domain is air and is considered as an ideal gas. Boundary conditions on
the lateral sides maintain a constant fluid temperature Tc. Wall boundary conditions are considered on all sides of the
computational domain and on the Immersed Boundary. From the point of view of the thermal solver, the temperature
Th on the Immersed Boundary is imposed with the IDBC scheme as defined previously for the temperature Laplacian,
as in Eq. (66). An adiabatic boundary condition, k ∂T

∂n

∣∣∣
w = 0, is imposed at the bottom of the computational domain.

On the upper side a flux continuity is imposed k ∂T
∂n

∣∣∣
w = h(Tw − Tc) where Tw is the local wall temperature and

h = 10 W m−2 K−1 a heat transfer coefficient related to external convection. As the wall temperature Tw is not known
a priori, the previous condition is a Robin boundary condition. This set of boundary conditions is similar as those
proposed in the numerical part of the study presented in [66]. A schematic of the computational domain is plotted in
Fig. 5a. For the sake of a grid sensitivity study, simulations have been performed on four successive computational
grids, 64 × 128, 128 × 256, 256 × 512, 512 × 1024. Simulations are integrated until reaching a steady state at t ∼ 5s.
The presented configuration corresponds to a Rayleigh number Ra = 1300.

The Nusselt number which characterizes the interaction between heat conduction and free convection is extracted
from the simulations and compared to experimental data presented in [66]. It is defined as the following integral along
the surface S Γ of the whole cylinder,

Nu =
1
π

∫∫
S Γ

∇T
Th − Tc

dS (71)

Snapshots of the temperature field and streamlines around the heated cylinder are plotted in Fig. 5b at steady state.
This highlights the good qualitative behavior of the flow around the cylinder with tangent streamlines to the solid
frontier, and thermal boundary layer around the solid obstacle. In Table 1, the values of the Nusselt number extracted
from the simulations are reported for the four different computational grids. Although an accurate convergence order
cannot be extracted from these results, since a theoretical reference solution is not available, space convergence is
clearly observed with a numerical result approaching around ∼ 5% to the expected experimental value, which is a
reasonable agreement between a numerical simulation and experimental results in the framework of free-convection
flow.
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Mesh Nu for Ra = 1300
64 × 128 2.102

128 × 256 2.234
256 × 512 2.298
512 × 1024 2.324

experimental data [66] 2.46

Table 1. Comparisons between the computed Nusselt number and the experimental Nusselt number for two Rayleigh numbers and different
meshes.

(a) Schematic representation of the free convection around a heated cylinder test
case.

(b) Temperature field and streamlines around the heated cylinder for Ra = 1300
at steady state (t ∼ 5s).

Fig. 5. Configuration (a) and temperature field snapshot (b).

4.2. Free-convection inside a horizontal hollow cylinder

The previous benchmark was focused on a free-convection flow around a heated solid. In this test-case, an internal
free-convection flow inside an infinite horizontal cylinder is considered. A schematic of the computational domain
is plotted in Fig. 6 which enables to visualize orientation of the gravity vector in regards to the cylinder orientation.
Free-convection inside the horizontal cylinder can be induced by imposing higher temperatures at the bottom of the
cylinder than at the top of the cylinder. For this purpose, the following angular distribution of the wall temperature
can be imposed,

Tw(θ) = T0 + A0 cosθ, (72)
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with T0 = 300 K, A0 = 30 K and θ is defined in Fig. 6. The internal free-convection flow can also be induced with
an angular distribution of the local heat flux at the solid frontier,

φw(θ) = B0 cosθ, (73)

with B0 the amplitude of the imposed heat flux. Dc is the diameter of the cylinder for which three different values
have been considered, Dc = 0.01 m, 0.015 m and 0.02 m, corresponding respectively to three Rayleigh numbers,
Ra = 6 800, 23 000 and 54 000, for a temperature variation ∆T = 2A0 if a prescribed temperature boundary condition
is imposed following Eq. (72). If a local heat flux is imposed on the solid frontier, Eq. (73), identical Rayleigh
numbers are obtained for the same values of Dc by taking the following expression on the amplitude of the local heat
flux,

B0 =
λA0

Dc
. (74)

Both kind of boundary conditions are respectively imposed with the IDBC or INBC schemes. As in the previous
section, the fluid inside the cylinder is air and it is considered as an ideal gas. The initial temperature is taken at
T0 = 300K and the initial pressure is atmospheric pressure P0 = 101325Pa.

(a)

Fig. 6. Schematic of the computational domain (in blue) with angle θ and the gravity vector g⃗.

Numerical simulations have been performed with three different meshes, 64×64, 128×128 and 256×256 in each
configuration. Snapshots of the temperature field and streamlines of the free-convection flow are represented in Fig. 7
at steady state for the four Rayleigh numbers. For the lower Rayleigh number, Ra = 6 800, we observe a thermal strat-
ification, with the heated gas which remains at the bottom of the computational domain although streamlines highlight
a symmetric recirculating free-convection motion in the cylinder. This illustrates that conduction heat transfer has a
prominent effect on the thermal field in this first configuration. By increasing the Rayleigh number to Ra = 23 000,
the thermal stratification is not maintained, and the impact of the free-convection symmetric recirculating flow on the
thermal field is clearly visualized. Finally, considering the higher Rayleigh number, Ra = 54 000, one can observe the
symmetry breaking of the free-convection flow and the transition to a flow rotating all along the cylinder frontier. In
this last case, the strong coupling between the thermal field and the free-convection motion is also clearly observed. In
Fig. 8, snapshots of the temperature field and streamlines are shown in the second configuration in which a local heat
flux boundary condition is imposed on the solid frontier for Ra = 23 000. We take interest now to the conservation of
mass and energy in the whole computational domain to assess the correct formulation of the boundary conditions of
our set of equations on the solid frontier. The total mass in the whole domain is computed from the following volume
integral,

m =
∫
Ω f

ρ dΩ f , (75)
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where Ω f is the total fluid volume. The total energy of the gas is calculated as the sum of the volume integral of
the kinetic, potential and internal energies and the surface and temporal integral of the local heat flux, such as,

E =
∫∫∫

Ω f

ρu⃗2

2
dV +

∫∫∫
Ω f

ρe dV +
∫∫∫

Ω f

ρgy dV +
∫ t f

t=0

∫∫
Σ f

k∇T · n⃗Σ f dΣ
 dt (76)

where Σ f is the surface delimiting the volume Ω f , n⃗Σ f the normal vector pointing outward and y is the vertical
coordinate and e the internal energy defined by de = CvdT for an ideal gas. It is noteworthy that the last term which
expresses the heat flux transferred outward of the computational domain should be zero if Eq. (73) is imposed on the
boundary condition, whereas it may not be the case if a Dirichlet boundary condition, Eq. (72), is imposed on the
temperature.

(a) Ra = 6800 (b) Ra = 23000 (c) Ra = 54000

Fig. 7. Temperature field and streamlines at steady state for the three different Rayleigh numbers with an imposed temperature (IDBC)
for the grid 256 × 256.

Fig. 8. Temperature field and streamlines at steady state for the Rayleigh numbers Ra = 23000 with an imposed local heat flux (INBC) for
the grid 256 × 256.
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(a) Mass conservation over time with INBC and Ra = 23000 (b) Energy conservation over time with INBC and Ra = 23000

Fig. 9. Temporal evolution of the total energy and mass for different grids 64x64, 128x128, 256x256 with Ra = 23000 for INBC.

Dimensionless mass and energy are defined respectively as m̃(t) =
m(t)
m0

and Ẽ(t) =
E(t)
E0

, where m0 and E0 are the

total mass and energy at the initial time in the computational domain. In Fig. 9 the temporal evolutions of m̃(t) and
Ẽ(t) are plotted for the three different meshes and with INBC, that is, a heat flux boundary condition. This highlights
that conservation errors are less than 0.02% for the coarsest grid both on mass and energy and decrease adequately by
refining the grid. This demonstrates the correct conservation properties and validates the proposed algorithm.

4.3. Liquid flow in a convergent pipe in the incompressible regime

We propose in this subsection to carry out numerical simulations of a liquid flow in a convergent pipe in the
incompressible regime, to demonstrate the relevance of the solver to configurations with a more complex EoS than
the simple ideal gas one. Indeed, the consistency of the proposed IBM will be assessed for a cubic EoS which is
well suited to describe liquid thermodynamic states. It is worth mentioning, that this configuration is similar to the
one presented in [40] in which bubble cavitation has been computed, although we just focus here on a single-phase
flow. The solid frontier defined by the Immersed Boundary is included in a cylindrical computational domain of
height H = 0.8 mm and radius R = 0.1 mm. The inner space inside the solid frontier is filled with liquid CH4 at
T = 120 K and p0 = 1.87372 bar. In addition the following physical properties are considered: Cv = 1643 J kg−1 K−1,
k = 0.172 W m−1 K−1 and µ = 98.68 µPa s. A pressure drop of 0.4 bar is imposed between the inlet and outlet of
the nozzle, with pinlet = 1.87372 bar at the inlet and poutlet = 1.47372 bar at the outlet. The radius of the entry
section is Rinlet = 0.112 mm, and at the throat, the section is Routlet = 0.3 10−4mm, which corresponds to a velocity
ratio ∼ 14 between the outlet velocity and the inlet velocity. At steady state, the pressure and velocity fields are
established, the outlet velocity is aboutVoutlet ∼ 14 m s−1, and the inlet velocity is about Vinlet ∼ 1 m s−1. In the present
range of temperature and pressure, the density of the liquid methane according to the SRK EoS remains nearly
constant at approximately 406 kg m−3. Considering the liquid viscosity and channel dimensions, the corresponding
Reynolds number is low enough in order to ensure that the flow will remain in the laminar regime.The simulations
have been performed with three successive grids, containing respectively 2562048, 5124096 and 10248192 elements
in the r − z directions. In the reduced section, the pressure drop is observed in Fig. 10 from pinlet ∼ 1.8 × 105 pa to
poutlet ∼ 1.4 × 105 pa. It is induced by both the velocity increase in the reduced section and the viscous dissipation.
In Fig. 11, the density field is plotted and shows density variations related to the pressure field. As expected for a
liquid flow in the incompressible regime, these variations are very weak of order ∼ 0.1%. The temporal variation of
the inlet mass flow rate qin, which results from this pressure drop, is plotted in Fig. 12a for different grids 256× 2048,
512 × 4096 and 1024 × 8192. In this figure, one can observe that the inlet mass flow rate reaches a steady value
after a preliminary increase in the initial transient state. This figure also clearly demonstrates the convergence of the
computed solutions with very close results for the three grids. Finally, in Fig. 12b, the inlet and outlet mass flow rate
qout are both plotted in order to check the correct mass conservation of the liquid between the inlet section and the
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outlet section. The figure clearly shows the good agreement between qin and qout at each time which validates the
correct behavior of the proposed compressible IBM for an internal liquid flow in the incompressible regime.

Fig. 10. Pressure field and streamlines in the convergent pipe.

Fig. 11. Density field in the convergent pipe.

(a) Grid sensitivity on the inlet mass flow rate qin. (b) Comparisons between the inlet mass flow rate qin and the outlet mass
flow rate qout for a grid 512 × 4096.

Fig. 12. Inlet and outlet mass flow rate, grid sensitivity and conservation
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4.4. Propagation of an acoustic wave in a rigid tube with a sudden reduction of the cross section

The objective of this benchmark is now to investigate on the ability of the present solver to perform numerical
simulations of the interaction between acoustic waves and an immersed solid frontier. The computational domain
consists in a 2D rigid tube with a sudden reduction in the cross section, as illustrated in Fig. 13. Its total dimensions
are lx = 3 m and ly = 0.3 m, the cross section in the narrower part of the tube is S 1 = 0.1 m and S 2 = 0.2 m in the
larger part of the tube. An acoustic wave is initialized in the right side of the domain where the cross section is larger
and propagates towards the left direction. The initial profiles of the pressure, density and x-component velocity are
given by the following relations,

p′(x, y, 0) = p0 exp

− (
x − x0

σa

)2 ρ(x, y, 0) =
p′(x, y, 0)

c2 u(x, y, 0) =
p′(x, y, 0)
ρc

(77)

which describes a Gaussian acoustic pulse, centered at x = x0 with an amplitude p0 = −100 Pa, and which
propagates towards the left direction. σa is taken at 0.1 m. The solid walls are adiabatic and the inner gas is steam
water (MH2O = 0.018 kg mol−1), considered as an ideal gas, with an initial temperature equal to 375.26 K. The steam
thermophysical properties are: µ = 12 × 10−6 Pa s, k = 0.0246 W m−1 K−1, cp = 2000 J kg−1 K−1 and the density at
375 K is 0.59 kg m−3 which is obtained from the ideal gas EOS. The numerical simulations have been carried out
with four different meshes, 64 × 384, 128 × 768, 256 × 1536 and 512 × 3072. In such a configuration, it is expected
that when the acoustical pulse interacts with the sudden reduction of the cross section, a part of the acoustic wave is
transmitted and the other part is reflected. In Fig. 14, the pressure profile is plotted at three different times for the
most refined grid. At t = 1 ms, the pressure profile can be visualized before the impact of the acoustic wave with
the cross section reduction. At t = 2 ms the acoustical wave is impacting the cross section reduction, and t = 3 ms
shows the pressure profile after the impact. These snapshots demonstrate that the numerical simulation reproduces
the expected behavior, namely the splitting of the initial wave in a transmitted wave and a reflected wave after the
impact with the cross section reduction, as observed in Fig. 14c. To assess the conservation properties of the solver
in a case involving acoustic wave propagation, the temporal evolution of the acoustic energy has been plotted in Fig.
15a for the four different meshes. For this purpose, the total acoustic energy Ea has been computed as the sum of Ep,
the energy related to pressure effect, and of the kinetic energy Ek, with the following expression,

Ea = Ep + Ek =

∫
Ω f

 p′2

ρ0c2
0

+
ρ0u2

2

 dΩ f (78)

where p′ = p − p0. As the flux of acoustic waves across solid boundaries is zero and viscous dissipation and heat
conduction effects are negligible in this case, the total acoustic energy should be constant in time.

Fig. 15a demonstrates clearly the conservation of the acoustic energy along the computation, when refining the
computational grid. In Fig. 15b, the two components of the total energy have also been plotted. In this figure, one
can remark that both contributions to the total energy are almost equal during the propagation of the acoustic wave,
except during the impact with the cross section reduction, where Ep increases and Ek decreases, while Ea remains
constant. After the impact, both contributions recover their initial value.

(a)

Fig. 13. Schematic representation of the test case with 2 surfaces S 1 and S 2 and the pressure wave on the right with a pressure drop
p0 = patm − p
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As an existing theory enables to determine the respective intensities of the transmitted and reflected waves, we

have performed a parametric study with other cross sections S 1, such as the ratio
S 1

S 2
ranges between 0.1 to 0.9, in

order to compare the numerical simulations to the theoretically predicted values.

(a) t ≈ 1ms

(b) t ≈ 2ms

(c) t ≈ 4ms

Fig. 14. Pressure profile in the tube at different times for the grid 512 × 3072

This theory based on linear non-viscous acoustics specifies that the pressure varies as follows in a tube of changing
cross sections,

p′R = p′I
Y1 − Y2

Y1 + Y2
(79)

p′T = p′I
2Y1

Y1 + Y2
(80)

where Y1 and Y2 are the admittance of the tube in the two different regions, PI , PR and PT are, respectively, the
incident, reflected and transmitted wave pressure. The characteristic admittance of a tube is defined as,

Y =
S
ρc
. (81)

The acoustic admittance ratio is given by the following relation,

Y1

Y2
=

S 1

S 2
, (82)
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if the fluid density and sound speed are uniform in the whole domain. From these relations, the variations of the

reflected and the transmitted pressure p̃′R and p̃′T with the cross section ratio S̃ =
S 1

S 2
can be determined.

(a) Ẽa for different grids (b) Ẽa, Ẽp and Ẽk for the grid 512 × 3072. At t ∼ 2 ms the wave reaches the
section change.

Fig. 15. Temporal evolution of dimensionless energies Ẽa

(a)

Fig. 16. Comparison between numerical simulations and theory on the variations of p̃′R and p̃′T with S̃ for the grid 512 × 3072. The blue
curve is the transmitted pressure and the orange curve is the reflected pressure ratio.

In Fig. 16, a comparison between the theoretical predictions and the computed values of p̃′R and p̃′T is plotted for
several cross section ratios. This shows a satisfactory agreement between the theory and the numerical simulations
and validates the interaction of an acoustical wave with a cross section reduction.
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4.5. Diffusion of an acoustic wave by a sphere

After considering the propagation of an internal acoustic wave in a closed tube with a cross section reduction, we
take interest in this subsection to the interaction of an acoustic wave with a solid sphere. This will enable to assess
the accuracy of the presented solver for an acoustical wave interacting with a curved solid surface. The numerical
simulations are performed in axisymmetric coordinates. At the initial time, a plane wave, defined with a Gaussian
pressure fluctuation,

p′(r, z, 0) = p0 exp −
(

z − z0

σa

)2

, (83)

with p′0 = 100 Pa, σ = 0.0001 m and z0 = −lz/5, is propagating in the direction of a solid sphere of radius
RS = 0.42 mm. ρ(r, z, 0) and v(r, z, 0) are deduced from the initial pressure according to Eq. (77). The lengths of the
computational field are lr = 0.0025 m and lz = 0.005 m. The gas is air, still considered as an ideal gas. The initial
temperature of the gas is 300K and the initial pressure is 101 325 Pa. To demonstrate the space convergence of the
simulations, all spatial and temporal scales of the flow have to be accurately resolved. In particular, viscous effects
will develop a boundary layer around the solid obstacle which thickness η can be approximated by the following
relation [67, 68],

η ∼

√
ν

f
, (84)

where ν is the kinematic viscosity, f is the frequency of the acoustic wave. As acoustic boundary layers are very
thin, kinematic viscosity has been increased to ν = 2.85 · 10−4 m2 s−1 in order to be able to capture the acoustic
boundary layer. For a Gaussian acoustic pulse, wavelength λw is approximately taken equal to σa, which gives the
following frequency, f = 3.47 MHz (corresponding to an ultrasonic acoustic wave), for a sound speed c = 347 m s−1.
From this, we obtain an acoustic boundary layer thickness η ∼ 10 µm. Numerical simulations have been performed
with the five following meshes of increasing resolution, 128×256, 256×512, 512×1024, 1024×2048 and 2048×4096
which correspond respectively to the following sizes of the computational cells, 19.6 µm, 9.8 µm, 4.9 µm, 2.4 µm,
1.2 µm. As at least 4 computational cells are required inside a boundary layer to achieve a satisfactory convergence,
this first estimation suggests that only the two more refined grids will provide sufficiently accurate results. In Fig.
17, the pressure field has been plotted at different times, t0 = 0 s, t1 = 3.10−6s, t2 = 5.10−6s and t3 = 7.10−6s
from the computation with the more refined grid 2048 × 4096. At the initial time t0, the initial wave is propagating
toward the solid sphere. At time t1, the impact of the acoustical wave with the sphere can be visualized, with, in
particular, the formation of a spherical wave due to the diffusion of the incident acoustic wave. At time t2, the incident
acoustic wave has almost crossed the sphere, and a larger pressure is observed at the top of the sphere where both
parts of the incident wave are impacting. At the last time, t3, the incident wave moves away from the sphere and a
secondary circular acoustic wave is formed after the impact of both parts of the incident wave at the top of the sphere,
as previously observed in Fig. 17c. To illustrate the grid independence of the numerical solution, the pressure and
velocity profiles have been plotted at different times along r-axis for two possible values of z, that is z1 = 0 which
corresponds to the center of the cylinder and z2 = Rc which corresponds to the top of the cylinder. In Fig. 18, the
profiles are plotted at z = z1 and t = t1, in Fig. 19 at z = z2 and t = t2 and in Fig. 20 at z = z2 and t = t3. All these
curves demonstrate the appropriate convergence of the numerical solution for the more refined grids 1024 × 2048
and 2048 × 4096, which validate the present algorithm for the interaction of an acoustical wave with a curved solid
surface. In particular in Fig. 18, the acoustic boundary layer around the cylinder can be clearly observed on the
z-velocity component profile along the radial direction with a measured boundary layer thickness η ∼ 13 µm which is
consistent with the theoretical estimation given by Eq. (84). As expected, only the two more refined grids enable an
accurate computation of this boundary layer. Other snapshots confirm this trend with a satisfactory space convergence
which is clearly observed on all cases with the two more refined grids.
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(a) t = t0 (b) t = t1

(c) t = t2 (d) t = t3

Fig. 17. Pressure field at different times during the diffusion of an acoustical wave by a sphere for the grid 2048 × 4096.
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(a) Pressure profile (b) z-velocity component profile

Fig. 18. Pressure and z-velocity component profiles along r-axis at z = z1 and t = t1 for five different grids

(a) Pressure profile (b) z-velocity component profile

Fig. 19. Pressure and z-velocity component profiles along r-axis at z = z1 and t = t1 for five different grids
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(a) Pressure profile (b) z-velocity component profile

Fig. 20. Pressure and z-velocity component profiles along r-axis at z = z1 and t = t1 for five different grids

4.6. Electric arc

To highlight the interest of the proposed solver for thermal plasma modelling, preliminary results on an arc electric
discharge between two electrodes are presented in this section. We consider an axisymmetric computational domain
represented in Fig. 21, on which one can visualize the cylindrical electrodes and the related boundary conditions
described with the immersed boundary method. Relec = 1.5 mm is the radius of the electrodes and the space between
the two electrodes is Helec = 3 mm. The lengths of the computational domain are lr = 0.01 m and lz = 0.02 m, and
the computational grid contains 256 × 512 points which corresponds to a cell size ∼ 50 µm. As a first simplification,
we simply apply Neumann boundary conditions for the temperature field on the electrodes boundaries, n⃗ · ∇T = 0.
Indeed, with this benchmark we do not take interest to the electrodes heating by the electrical arc which is a more
complex problem, and will be the topic of future works. As it can be visualized in Fig. 21, the electrical voltage that
generates the electric arc is computed by imposing a Neumann boundary condition on the electric potential of the
upper electrode such as,

σ
∂V
∂n

∣∣∣∣∣
Γ

= a

1 − (
2r

Relec

)5 if z = z1 and 0 < r < R1 and σ
∂V
∂n

∣∣∣∣∣
Γ

= 0 elsewhere, (85)

with z1 = 0.0015 m, R1 = Relec/2 and a = 4 · 107A m−2 is chosen so that the electric current I is equal to 50 A. For
the bottom electrode, the following conditions are imposed to receive the emitted current from the upper electrode,

VΓ = 0 if z = z2 and 0 < r < R2 and σ
∂V
∂n

∣∣∣∣∣
Γ

= 0 elsewhere, (86)

with z2 = −0.0015 m and R2 = 0.9Relec.
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Fig. 21. Schematic representation of the axisymmetric domain. The outer walls are isolated thermally and electrically. The imposed electric
flux is represented on the zone 1. The constant electric potential which absorb the current is the zone 2. All the other surfaces are isolated
electrically.

The fluid considered is air, and the physical properties are those of an air plasma in the plasma region. Strong
variations of the physical properties with the temperature are reported in Appendix B, where tabulated values have
been plotted for Cp, Cv, ρ, k, µ, ϵ and σe. These variations of physical properties are taken into account in our
numerical approach. The space between the two electrodes is initialized as a hot channel of 7000K (at atmospheric
pressure) at which electrical conductivity is high enough to allow electric current circulation in the domain, as it
can observed in Fig. B.25d. An uniform temperature T0 = 300 K is imposed elsewhere. The temperature field and
streamlines of the flow are plotted in Fig. 22a at t = 20µs. One can observe an expanding motion of the plasma
and high temperature values varying in the range 12000 − 25000K between the electrodes. In Fig. 22b, the electric
potential and the streamlines of the electric current are plotted. This enables to visualize the formation of the electric
current between both electrodes due to the voltage induced by the immersed boundary conditions given by Eq. (85)
and Eq. (86). In Fig. 22, the propagation of the pressure wave induced during the first time of the electric discharge
can be visualized at different times. A larger view of the temperature field at t = 100µs has also been plotted in this
figure in order to visualize the plasma expansion related to the electrodes position at a longer time.
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(a) Temperature field and streamlines of the velocity at t = 20 µs (b) Electric potential and streamlines of the electric current at t = 20 µs

Fig. 22. Closer view of the computed solution between the electrodes
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(a) Pressure field at t = 5 µs (b) Pressure field at t = 10 µs

(c) Pressure field at t = 20 µs (d) Temperature field at t = 100 µs

Fig. 23. Acoustic wave on 23a, 23b and 23c. The Temperature field on 23d

5. Conclusion

In this article, a well-known IBM, initially developed for incompressible flows in [1], has been adapted to the
pressure based compressible solver recently proposed in [2]. The coupling uses extensively second order numerical
schemes developed in anterior works for Immersed Dirichlet Boundary Condition (IDBC) [47] and Immersed Neu-
mann Boundary Condition (INBC) [1]. This provides a consistent framework to impose accurately suitable boundary
conditions in computational cells crossed by the solid interface. Several benchmarks involving density variations
and an interaction with a complex geometry are proposed and successfully performed. External flows around the
immersed solid are considered as well as internal flows inside the solid. Validations based on space convergence,
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mass and/or energy conservation and comparisons with reference solutions are proposed. The proposed benchmarks
sweep several kind of applications such as free-convection, acoustical wave propagation and a preliminary benchmark
of the formation of a thermal plasma between two electrodes during the discharge of an electric arc to illustrate the
potential of the present solver for future works on thermal plasma modelling and electric arc discharge. The devel-
opments proposed in this paper will be easily applicable to other pressure based compressible solvers as for instance,
in [30, 31, 69]. As the proposed developments are based on a primitive formulation of the equations, they are re-
stricted to subsonic flows. Future works will be devoted to a generalization of the overall formalism to a conservative
formulation of the equation, to be able to perform numerical simulation of supersonic flows. The present work is
a step forward that will enable to perform numerical simulations of a plasma bubble formation during an electric
arc discharge in a liquid pool. For this purpose, this solver will be coupled in future works to the pressure based
compressible solver for two-phase flows with liquid-vapor phase change recently presented in [40].
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Appendix A. Cubic Equations of State

A cubic EoS can be expressed with a cubic equation for the density ρ:

ρ3 + a1ρ
2 + a2ρ + a3 = 0 , (A.1)

where the ai coefficients are function of T , p and depend on the fluid. Eq.((A.1)) is commonly expressed under the
following generalized form:

p =
ρRT

1 − ρb
−

aρ2

(1 + b1ρ)(1 + b2ρ)
, (A.2)

where a, b, b1 and b2 are related with the ai coefficients of Eq.((A.1)) by the following relations :

a1 = −
RT (b1 + b2) − a + (b(b1 + b2) − b1b2)p

b1b2RT + (a + pb1b2)b
, (A.3)

a2 =
RT + (b − b1 − b2)p

b1b2RT + (a + pb1b2)b
, (A.4)

a3 =
−p

b1b2RT + (a + pb1b2)b
, (A.5)

where R = R/W is the gas constant, with R = 8314.46 J/kg/K universal gas constant and W molecular weight.
Different cubic EoS are characterized by different coefficients ai. Specifically the coefficients b1 and b2 are reported
in Table A.2 for the different EoS as function of the coefficients a, b and c that are defined as:

a = Ωa
R2T 2

c

pc
α(T ) , (A.6)

b = Ωb
RTc

pc
, (A.7)

c = Ωc
RTc

pc
, (A.8)

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=4812715

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

w
ed



Sergiu Coseru & al / Journal of Computational Physics (2024) 35

where α(T ) is the isochoric heat capacity correction factor, pc and Tc are the critical pressure and temperature. The
parameters Ωa, Ωb and Ωc are reported in Table A.3. For the PTV EoS, these are based on the compressibility factor
Zc at the critical point:

Zc =
pcVc

RTc
, (A.9)

with Vc molar volume at the critical point.

EoS b1 b2

VdW 0 0
SRK 0 b

PR b(1 −
√

2) b(1 +
√

2)

PTV
b
2

1 + c
b
+

√
1 + 6

c
b
+

c
b

2
 b

2

1 + c
b
−

√
1 + 6

c
b
+

c
b

2


Table A.2. b1 and b2 coefficients of Eq. ((A.2)) for different cubic EoS: Van der Waals (VdW), Soave-Redlich-Kwong (SRK), Peng-Robinson
(PR) and Patel-Teja-Valderrama (PTV).

EoS Ωa Ωb Ωc

VdW
27
64

1
8

0

SRK 0.42748 0.08664 0
PR 0.45724 0.07780 0

PTV 0.66121 − 0.76105Zc 0.02207 + 0.20868Zc 0.57765 − 1.87080Zc

Table A.3. Ωa, Ωb and Ωc coefficients for the computations of the coefficients Eqs. ((A.6) )-((A.8)) for different cubic EoS: Van der Waals
(VdW), Soave-Redlich-Kwong (SRK), Peng-Robinson (PR) and Patel-Teja-Valderrama (PTV).

The capacity correction factor α(T ) is given by :

α(T ) =
1 + m

1 − √
T
Tc

2

(A.10)
,

where the parameter m depends on the EoS and is given by:

m = m0 + m1(ωZc) + m2(ωZc)2 , (A.11)

for PTV and by:

m = m0 + m1ω + m2ω
2 , (A.12)

for all the other EoS. The mi coefficients are reported in Table A.4. Finally, ω is the acentric factor:

ω = −10 log
(

psat

pc

)
, (A.13)
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EoS m0 m1 m2

VdW 0 0 0
SRK 0.488 1.574 -0.176
PR 0.37464 1.54226 -0.26992

PTV 0.46283 3.58230 8.19417

Table A.4. m0, m1 and m2 coefficients used in Eqs. ((A.11) ) and ((A.12)) for different cubic EoS: Van der Waals (VdW), Soave-Redlich-
Kwong (SRK), Peng-Robinson (PR) and Patel-Teja-Valderrama (PTV).

at T = 0.7Tc.
In order to evaluate the density ρ for a given p and T , both for single phase and two phase regions, the roots of the

third order polynomial Eq.((A.1)) have to be evaluated. This can be done analytically for instance using the Cardan
method (see [2] for more details). On the other hand, the equation is linear with respect to the temperature which can
be directly evaluated from ρ and p from Eq.((A.2)):

T =
a − bρ
ρR

p +
aρ (1 − bρ)

R(1 + b1ρ)(1 + b2ρ)
. (A.14)

Other thermodynamic variables are required to close the system of Eqs.((??))-((??)), as cp, c2 and α which can be
computed in each phase from the EoS. In particular, the cp can be deduced from the specific heat at constant volume
cv with the following relation [2]:

cp = cv +
Tα2

ρβ
, (A.15)

where α and β are the isobaric and isothermal expansion coefficients:

α = −
1
ρ

(
∂p
∂T

)
ρ(

∂p
∂ρ

)
T

, β =
1

ρ

(
∂p
∂ρ

)
T

. (A.16)

Note that within the framework of cubic equations of state cv does not depend on the pressure and it is a function of
temperature only. In the present study for which temperature variations are in the range of a few Kelvin, the cv is kept
constant during the simulation and equal to the ideal gas value at the average temperature. From the generalised EoS
form of Eq.((A.2)) the pressure thermodynamic derivatives are given by :(

∂p
∂T

)
ρ

=
ρR

1 − bρ
−

a′ρ2

(1 + b1ρ)(1 + b2ρ)
, (A.17)

(
∂p
∂ρ

)
T
=

RT
(bρ−1)2 − aρ (ρ(b1 + b2) + 2)[

(1 + b1ρ)(1 + b2ρ)
]2 , (A.18)

where a′ = da
dT is the derivative of a with respect to temperature T (see Eq.((??)) in ??).

Appendix B. thermodynamic and transport coefficients of a plasma

The plasma thermodynamic properties like the specific heats cp, cv, and the density ρ are computed using the
partition function. As for the transport properties like the thermal conductivity k, electrical conductivity σe, the
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dynamic viscosity µ, they are computed using the Chapman-Enskog method from the Boltzmann equation. The
thermo-physical variations of these properties are plotted in this appendix for an air plasma. These tabulated values
have been included in the proposed plasma solver.

(a) specific heat capacity at constant pressure (b) specific heat capacity at constant volume

(c) density

Fig. B.24. The graphs of Thermodynamic properties of air. The red line for the density graph represents the perfect gas law and the black
line is the computed plasma density.
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(a) thermal conductivity (b) dynamic viscosity

(c) net emission coefficient (d) electrical conductivity

Fig. B.25. The graphs of transport properties of air.
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