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Abstract—In recent years, a class of wireless devices has
been demonstrated to be vulnerable to a new side-channel
attack called Screaming Channels. This attack exploits distant
electromagnetic side channels up to a few meters, when a
coupling occurs between the digital activity and the radio
transceiver of a system. This can happen in mixed-signal chips,
where both digital and analog parts reside on the same silicon
die. Until now, the Screaming Channel attack has mainly
been demonstrated using custom firmware used in laboratory
conditions or simple protocols – e.g., Google Eddystone.

In this paper, we evaluate an end-to-end Screaming Chan-
nel attack on a real-world firmware running on an off-the-
shelf and popular Bluetooth Low Energy stack. By doing a
careful analysis of Bluetooth Low Energy to find how to make
the victim device leak, our results show that an attacker can
manipulate the protocol such that a Screaming Channel leak
happens during a radio transmission. Finally, we conducted
one successful full-key recovery attack against AES using
instrumented firmware and a partial-key recovery using stock
firmware.

1. Introduction

Electromagnetic eavesdropping on computer applica-
tions is a 70-year-old problem in the military world, as
illustrated by the TEMPEST specification from the NSA [1].
In the public domain, it has been known for at least four
decades, popularized as Van Eck Phreaking through the
work of Van Eck, which eavesdropped video display through
their electromagnetic radiation (EMR) [2]. On the other
hand, side-channel attacks are a threat to cryptosystems and
have been known for at least two decades in the public
domain [3]. However, physical side channels often require
that the attacker is in close physical proximity with the
victim target to perform his measurement, limiting their
practical impact. It is especially true for electromagnetic
side-channels [4] that use signals recorded through near-
field (NF) probes placed at a few millimeters of the victim
device.

However, the Screaming Channel attack discovered in
2018 by Camurati et al. [5] breaks the limitations of tra-

ditional electromagnetic (EM) side-channels. Indeed, this
paper demonstrates that EM side-channels can be conducted
in the far-field (FF) region, using antennas from a few
centimeters to some meters, because of a coupling phe-
nomenon between the digital and the analog part inside
a mixed-signal chip. When the transceiver of the analog
part is performing a radio transmission, we can observe a
side-channel leakage from the digital part in the spectrum
of the radio transmission. This side-channel leakage first
modulates the carrier signal of the radio transmission and
then is amplified and broadcasted with the carrier by the
radio transceiver.

A more in-depth analysis of the Screaming Channel
leakage [6] provided a better understanding of the leakage
– e.g., its distortions or the portability of the templates.
While this analysis performs a Screaming Channel attack
on Google Eddystone [7], a simple and discontinued pro-
tocol [8], there is no prior work tackling the challenges
of using Screaming Channels to target complex protocols
involving multiple layers.

Filling this gap is mandatory to consider Screaming
Channels attacks a realistic threat. Being able to conduct
an end-to-end attack at a distance from the wireless device
would be critical since side-channel attacks are often not
taken into account in their threat model and are difficult to
mitigate.

In this paper, we tackle challenges a complex and multi-
layered protocol raises by attacking Bluetooth Low Energy
(BLE), a widespread protocol for secure wireless commu-
nications. More precisely, we attack the BLE key derivation
mechanism – also known as the re-keying mechanism, a
standard and fundamental security feature of the protocol.
The impact of breaking this mechanism is critical since it
would allow the recovery of the Long Term Key (LTK)
independently of the pairing method used for its generation
and negotiation, including LE Secure Connections.
Research question Is the Screaming Channel attack a

threat for Bluetooth Low Energy, despite the limitations
imposed by such complex and multi-layered protocols?

Challenges A specificity of the Screaming Channel leakage
is that the transceiver of the target device must transmit
data during the cryptographic operation, i.e., emits radio



waves to broadcast the leak over the air. Depending on
the protocol, this period can be short and may happen
independently of the cryptographic activity targeted by
the side-channel attack. Moreover, side-channel attacks
usually involve collecting thousands of traces, while the
collection rate is limited due to protocol constraints.

Contribution 1 In Section 7, we analyze how to manipulate
the BLE protocol from an attacker perspective to find how
to make the victim device “scream”, i.e., execute critical
cryptographic operations during a radio transmission, and
how to accurately identify this timing. In addition, we
developed a framework that allowed us to collect and
process numerous traces over several days.

Contribution 2 In Section 8, we evaluate the Screaming
Channel attack performance against the Long Term Key
(LTK) of BLE under various conditions and firmware. We
demonstrate that the protocol can be exploited to fully
break the AES key at the condition of reducing the radio
noise of the environment during the collection process in
laboratory conditions, but that this noise is problematic
for an attacker in real conditions.

Contribution 3 In Section 9, we present the result of exper-
iments using several firmware modifications, suggesting
which hardware element is implicated in the Screaming
Channel leakage and how it can influence its exploitation.
Our framework is published as open-source software1

and our datasets are available as open data [9].

2. Related Work

Side-channels on Bluetooth. Concurrently to our
work, Cao et al. [10] analyzed the session key derivation
mechanism (also known as re-keying) of the BLE protocol
to assess its side-channel resistance. Cao et al. show a
conventional EMR side-channel attack, with an EM probe
close to the microcontroller, at low frequency, without the
radio activated. They compare the performance of traditional
correlation attacks against deep learning-based attacks and
do not address any of the challenges of a remote attack from
the radio channel (synchronization, triggering, etc.).

Screaming Channels. Published in 2018 by Camurati
et al. [5], the discovery of the Screaming Channel leakage
describes how the leak signal propagates through the tar-
geted mixed-signal chip and demonstrates an attack on a
custom firmware, i.e., constantly running cryptographic op-
erations while transmitting modulated random packets over
the air. It concentrates on how far the leak can be exploited
in an ideal scenario, increasing the range of traditional side-
channel attacks from dozens of centimeters to more than
10 meters. The same authors proposed a more advanced
analysis of the leakage in 2020 [6]. This paper evaluates
the non-linearity of the best leakage model and proposes to
use new statistical tools to increase the attack performance.

Attack on Google’s Eddystone. A preliminary as-
sessment of the risk induced by the Screaming Channels

1. https://github.com/pierreay/screaming_channels_ble

attack has been conducted by Camurati et al. [6] by ex-
ploiting Google’s Eddystone protocol. Eddystone [7] is an
application-level protocol on top of BLE used for beacons,
i.e., small IoT objects broadcasting information (e.g., a
URL). First, Camurati et al. [6] only assessed the Screaming
Channel attack using a synthetic setup with an RF coaxial
cable. Second, while Eddystone uses BLE as a transmission
layer, the security of the protocol is implemented at the ap-
plication level using Bluetooth services, which implies that:
1) It is a non-standard and discontinued [8] protocol specific
to the beacon use case. 2) The cryptographic operation is
triggered using a Characteristic Read, an operation built
over the application layer of BLE that does not involve
the native security mechanisms of BLE, facilitating the
exploitation. In contrast, in this paper, we aim to overcome
those limitations by using a realistic setup for our evaluation
and performing an end-to-end attack. Regarding the attacker
receiver, we use an antenna instead of an RF coaxial cable.
Regarding the attack target, we attack the key derivation
mechanism of the BLE instead of the Eddystone application-
level implementation.

Further extensions of Screaming Channels. Several
researchers extended this preliminary work in different di-
rections. Wang et al. [11] tried to increase attack perfor-
mance by using a deep-learning-based approach applied
to the original custom firmware, allowing to decrease the
required number of traces. Guillaume et al. [12] elaborated a
new method to take up the triggering challenge by introduc-
ing Virtual Triggering, which aims at finding leakage related
to cryptographic operations contained in a trace without
prior knowledge about it. This is a more difficult challenge
with Screaming Channel attacks compared to traditional
side channels. The same authors also explored at which
frequencies the leak is detectable and exploitable [13] and
concluded that the latter is present at non-harmonic frequen-
cies and is strong enough to conduct attacks, sometimes as
powerful as using harmonic frequencies. Fanjas et al. [14]
also introduced a new real-time triggering method called
Synchronization by Frequency Detection (SFD) based on
Camurati’s triggering but implemented on an FPGA. Finally,
Danieli et al. [15] tried to exploit the Screaming Channel
leakage in other ways than performing cryptographic side-
channel attacks. For instance, this paper exploits the direct
readout of the Screaming Channels effect using various
coupling sources (RAM, SPI, JTAG, NFS) to recover non-
encrypted data.

We observed that none of these papers evaluated the
Screaming Channels attack on a complex multi-layered pro-
tocol such as BLE.

3. Background

3.1. Side-channels

Different channels. A side-channel attack is an attack
against a security system using information originating from
the interaction between the security system and its environ-
ment. Hence, it allows for an attacker to recover the secret

https://github.com/pierreay/screaming_channels_ble


key used during a cryptographic operation (CO), e.g., the
encryption of plaintext or signing data using a secret key.
Side-channel attacks originate from cryptanalysis, popular-
ized by Kocher et al., by exploiting the time taken by the
attacked cryptographic operation [3] or its power consump-
tion [16]. Various classes of side-channels were discovered
and exploited [?], e.g.: time [3], power consumption [16],
acoustic waves [17], or the optical photonic emanations [18].

Electromagnetic radiation (EMR) has been identified to
be a threat against cryptosystems by Quisquater et al. [4]
with a similar impact as power consumption. Numerous
algorithms have been developed to exploit this EMR mea-
surement, the first ones being Simple EM Attack (SEMA)
and Differential EM Attack (DEMA) [19] which are analo-
gous to Simple Power Attack (SPA) and Differential Power
Attack (DPA) [16]. EM side-channel have been systemat-
ically studied by Lavaud et al. [20], describing multiple
classes depending on the emanation origin (illumination,
mixing, radiation, coupling). In Screaming Channels pub-
lications [5], [6], conventional leakage, which is radiative
EMR recorded using a near-field (NF) probe, is clearly
distinguished from Screaming Channel leakage, which is
recorded using an antenna in the far-field (FF) after the
leakage has been transmitted by a radio transmitter (e.g.,
due to mixing between the analog and the digital part of the
chip) [5].

Attack steps. From a high level, a side-channel attack
is conducted in two steps: 1) creating a model of the leakage,
either theoretically or by collecting training measurements to
build a template, 2) collecting attack measurements (called
“traces”) and computing correlations between predictions
from the model and the actual measurements. Those col-
lected traces are real values representing the measured phys-
ical quantity over time. Searching for the key candidate with
the best correlation, the side-channel algorithm may lead to
a full key recovery if the attack is successful. Often, the
Pearson correlation coefficient (ρ or r) is used to compute
the correlations.

AES and side-channels. AES is a block cipher, i.e., it
works on a block of data to encrypt plaintext into a cipher-
text – or the opposite for decryption [21]. It can be used with
different key sizes (e.g., 128 bits), different operation modes
(e.g., ECB, where each block is processed separately), and
different numbers of iterations called “rounds” (e.g., 10
rounds for the 128-bit key size). Each round repeats all or
a subpart of the following operations: 1) “AddRoundKey”,
which XORs each column of the internal state with a word
from the key scheduling 2) “SubBytes”, which apply the
S-Boxes to each byte of the internal state, being the only
non-linear operation 3) “ShiftRows”, which cyclically shifts
the last three rows in the internal state 4) “MixColumns”,
which operates on the internal state column-by-column.
AES has been a target for side-channel attacks for two
decades, e.g., with timing attacks targeting the T-Table im-
plementation [22], with power attack (DPA) against the first
“AddRoundKey” operation [23], or with power attack (SPA)
against the key scheduling algorithm [24].

Central Peripheral

Cleartext session

Generate random
SKDC , IVC

LL_ENC_REQ
{RAND,EDIV, SKDC , IVC}

Generate random
SKDP , IVP

LL_ENC_RSP {SKDP , IVP }

Compute Session Key (SK):
SK = AES-ECB(LTK,SKDP ||SKDC)

LL_START_ENC_REQ

Encrypted session:
C = AES-CCM(SK, IVP ||IVC ,M)

LL_START_ENC_RSP
LL_START_ENC_RSP

Figure 1. Session key derivation in BLE. The ciphertext C will be sent
over the air to transmit the message M .

3.2. Bluetooth Low Energy

Pairing. The pairing procedure is used to exchange a
set of keys (including an encryption key) that are generally
stored for future use. The stored encryption key is known
as the Long Term Key (LTK). The specification defines two
pairing methods [25, p. 1626]:
• “LE Legacy Pairing” method will negotiate a common

key (Short-Term Key (STK)) between the two devices
to establish an encrypted session. This encrypted session
will be used to exchange a set of keys, including the LTK.

• “LE Secure Connections” method uses the Elliptic Curve
Diffie-Hellman (ECDH) algorithm to agree on a shared
LTK. In this case, the LTK is directly used to establish
the encrypted session to exchange the other keys securely.

In this work, we focus on a later stage of the protocol, and
our approach is independent of the paring method in use.

Session key derivation. The pairing procedure is only
needed the first time the two devices are used together; for
each session (connection of the devices), a new session
key will be generated using the Long Term Key (LTK).
Following the pairing, both devices will also keep two
values, RAND and EDIV, used to retrieve the LTK from
the security database storing all LTK from the previous
pairing. The two paired devices can now establish a se-
cure connection with link-layer encryption by computing



a common Session Key (SK) if they share a common LTK
(Figure 1 [25, p. 2957]). The SK is derived by performing an
AES in ECB mode using the LTK as the key and a public
random nonce as the plaintext. This random nonce, also
known as the Session Key Diversifier (SKD), is composed of
two concatenated random numbers respectively generated by
the Central (SKDC) and the Peripheral (SKDP ). SKDC

and SKDP are transmitted over-the-air in plaintext using
the control protocol data units (PDUs) LL_ENC_REQ and
LL_ENC_RSP. After the SK computation, the two devices
perform a three-way handshake to start the encrypted session
by sending empty control PDUs. The Peripheral sends an
unencrypted LL_START_ENC_REQ, the Central and the
Peripheral responds with an encrypted LL_START_ENC_-
RSP and LL_START_ENC_RSP, respectively.

Radio transmission. A standard BLE communica-
tion [25] is divided into connection events (CEs) follow-
ing the time division duplex (TDD) mechanism. During a
CE, the node initiating the connection called the Central
(formerly called “Master”), sends at least one packet to
the second node involved in the connection, the Peripheral
(formerly called “Slave”). After a short inter-frame space
of 150µs, the Peripheral sends the response packet. For syn-
chronization purposes, this simple communication pattern is
repeated for each CE, whether data needs to be transmitted
or not – e.g., packets with an empty data field are therefore
often transmitted. A field called More Data (MD) bit can be
set in the protocol data unit to indicate that the CE should
not end after the current PDU because a device (Central
or Peripheral) has more data to transfer during the current
connection event. If the MD bit is set to 0, no further trans-
missions will occur during the CE. Otherwise, the devices
repeat the communication pattern until the MD bit is not
set anymore or until the CE’s time window is exhausted.
Between each CE, the transmission frequency is changed
according to the channel hopping algorithm. The radio of
both the Central and the Peripheral are then turned off to be
reconfigured for another frequency. The duration of a CE is
equal to connInterval = H ∗ 1250µs, with the hop interval
H ∈ [6; 3200]. The next frequency, i.e., the next channel,
is chosen between all standard channels defined from the
specification. The channel selection can be influenced by
the channel map, a 5-byte value where every bit indicates
if a channel is blacklisted or not. The Central transmits the
initial channel map during the connection initiation but can
be modified at any time during the connection, allowing a
fast adaptation to changes in the radio environment (e.g.,
interference).

Frequency hopping. A Bluetooth communica-
tion (excluding advertisement) can be located between
2.404GHz and 2.478GHz on the spectrum due to the
frequency hopping (FH) algorithm. Intercepting communi-
cation from such a protocol can be challenging because
consumer-grade radio equipment cannot monitor a large
enough band in the spectrum. When the channel hopping
sequence can be neither modified nor known a priori by an
attacker, a possible solution is to rely on software-defined
radio (SDR) flexibility and FPGA-based acceleration in

order to decode a wideband region (e.g., 200 MHz) in real-
time [26].

4. Threat model

We consider an attacker that aims to obtain the LTK
used to generate key material for secure communications
between two paired devices: a victim Peripheral and a victim
Central. The attacker does not need to monitor the pairing
phase, and the attack is independent of the pairing method
used (LE Legacy Pairing or LE Secure Connections). The
attacker is able to sniff and inject packets at the physical
layer. More precisely, the attacker will need to:
Sniff a BLE encryption initiation (LL_ENC_REQ) packet

between the Central and the Peripheral, to obtain the
parameters sent in the clear from the Central (addresses,
RAND and EDIV),

Interrupt a previous connection. While not strictly re-
quired, this makes the attack faster by forcing the Central
and Peripheral to establish a new connection and collect
parameters, instead of waiting for a new connection.

Impersonate the victim Central (using the above parame-
ters), which was previously paired with the victim Pe-
ripheral,

Initiate a connection and interact with the Peripheral victim
through the BLE protocol,

Repeat session key establishment on the Peripheral side
using this connection, which triggers an encryption using
the LTK as a key,

Record a radio signal over the air during the encryption, at
the physical layer, (e.g., using an antenna connected to a
software-defined radio (SDR)).

In our attack, we used profiled algorithms, where an at-
tacker can build a template to learn the leakage model
using a similar device that can be instrumented prior to
the attack. Note that this is not strictly required when
exploiting screaming channels because non-profiled attacks
may also be performed. Once the attack is successful (LTK
is recovered), the attacker can decrypt data sent over the air
during BLE communications between the two victim devices
– for previous and future connections [27], provided that the
packet traces can be collected. According to the state of the
art in BLE security, these capabilities are realistic and can
be performed with affordable open-source tools [28].

5. Attack overview

Figure 2 presents a high-level overview of our attack
strategy. In the first offline phase, steps may occur at differ-
ent locations and times before the attack:
1) Template creation The attacker prepares a template us-

ing a different device but a similar model to the victim
Peripheral [6]. Under controlled conditions, he collects a
high number of traces corresponding to the session key
derivation, where an AES encryption with a controlled
random input (LTK, SKD) is performed by the victim
Peripheral (see Figure 1).
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Figure 2. Attack overview.

2) Legitimate pairing The victim Peripheral and victim
Central perform a pairing in secure conditions, agreeing
on a shared Long Term Key (LTK) and its associated
parameters (RAND and EDIV). The attacker is not present
during this phase.

In the second online phase, the attacker needs to be active
and in the victim’s proximity during the following steps:

3) Legitimate connection sniffing After the pairing phase,
the attacker passively observes one legitimate connection
and encrypted session establishment between the victim
Central and the victim Peripheral. From the CONNECT
message, he collects the victim’s Central Bluetooth ad-
dress (BD_ADDR) and the address type – used later on to
impersonate the victim Central. From the LL_ENC_REQ,
he collects the RAND and EDIV associated with the LTK
in use – used later on to trigger a similar session key
derivation on the victim Peripheral without knowledge of
the LTK.

4) Malicious connections The attacker repeatedly per-
forms n connections by: 1) impersonating the victim
Central, 2) injecting controlled channel map and hop
interval, 3) starting a BLE procedure requiring a response
to generate an interleaved procedure, 4) triggering the
session key derivation by initiating the encrypted session
establishment, 5) setting the MD bit of every transmitted
PDU to 1. This protocol manipulation maximizes the vic-
tim Peripheral radio transmission duration, increasing the
probability that the session key derivation occurs concur-
rently with the radio transmission (TX) period, therefore
generating a Screaming Channel leakage. Without this
protocol manipulation and using only a passive attacker
device, the probability of having a Screaming Channels
leakage would be weak or close to zero. Simultaneously,
the attacker records the electromagnetic radiation at the
correct frequency, leveraging the knowledge of the chan-
nel map in use. We present the technical details of this
protocol manipulation in Section 7.

Lastly, once enough traces have been collected, the third
offline phase consists of:

Only for experimental evaluation
(Section 7.3)
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Figure 3. The experimental setup.

5) Template-based attack The attacker performs a
template-based attack to recover the LTK from the
collected traces using the template previously created. If
needed, the attacker can perform a key enumeration to
brute-force the remaining bits incorrectly recovered by
the side channel. This is possible because the attacker
can capture encrypted but predictable traffic, which can
be used as an oracle during key enumeration. If the
attack is successful, the full LTK is retrieved.

6. Experimental Setup

Figure 3 illustrates our hardware and software experi-
mental setup in laboratory conditions (without the Central
Victim described in Section 5). To characterize the impact
of the protocol manipulation in Section 7, the full setup,
including the USRP used for near-field (NF) measurements,
was used. To evaluate the attack in a realistic scenario and
its performance in Section 8, the setup excluding the USRP
NF was used (i.e., only including the USRP used for far-
field (FF) measurements).



TABLE 1. FIRMWARE USED THROUGH THE PAPER.

Name Code Encryption nb. AES inputs Radio packets

Fcustom Custom C Arbitrary Controlled Dummy
Finstru NimBLE Arbitrary Controlled Real BLE
Fdefault NimBLE 1 Known only Real BLE

Hardware. We use two software-defined radios ca-
pable of recording up to 56MHz of bandwidth (USRP
B210 [29]). The USRP NF, only used in Section 7, is
connected to a TekBox TBPS01 near-field (NF) probe [30]
placed at 1cm of the target SoC and tuned at the 2nd
harmonic of the CPU clock (fNF = 2 ∗ fclock). The USRP
FF is connected to an antenna placed in the far-field (FF)
(typically, more than 30cm) from the target and tuned
at the carrier frequency added to the previous frequency
fFF = fcarrier + fNF . Typically, fclock = 64MHz for the
CPU clock of the nRF52832 and fcarrier = 2.420GHz for
the Bluetooth channel 8. Depending on the experiment, we
used an omnidirectional [31] or a directional [32] antenna to
increase the leakage gain. A low-noise amplifier (LNA) from
Mini-Circuits [33] is plugged between the Wi-Fi antenna
and the SDR, maximizing the signal-to-noise ratio (SNR)
of our recorded signal. The two SDRs are connected to a
standard desktop computer through USB 3.0, sending raw
I/Q during the recording. The attacker’s dongle is a Nordic
Semiconductor nRF52840 dongle, while the victim’s de-
vice is a Nordic Semiconductor nRF52832 development kit
(PCA10040), a well-known target for Screaming Channels
analysis.

Software. The computer runs our custom Python
instrumentation library built on the WHAD [34] framework,
which controls the attacker’s dongle. The attacker’s don-
gle (nRF52840) is running our modified version of But-
teRFly [35], a BLE firmware initially developed for the
InjectaBLE attack [36] allowing to accurately inject link-
layer traffic.

Firmware variations. During our evaluations, we
used 3 firmware for the victim target depending on our needs
presented in Table 1. Fcustom is a custom firmware built upon
homemade C code for experimental purposes. Finstru and
Fdefault are based on the Peripheral example firmware from
NimBLE [37], a public BLE open-source stack developed
by Apache for the Mynewt RTOS [38]. This BLE stack
provides AES through either: 1) a hardware implementation
if the SoC implements it 2) a software implementation using
the TinyCrypt [39] library otherwise. In our evaluation, we
use the software AES since its leakage is stronger than
that of the hardware AES, and the focus of the paper
is not to assess the difficulty of attacking hardware-based
implementations. Let us highlight that, to the best of our
knowledge, no prior work managed to perform a successful
Screaming Channels attack on a cipher in hardware. Finstru is
an instrumented firmware built upon the NimBLE stack for
evaluating the attack in favorable conditions to the attacker.
Fdefault is a stock firmware built upon the NimBLE stack
for evaluating the attack in realistic conditions. All radio

transmissions use the GFSK modulation scheme whenever
the packets are dummy or real BLE.

7. Bluetooth Low Energy Manipulation

7.1. Challenges

Three fundamental requirements of the Screaming Chan-
nel attack become challenging when using a complex pro-
tocol instead of custom firmware.

Challenge 1: Transmitting radio signals while the
cryptographic operation is performed. The victim must
transmit radio signals while the cryptographic operation is
performed. Otherwise, the radio transmission is off, and no
data is leaked over the radio. However, both the encryption
and the transmission are short (order of 100µs) and may
happen in sequence, one after the other. Indeed, the trans-
mission is a power-consuming operation and will be made as
short as possible. Relying on the chance that both operations
occur simultaneously significantly reduces the probability of
success of the attack and adds a significant time overhead.

Challenge 2: Recording at the correct time. Second,
the attacker has to collect data at the right time, as the victim
is leaking information only for a short duration. Contrarily to
a custom firmware designed to highlight the effect itself [5],
on a real protocol, the attacker cannot artificially activate
the radio transmission, repeat the cryptographic operation
or use an artificial triggering mechanism (like a GPIO pin
indicating that the encryption started).

Challenge 3: Recording at the correct frequency.
Third, the attacker has to record the signal at the right
frequency, as the frequency of the physical channel used
by the protocol may not be constant. This is rendered
difficult because 1) the leakage can be spread over numerous
frequencies 2) the leakage can be impacted by interfering
transmitters 3) the rapid frequency hopping of BLE.

Solutions overview. Therefore, we developed a
framework to solve those challenges by leveraging the But-
teRFly firmware on the attack device presented in Section 6.
This attack device can control low-level parameters of the
Bluetooth communication, and, while staying fully compli-
ant with the BLE protocol, allows us to finely control the
victim device behavior. Using those low-level messages, we
can indirectly force the victim to increase the duration of
the TX, making it transmit radio messages while performing
encryption and expose a Screaming Channel leakage.

7.2. Methodology

Challenge 1: Transmitting radio signals while the
cryptographic operation is performed. According to the
Bluetooth specification [25], we listed a set of parame-
ters that may influence the TX timing or increase the TX
duration. For comparison purposes, we measure that the
AES took approximately 250µs to fully execute on our
target board – using AES-ECB from TinyCrypt provided by
Apache Mynewt. However, the SubBytes operation – which
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Figure 4. Illustration of BLE parameters impact.

is the side-channel target – took only 10µs to execute. We
used the following parameters, illustrated in Figure 4:
Connection event (CE) Defining a precise CE at which

the attacker will send the LL_ENC_REQ PDU allows
influencing the cryptographic operation execution in time.

More Data (MD) bit We used this bit indicating that more
data needs to be sent to increase the number of exchanges
between the attacker Central and the victim Peripheral
during a single CE, hence, without a radio reconfigura-
tion. This bit alone only allows us to send more data, and
it does not send the data in itself. We set the MD bit when
sending our LL_ENC_REQ PDU while staying compliant
with the specification.

Hop Interval Increasing this parameter allows increasing
the CEs duration. With the MD bit set to 0, this parameter
modifies the interval between two subsequent TX, i.e.,
one radio reception (RX) slot and one TX slot from a
Peripheral perspective. On the contrary, with the MD bit
set to 1, this parameter increases the number of RX and
TX cycles that can fit inside the window of one CE, which
is desirable to prevent the radio reconfiguration during the
cryptographic operation. We set the Hop Interval when
sending the CONNECT_IND PDU compliant with the
specification.
In the terminology used by the Bluetooth Core Specifica-

tion, a Procedure is a sequence of packets, including requests
and responses. We use the term “interleaved procedures”
when sending multiple procedures simultaneously, resulting
in interleaved request-response patterns. Having the MD bit
set to 1, we sent interleaved procedures to increase the TX
time during the system activity of the victim Peripheral.
Before sending the request that will trigger the cryptographic
operation, we sent other dummy requests that will force
the Peripheral to send responses back. The choice of the
dummy request can be important because some requests
require larger responses than others, increasing the TX
duration. The goal of this strategy is to increase the TX
time of the Peripheral during its system activity, including
the cryptographic operation.

Challenge 2: Recording at the correct time. The
cryptographic operation occurs between two specific PDU:
the LL_ENC_REQ PDU sent by the Central and the LL_-
START_ENC_REQ PDU sent by the Peripheral. LL_ENC_-
REQ identifies the paired devices and provides the Central
random value (SKDC), required to compute the Session
Key. On the other hand, the LL_START_ENC_REQ needs
the Session Key as the link is encrypted [25, p.2843,
p. 2845]. Our attack firmware can monitor the connection,
report received packets, and report parameter values like
the current CE number and conditionally execute a function

with low latency. We leveraged those features to send the
LL_ENC_REQ PDU at a chosen CE, start the recording at
another specified CE, and stop it when the LL_START_-
ENC_REQ PDU has been received. This guarantees the
recording of potential Screaming Channel leakage during
the Session Key derivation.

Challenge 3: Recording at the correct frequency.
BLE uses frequency hopping, which makes it hard to
record at a frequency corresponding to the leakage. The
protocol allows for a Central to specify a channel map
inside ChM field of the CONNECT_IND PDU [25, p. 2688]
sent during the connection establishment. By setting the
channel map to 0x300, we can force the Peripheral to
only use channels 8 and 9, corresponding to frequencies
2.420GHz and 2.422GHz. This technique was already used
in previous work targeting Google’s Eddystone protocol [6].
By recording at fcarrier + 2 ∗ fcarrier = 2.548GHz using
at least 4MHz of bandwidth, we are now sure to match
the Screaming Channel leakage frequency allowing us to
capture both channels in the same record. However, as seen
in Section 9.2, this frequency is not the only one where the
leak can be observed and exploited.

7.3. Evaluation

This evaluation is done using the firmware Fdefault and
using the full experimental setup, including the USRP NF
from Section 6.

Connection event and Hop Interval. We empirically
determined that increasing or decreasing the connection
event (CE) number allowed us to modify the leakage po-
sition in time with a granularity of 80ms. Also, it was
mandatory to set the hop interval greater than 12 to have
a TX during the cryptographic operation.

Interleaved procedures comparison. Section 7.2 in-
troduced the technique of “interleaved procedures” leverag-
ing the MD bit. We compared a few procedures, detailed in
Table 2. This shows that using this technique can increase
the TX time by a factor of 2, increasing the probability of
having a radio transmission from the Peripheral during the
cryptographic operation.

Cryptographic leakage detection. The cryptographic
operation leakage detection we performed is two-fold: 1) an
automatic detection of the AES signal 2) a visual control of
the system activity and the radio transmission. Based on an
a priori knowledge of the AES signal inspired from previous
work [5], we used an automatic detection of the latter
inside a recorded signal using frequency detection and cross-
correlation matching. Moreover, thanks to our framework,
we were able to perform two parallel and synchronized
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ing Channel (bottom).

TABLE 2. SYSTEM ACTIVITY LEAKAGE DURATION BASED ON
PROCEDURE INTERLEAVING METHOD.

Method Leak duration

None 108µs
ATT_Read_Request 225µs
ATT_Read_Multiple_Request 234µs
ATT_Find_Information_Request 206µs

recordings. Figure 5 shows a comparison of two recordings.
The upper one at 2 ∗ fclockHz using a near-field (NF) probe
is recording at the 2nd harmonic of the CPU’s clock, where
a conventional side-channel can be recorded. The bottom
one at fcarrier + 2 ∗ fclockHz using a far-field (FF) antenna
is recording at the 2nd harmonic of the CPU’s clock added
to the frequency of BLE radio carrier for Bluetooth channel
number 8. On the NF recording, the full AES computation
can always be identified (upper blue rectangle) since we
have all the electromagnetic radiation from the inherent
system activity. For both the NF and the FF recordings, we
can identify when the TX is happening (red rectangles). On
the FF recording, only a partial AES computation can be
identified (bottom blue rectangle) because the TX duration
was not long enough – still, the exploitable part for a side-
channel attack has already leaked. The first goal was to
identify the instant the AES computation is happening using
the NF recording while completing a BLE connection proce-
dure. The second goal was to manipulate BLE parameters
to force this AES computation to occur during the radio
transmission. To complete those goals, we leveraged both
the automatic AES detection and the visual inspection –
where the second goal is achieved when the red and blue
boxes are overlapped similarly to Figure 5.

8. Screaming Channel Attack on BLE

We now detail the Screaming Channel leakage exploita-
tion during a BLE communication, using our framework
described in Section 7.

8.1. Metrics

We are using the following metrics to evaluate our attack
and compare it to previous work:

Partial Guessing Entropy (PGE) [40]. The PGE de-
fines the rank (i.e., the index) of the correct subkey among a
list of all possible subkeys classified from the most probable
to the least probable according to the side-channel output.
For a single subkey, it hence estimates how many guesses
are needed to find the correct subkey.

Key Rank [41]. The key rank defines the rank (i.e.,
the index) of the correct key among a list of all possible
keys classified from the most probable to the least probable.
Estimating how many guesses are needed to find the correct
key is representative of the complexity of the key recovering.
The key rank enumeration is a key brute force leveraging
knowledge of the side-channel output. We are using the
Histogram-based Enumeration Library (HEL) from Poussier
et al. [42], using both key rank estimation and key enumer-
ation. Performing a key enumeration is an offline procedure
that happens after the side-channel attack.

8.2. Side-channel attack on AES during SK deriva-
tion

Since a Screaming Channel attack can be seen as a
conventional EM side-channel coupling to a radio trans-
mitter, we start by considering a conventional side-channel
attack on BLE. We target the step after the first S-Box
(AddRoundKey and SubBytes) inside the 1st AES exe-
cution, where the key is the LTK and the plaintext is SKD.
SKD is known but partially controlled, because SKD =
SKDP ||SKDC with SKDP chosen by the Peripheral.
As mentioned in Section 2, Cao et al. [10] analyzed the
feasibility of BLE only for the conventional case (i.e., near-
field (NF)), concurrently to our work. Our work exploits the
same side-channel vulnerability over the Screaming Channel
(i.e., far-field (FF)), significantly increasing its impact.

8.3. Profiled Correlation Attack

We used the Profiled Correlation Attack used by Ca-
murati et al. [6]. The training (i.e., profiling) datasets are
collected using a training device similar to the test device but
entirely controlled by the attacker, while the attack datasets
are collected on the victim device. Previous works on
Screaming Channels [5], [6] use time diversity by averaging
numerous traces and re-executing the encryption with the
same parameters. This approach drastically reduces the noise
for both training and attack traces, improving the profile’s
efficiency. In our case, this is possible using firmware Finstru
since we control the AES inputs. However, this approach
is not practicable with firmware Fdefault, where half of the
input (SKDP ) is controlled by the victim and will change
for each attack trace according to the BLE protocol. The
impact on the attack performance of this averaging technique
is discussed in Section 8.6.

In Tables 3 and 4, for “Profile” and “Attack” columns,
xk ∗ y means x ∗ 103 traces containing y AES operations.
When a key enumeration value is provided, we could per-
form a full key recovery – illustrated by “¥”. We use



TABLE 3. ATTACK RESULTS USING FINSTRU .

# Env. Dist.
(cm)

Profile (#) Attack (#) PGE
me-
dian

Key
rank

Key
enum.

A1 Office Û 100 64k ∗ 100 12k ∗ 300 3 258

A2 ¥ Office Û 10 64k ∗ 300 2k ∗ 300 1 227 12s

A3 ¥ Office Õ 120 16k ∗ 300 10k ∗ 300 1 233 45min
A4 ¥ Office Õ 120 16k ∗ 300 16k ∗ 1 0 227 12s
A5 Office Õ 120 16k ∗ 1 10k ∗ 300 2 254

A6 Office Õ 120 16k ∗ 1 16k ∗ 1 4 276

TABLE 4. ATTACK RESULTS USING FDEFAULT .

# Env. Dist.
(cm)

Profile (#) Attack (#) PGE
me-
dian

Key
rank

Key
enum.

A7 ¥ Anechoic Û 10 16k ∗ 1 16k ∗ 1 1 234 1.5h

A8 Office Õ 120 30k ∗ 1 20k ∗ 1 5 260

A9 Office Õ 120 65k ∗ 1 40k ∗ 1 7 260

the icons “Û” and “Õ” for the omnidirectional and the
directional antennas, respectively (see Section 6).

8.4. Evaluation on firmware Finstru

Table 3 summarizes the conditions and the results of
our attacks using firmware Finstru and only the USRP FF
from Section 6. This instrumented firmware allows using
the averaging technique mentioned in Section 8.3, denoted
by xk ∗ y with y the number of averaged AES (y > 1). A1

attempts to attack at 1 meter inside an office environment,
reducing the key rank to 258. The leak is exploitable, but
this attack used the omnidirectional antenna from Section 6
with low gain, resulting in noisy traces. To reduce the noise,
we first performed the A2 attack at a smaller distance using
10 centimeters. In these conditions, we successfully recover
the full key in only 12 seconds by lowering the key rank to
227. To confirm the attack feasibility at a higher distance, we
used the directional antenna with higher gain for attacks A3

to A6. With a profile based on averaging training traces in
A3 and A4, we systematically perform a full key recovery.
However, when using non-averaged traces for the profile in
A5 and non-averaged traces at all in A6, the performance
is rapidly decreasing with a key rank down to 254 and 276,
respectively.

Averaging attack traces is not a realistic requirement
for performing our attack in real-life conditions since the
attacker cannot control the plaintext at every cryptographic
operation. However, these experiments show that noise re-
duction (through averaging traces or another method) is a
critical requirement for a full key recovery.

8.5. Evaluation on firmware Fdefault

Table 4 summarizes the conditions and the results of
our attacks using firmware Fdefault and only the USRP FF
from Section 6. This corresponds to the most challenging
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Figure 6. Key rank over number of traces for A7 and A9.

conditions for an attacker since no instrumentation can be
used, making the averaging technique impossible. A7 is
an attack inside an anechoic box with an omnidirectional
antenna, isolating the setup from the environmental noise,
leading to a key rank of 234 and a full key recovery in
less than 2 hours. A8 and A9 are two attempts to reproduce
A7 performance at a higher distance (120 cm), using the
directional antenna. In A9, we chained two LNAs, but it
did not improve the result. Figure 6 shows the key rank
over the number of traces for A7 and A9. A7 convergence
speed is lower than A9 because we use less training traces
for the profile, however, A7 converges to a lower key rank
than A9 because the training traces were less noisy.

While we were able to conduct a full key recovery inside
an anechoic environment, we observed a strong impact of
the noise in an office environment, preventing a full key
recovery.

8.6. Impact of noise on the profile

Note that each attack cannot be improved by simply
collecting more traces because they reached their “conver-
gence point”, i.e., the attack performance does not increase
while increasing the number of traces. This phenomenon is
strongly tied by the profile quality. To build a profile, we
first compute the Pearson Correlation Coefficients (PCCs)
(ρ) over the traces to test for statistical differences depending
on the AES inputs, as shown in Figure 10 (see Appendix A).
The samples with a significant coefficient correspond to
the SubBytes operation of AES and are used as point of
interests (POIs) to create the profile. To do so, we estimate
the mean value and the standard deviation (σ) for each
possible classes, i.e., the 256 possible values of p ⊕ k for
each subkey. We empirically observed on our profiles that
the main difference between a profile leading to a full key re-
covery (A4) and a profile which does not (A6 and A9) is the
value of the standard deviation. Table 5 illustrates with three
representative examples the comparison between the means
of both the PCCs and the standard deviation. All traces were



TABLE 5. MEANS OF PCC (ρ) AND STD. DEVIATION (σ).
Attack ρ σ Key rank Full key recovery

A4 0.5 0.15 227 ¥
A6 0.05 1.5 276 q
A9 0.275 0.8 260 q
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Figure 7. Profile reuse attempt with firmware Fdefault.

normalized using z-score normalization [43], [44] before
computing the values. Analogous to the floor noise in radio
communication, having a high standard deviation in our
profile create a statistical floor noise, i.e., despite using more
traces, the distinguisher cannot accurately estimate the most
probable subkey above a specific level.

9. Leakage Characterization

9.1. Profile reuse

In profiled side-channel attacks, it is common to create
a profile using a controlled device in a lab and then use
this profile to attack another instance of the same device
in the field [45], [46], [47]. This assumes that the training
device’s leakage closely matches that of the target device.
However, in our case, minor changes in the hardware setup
or firmware of the target device significantly impact the
leakage. We faced this issue despite the use of normalization
techniques, e.g., z-score normalization, to improve profile
portability [43], [44]. The possible root causes of those
differences are, among others, static code layout, dynamic
state of registers, and impulse response of the hardware
reception system. In particular, we observed that: 1) training
traces recorded in the anechoic box at 10 cm (A7) are
different from attack traces recorded at more than 1 me-
ter (A7−8), 2) training traces recorded with the firmware
Finstru (A8−9−10−11) are different from the attack traces
recorded with firmware Fdefault (A6−7−12). Consequently,
profile reuse is complicated in attacks using either complex
firmware or hardware setups. Figure 7 illustrates a profile
reuse attempt using firmware Fdefault for both training and
attack traces, but in different conditions. The profile has
been created inside an anechoic environment using a small
antenna. The attack traces were recorded inside an office
environment using a directional antenna and an LNA. We
observe that the profile mean trace (green) and the attack
mean trace (red) are closely similar but do not exactly match.

9.2. Leaking frequencies

Understanding at which frequency a leakage may be
found and exploited is not trivial. Li et al. [48] formalized
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Figure 8. Third-order intermodulation product at 2.496 GHz between the
32 MHz CPU sub-clock and the 2.4 GHz carrier.

and simulated how a CMOS transistor can act as an am-
plitude modulator, resulting in electromagnetic radiations
(EMRs) at the harmonics of a clock signal modulated in
amplitude by a data signal. Camurati et al. [5] described
the Screaming Channel leakage as a substrate coupling
between the amplitude-modulated signal from the digital
part and the analog part of the SoC. While only harmonic
frequencies were used for this initial attack, Guillaume et
al. [13] shows that many frequencies can be exploited to
successfully recover a key without investigating the reason
for the presence of the leak at those frequencies.

Therefore, we analyzed the spectrum in the frequency
domain using 56MHz of bandwidth with a USRP B210 [29],
monitoring the leakage generated by firmware Fcustom (see
Table 1) running AES encryption and continuous radio
transmissions concurrently. We identified that the leakage
was present at predictable frequencies that were not the
harmonics of the CPU clock itself but the harmonics of
derived clocks. The nRF52832 provides a main CPU clock
(“HCLK64M”) running at 64MHz, but also derived clocks
“PCLK32/16/1M” provided to various peripherals, running
at respectively 32, 16, and 1 MHz. Figure 8 shows the signal
generated by the AES leak at 2.496GHz for a carrier trans-
mitting at 2.4GHz. The two sidebands correspond to the
AES modulating the PCLK32M clock signal in amplitude.
This signal has been recorded at 3 ∗ 32MHz + 2.4GHz
and corresponds to a third-order intermodulation product
between the PCLK32M clock of the nRF52832 and the radio
transceiver carrier. The number of derived clocks inside the
SoC, and the number of harmonics and the bandwidth of
the leaked signal, explains the observations from Guillaume
et al. [13] reporting successful attacks at “non-harmonics”
frequencies, which was only considering the presence of the
64MHz clock and its harmonics. In summary, we postulate
that the “non-harmonics” frequencies are, in fact, due to the
harmonics of multiple internal clocks.



9.3. Hardware component impacting the leakage

We explored the hypothesis that the memory controller
(flash) may be the root cause of the leak. We observed
that the nRF52832 has an Instruction Cache (I-Cache) [49],
allowing the CPU to fetch the firmware code to execute
instructions directly from the cache instead of soliciting
the flash memory (Figure 12, in Appendix A). To evaluate
the impact of this cache, we record two datasets of Fcustom
firmware running AES encryptions and radio transmissions
simultaneously, with and without the I-Cache enabled. We
observe that the recorded traces are intermittent (Figure 11,
in Appendix A). This suggests that the leakage is present
when the instruction is fetched from the flash controller (i.e.,
a cache miss) and absent when fetched from the cache (i.e.,
a cache hit). We observe that the I-Cache is disabled on
NimBLE by default, potentially for reliability reasons (for
constant-time execution). Even with the I-Cache enabled,
we were still able to correlate with the AES inputs in our
experiments. These observations suggest that the code base
itself, the compiler, and the linker decisions may affect the
leak exploitability if the cache is enabled, providing an
interesting direction for future work.

10. Discussion

Protocol manipulation. Using protocol manipulation
from the attacker’s side only, we demonstrated that it is pos-
sible to force the victim device (with unmodified real-world
firmware) to transmit while the target cryptographic activity
occurs. While we leveraged BLE specific techniques, we
identified a set of generic requirements for the Screaming
Channel to happen. First, increasing the radio transmission
(TX) duration by manipulating physical layer parameters
largely increases the Screaming leakage probability. Such
a low-level influence can be generated directly by injecting
specific values at the physical layer or indirectly by interfer-
ing with the channel itself or triggering target retransmission
mechanisms. Second, generating traffic, especially requests
expecting a response from the victim device, may also lead
to an increased TX duration. Third, taking a fine-grained
control of the timing of operations, like the control of
CEs using hop interval in BLE, is also helpful for the
attacker. Moreover, our BLE manipulations are not exhaus-
tive. Indeed, manipulating other parameters could have an
impact on the TX duration, like injecting a bigger maximum
transmission unit (MTU) through its dedicated control PDU.
We demonstrated this for BLE; however, for other protocols,
a case-by-case analysis is required, and we expect this to be
more challenging for some protocols.

Attack complexity. Our work shows that performing
Screaming Channels in realistic conditions is challenging
and that the exploitability can be impacted by many factors.
Moreover, building an experimental setup and collecting
datasets require significant engineering work, motivating
us to release our framework as open-source software and
our collected traces as an open dataset to facilitate the
reproducibility of our work and encourage the community

to explore related topics. We identified several research
directions that could significantly improve the attack perfor-
mance. First, the difficulty of reusing profiles complicates
the attack. Understanding the root causes of the leakage
differences or significantly improving the profiling and nor-
malization algorithms could help to reuse profiles across
devices. Second, a detailed evaluation of the impact of the
instruction cache could be relevant in specific scenarios.
Third, evaluating the feasibility of attacking a hardware
implementation of AES with Screaming Channel remains
an open challenge. Finally, our experiments show that the
radio setup and environment significantly impact the attack
performance, indicating a need for optimization.

Impact. Our attack demonstrates that Screaming
Channels may be a threat against realistic firmware and
off-the-shelf Bluetooth Low Energy stacks in the future.
The attack still requires performance improvements before
claiming that it is a fully realistic threat. Reducing the noise,
which has a critical impact on attack performance, seems to
be the predominant challenge. It underlines the need for
a more robust radio setup, better statistical pre-processing
algorithms, or signal diversity such as frequency diversity
or space diversity, which are promising directions for future
work.

11. Countermeasures

We propose several countermeasures at different levels.
Cryptographic countermeasures. 1) Masking [50],

[51], where the secret is divided into multiple “shares” and
mixed with internal random values during cryptographic
computations, such that an attacker cannot gain information
about intermediate values. 2) Hiding [52] involves control-
ling execution time and power consumption during crypto-
graphic operations to appear random or constant, preventing
attackers from gaining information through side-channel
measurements. 3) Re-keying [53] involves frequently chang-
ing the key, preventing an attacker from collecting sufficient
traces before the key is updated.

Physical countermeasures. Shielding [54] or decou-
pling consists in attenuating the physical leakage propa-
gation. A hardware designer can insert a shield between
the analog and the digital part of the SoC to reduce the
Screaming Channel leakage. Alternatively, if the crypto-
graphic operation is implemented in hardware, the AES S-
boxes themselves can be shielded and isolated. However,
shielding is inherently complicated in a fully integrated radio
system that needs to transmit data over the air.

Protocol countermeasures. Protocol countermeasures
against side channels include limiting the number of con-
nections in a period of time [10] so that an attacker cannot
collect enough traces in a reasonable amount of time. Limit-
ing the number of failed encrypted session establishments in
a given period or per pairing or adding a waiting time after
each failed session establishment also seems effective. These
countermeasures are suited for a protocol specification. To
counteract Screaming Channels in particular, it is essential
to ensure that the cryptographic operation (CO) happens at



random times or during the second slot of the connection
event when the radio is disabled. These countermeasures are
suited to be ensured at the firmware level.

Countermeasures limitations. Each of those counter-
measures needs to be carefully considered, as they may have
negative side effects. The cryptographic countermeasures
increase the implementation complexity and introduce a
performance overhead. The physical countermeasures are
quite complex and not well studied, and they may increase
the cost significantly. The protocol countermeasures seem to
be the most straightforward to apply and effective against
this specific attack. While we need to ensure that no corner
case could lead to a denial of service for legitimate users, we
recommend specifying them in the protocol specification.

12. Conclusion

In this paper, we showed how an attacker could manip-
ulate a set of parameters of the BLE protocol to make a
victim device “scream”, i.e., execute critical cryptographic
operations during a radio transmission while staying com-
pliant with the protocol specification. Leveraging these
mechanisms allowed us to conduct a successful end-to-end
Screaming Channel attack on a victim Peripheral device in
an environment isolated from noise, leading to a full key
recovery of the Long Term Key, used to establish a secure
session between the two devices. However, assessing the
attack in a realistic environment only leads to a partial key
recovery due to its increased radio noise. Future work to
improve profile reuse or reception diversity is a promising
direction, as it may change the outcome of an attack from
a partial key recovery to a full key recovery. Regarding the
improvement potential, our results led toward a threat that
should be considered for the future of IoT communications.
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Appendix

AES leak with Fdefault firmware

AES Key Scheduling AES Key SchedulingAES 1st round AES 1st round

Figure 9. AES leakage in amplitude at fcarrier + 2 ∗ fclockHz during BLE
communication.
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Figure 10. Correlation on amplitude for A7 during a radio transmission
with GFSK at fcarrier + 2 ∗ fclockHz.
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Figure 11. Correlations with instruction cache disabled (top) and enabled
(bottom).

Figure 12. The CPU (red) can fetch instructions from either the RAM
(blue), the Instruction Cache (purple) or the Flash (green). [49, p. 24]
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