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Abstract
Socially interactive agents (SIAs) simulate essential aspects of human conversation, encompassing both verbal and non-verbal
behaviors, and are increasingly integrated into diverse sectors such as healthcare and education. Accurately interpreting and
generating non-verbal cues is crucial for enhancing communication effectiveness and user satisfaction. However, the reliance
of current research on data-driven approaches in behavior generation for SIAs often results in models inheriting biases from
biased real-world datasets, potentially reinforcing societal stereotypes and compromising the ethical integrity of these agents.
In this paper, we focus on identifying gender biases in generative models of facial non-verbal behaviors, including gaze, head
movements, and facial expressions. By analyzing both real-world interaction data and generated data from a state-of-the-art
generative model, and employing a gender classifier, we aim to highlight gender biases present in both types of datasets. The
findings from this research initiate discussions on strategies to analyze and mitigate these biases, thereby promoting the
development of more inclusive and fair SIAs.
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1. Introduction
Socially Interactive Agents (SIAs) are virtual agents that
simulate key properties of face-to-face human conver-
sation, including both verbal and non-verbal behaviors.
With their increasing integration into applications such
as healthcare [1] or education [2], it is crucial for these
agents to accurately interpret and generate non-verbal be-
haviors to facilitate effective communication. Non-verbal
communication significantly enhances user interaction
and satisfaction, making it an essential component of
SIA design and implementation [3, 4]. Depending on the
methods used to implement non-verbal communication
in SIAs, the exhibited behaviors might carry biases, po-
tentially exacerbating issues such as reinforcing societal
stereotypes, which undermines the ethical standing of
these agents.

Currently, most research on behavior generation in
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SIAs is based on data-driven approaches [5]. These meth-
ods bypass the need for experts in animation and linguis-
tics, instead learning the relationships between speech
and movements or facial expressions directly from data.
Typically, researchers extract verbal and non-verbal fea-
tures from recorded real-world human datasets and train
generative models using them [6, 7, 8, 9]. However, the
presence of possible biases in such models is rarely con-
sidered as a criterion for evaluating their quality.

Real-world datasets are often biased [10], frequently
due to demographic factors such as gender. Generative
models trained on biased data tend to replicate these bi-
ases [11]. Moreover, Vicente and Matute [12] show that
humans inherit the biases of the artificial intelligence
they use. The study revealed that when participants
were assisted by a biased AI during a medical diagnostic
task, they not only made errors similar to those of the
AI, but continued to reproduce these biases even when
they subsequently performed the task without assistance.
LaFrance and Vial [13] show men and women tend to
differ in their non-verbal behaviors. In the context of
generative model of non-verbal behaviors, the reproduc-
tion of this bias may raise ethical concerns, depending on
the intended use of these agents. For example, a genera-
tive model that favors high degree of visual dominance
in men over women in job interview simulations with
SIA may reinforce gender stereotypes. Visual dominance
involves maintaining a relatively higher amount of eye
gaze while speaking than while listening and is associated
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with status and authority. While visual dominance can
reduce women’s likability and influence, it can actually
increase men’s influence [14]. This could then have an
impact on actual hiring decisions. In this paper, we aim
to highlight the presence of such biases and encourage
developers of SIA applications to carefully consider their
potential effects.

We use a real-world interaction dataset to train a gen-
der classifier and subsequently identify potential biases
in the outputs generated by a state-of-the-art model. By
basing our analysis in real data, we aim to capture au-
thentic differences in gender interactions, rather than
relying solely on synthetic or artificially generated data.
After confirming the existence of such biases, we discuss
potential research directions and strategies to mitigate
them.

The paper is structured as follows: we begin with an
overview of biases in non-verbal behavior, followed by
a review of current literature on fairness in generative
models in Section 2. Section 3 details the gender clas-
sifier, dataset, and classification results. In Section 4,
we discuss potential avenues for future research stem-
ming from the identification of gender biases in both real
non-verbal behaviors and those generated by generative
models. Finally, we conclude the paper in Section 5.

2. Related work
Research on gender bias and fairness has a longstanding
history in social sciences, and more recently, in machine
learning. To effectively address these biases and achieve
fairness, it is crucial to identify existing forms of gender
discrimination in real-world datasets that could be passed
to generative models, and to establish clear definitions
of fairness.

2.1. Biases in non-verbal behaviors
2.1.1. In human-human interactions

Biases in non-verbal behaviors can manifest in various
forms, often influenced by societal stereotypes and cul-
tural norms. Men and women tend to differ in their
non-verbal behaviors [13], with distinct patterns that re-
flect societal expectations. For instance, societal norms
place higher demands on women regarding non-verbal
behaviors, such as the detrimental impact on a woman’s
image for not smiling compared to a man’s [15]. Nonver-
bal dominance is more acceptable for men; maintaining a
high degree of visual dominance, associated with status
and authority, reduces women’s likability and influence
but can increase men’s influence [14]. Women tend to
have more expressive faces, voices, and hands compared
to men, who exhibit more restless feet and legs and more

open arm and leg postures. During interactions, women
tend to gaze, touch, and smile more, standing closer to
others except in threatening situations [16].

These biases can be inadvertently encoded into virtual
agents through the data used to train the generative mod-
els of non-verbal behaviors, or through the designers’
own unconscious biases.

2.1.2. In human-SIA interactions

Numerous studies have investigated gender stereotypes
through the gendered appearance of virtual agents [17].
The review by Armando et al. [18] shows that gender
stereotypes still persist in human-SIA interactions. Fe-
male virtual agents are often perceived as less powerful
[19], less expert and less knowledgeable [20] than male
virtual agents, whereas they are usually seen as more
likable [20] and attractive [21].

Even when SIAs show no physical hints about their
gender, users still attribute a binary gender according
to their non-verbal behaviors, meaning gender stereo-
types could still be applied to those agents. McDonnell
et al. [22] show that participants perceive the gender of
both virtual wooden mannequins and virtual point light
agents as ambiguous until they started walking. Their
gender is then perceived depending on how participants
interpreted their walking motions, just like in the study
by Zibrek et al. [23]. Moreover, a female virtual agent
is seen as ambiguous when its walking motions are per-
ceived as ”male,” and the same is true for a male agent
with perceived female-walking motions.

By exhibiting non-verbal behaviors that alignwith gen-
dered societal expectations, virtual agents may receive
a positive reception for meeting these expectations. For
example, the male agent in the study by Ait Challal and
Grynszpan [24] is rated as more agreeable than the fe-
male agent in the high direct gaze condition, which goes
against the usual results of female agents being perceived
as more likable. Wessler et al. [25] replicate backlash ef-
fects in human-SIA interactions, a form of social penalty
that arises when individuals act counter-stereotypically.
In their study, dominant female agents are liked less than
all male agents. However, non-verbal behaviors consis-
tent with gender-based societal expectations could also
elicit harmful opinions.

Fox and Bailenson [26] study the impact of female
agents’ sexualized appearance and their gaze behaviors
on participants’ tendency to express sexist beliefs and
rape myth acceptance (misconceptions about rape that
place blame on the victim). Among the agents studied,
sexist attitudes and acceptance of the rape myth are most
expressed towards conservatively dressed agents that
avoid eye contact and towards sexualized agents that
maintain eye contact. The authors think the representa-
tions of female agents might lead people to express more



their sexist attitudes and rape myth acceptance because
they trigger existing schemata, align with expectations,
and reinforce prevalent stereotypes common in media
[27]. Interestingly, unlike previous research with tradi-
tional media such as advertisements [28], no main effects
of sexualized dress were found on participants’ tendency
to express sexist attitudes. Instead, the impact of dress
needs to be evaluated alongside the agents’ non-verbal
behaviors. It is important to clarify that examining these
interactions should not be interpreted as implying that
sexism is a justifiable or legitimate response. Sexist be-
liefs are not subjective opinions [29] where everyone is
entitled to their own view, it is a serious and widespread
problem of discrimination. We must be careful not to
suggest that sexism is just one viewpoint among many,
or that it is somehow acceptable, as this would minimize
the real damage it causes.

In contrast to traditional media, interacting with SIAs
provides users with a more engaging and immersive ex-
perience, similar to real-world social interactions [30, 31].
This interactivity and realism can result in virtual agents
having a more significant impact on users’ beliefs, atti-
tudes, and behaviors. As highlighted by West et al. [32],
the gender bias of interactive systems not only perpet-
uates stereotypes but also reinforces and extends them.
Our goal is to verify the existence of gender differences
in non-verbal behaviors found within both the training
data and the data generated by the models themselves.
Before proceeding, a clear definition of gender equity in
non-verbal behaviors is necessary.

2.2. Fairness in generative models
Biases in generative models have been studied across
various contexts. Basta et al. [33] investigated gender bi-
ases in contextualized word embeddings, Koenecke et al.
[34] assessed racial disparities in commercial ASR sys-
tems, and Howard et al. [35] explored biases in emotion
recognition systems. To our knowledge, there is no ex-
isting research studying biases related to virtual agents’
non-verbal behaviors by generative models.

The concept of fairness in generative models varies
depending on the context in which it is applied. Various
definitions emphasize equal representation of sensitive
attributes; for example, ensuring a generative model pro-
ducesmale and female examples equally often [36]. In our
study, we focus on generating non-verbal behaviors from
speech. Therefore, fairness centered on equal gender rep-
resentation is not applicable. The generated behaviors
are not assigned to a specific gender but may vary based
on the speaker’s gender, influencing behavioral patterns
accordingly. Other definitions emphasize performance
fairness [37], aiming for consistent generation quality
regardless of the sensitive attribute, such as gender. In
their survey, Mehrabi et al. [38] discuss a definition stat-

ing that ”an algorithm is fair as long as any protected
attributes are not explicitly used in the decision-making
process.” We adapt this definition to the generation of
non-verbal behaviors, defining fairness as ”the absence
of differentiation in the generated non-verbal behaviors
regardless of the gender of the speaker”.

Machine learning can be a powerful tool for identifying
biases in generative models. Some studies use classifi-
cation metrics such as accuracy to detect biases [39]. In
the realm of non-verbal communication, machine learn-
ing algorithms or deep learning models can be trained
on datasets of real-world interactions to identify biases.
While various classification methods like SVM, neural
network classifiers, or random forests can be employed to
detect gender biases in non-verbal behaviors, this paper
does not aim to conduct a comparative study of clas-
sifier performances. Our goal is solely to demonstrate
that non-verbal behaviors can be distinguished based on
the speaker’s gender, without attempting to achieve the
highest possible classification performance.

3. Investigating gender bias
This section presents our method to reveal gender bi-
ases present in the non-verbal behaviors extracted from
a real-world interaction dataset and those generated by
a chosen generative model. We work with the extended
version of the corpus Trueness [40], that focuses on facial
recordings with a balanced representation of male and
female speakers. We use this real-world data not only to
detect biases but, more critically, to train and evaluate
a gender classifier. By basing our analysis on authentic
interactions, we want to ensure that our classifier iden-
tifies gender-related differences in non-verbal behavior,
rather than artifacts of synthetic data.

We train a gender classifier using Trueness. This clas-
sifier analyzes features of non-verbal behaviors to accu-
rately identify the gender of the speaker, distinguishing
between male and female speakers. The chosen genera-
tive model is FaceGen, a model build upon the work of
Delbosc et al. [9] and has already been trained with a
subset of Trueness. FaceGen is an open-source model, de-
signed for the automatic generation of non-verbal facial
behaviors, including head movements, gaze, and facial
expressions.

3.1. Trueness dataset
Trueness is a corpus of scenes of ordinary discrimination,
of sexism and of racism [40]. It includes interactions
between actors simulating discriminatory behaviors and
witnesses, attempting to sensitize them by acting out var-
ious socio-affective behaviors such as aggression, concili-
ation or denial. Originating from a French forum theater
focused on discrimination, the dataset features trained



professional actors with expertise in this area. Each scene
is represented by two separate videos depicting the per-
spectives of the individuals involved in the interaction.
Figure 1 shows images taken during the recording of the
dataset. It illustrates the recording methods and the po-
sitioning of the actors. The data extracted and processed
from this dataset are called the ground truth data.

Figure 1: The Trueness forum theatre corpus

A part of the dataset is dedicated to train the FaceGen
model, a second part is used to train the gender classifier,
and a third part serves as the test set on which we will
evaluate gender bias. To ensure dataset diversity and
prevent data overlap, individuals are exclusively part of
either the first training set, the second training set or the
testing set. Specifically, the first training set comprises
approximately 4 hours and 30 minutes of recordings,
involving 2 male speakers and 2 female speakers. The
second training set comprises approximately 2 hours and
57 minutes of recordings, involving 2 male speakers and
2 female speakers. The testing set includes about 41
minutes of recordings, featuring one male speaker and
one female speaker.

The behavioral features are automatically extracted
from the existing videos using Openface [41] and speech
features using the self-supervised speech model Hubert
[42]. Openface extracts head position, gaze orientation,
and facial expressions, among other features. Eye gaze
position is represented in world coordinates, eye gaze
direction in radians, head rotation in radians, and facial
expressions in intensity from 1 to 5 based on the Facial
Action Coding System (FACS) [43] (AU01-02, AU04-07,
AU09-10, AU12, AU14-15, AU17, AU20, AU23, AU25-26,
AU45). During training and inference, we analyze human
behaviors with video segments of 4-second intervals with
a 0.4-second overlap.

3.2. Architecture and training
To construct the gender classifier, we employ a neural
network architecture composed of twoConv blocks. Each
Conv block processes the input sequence through a struc-
tured series of operations. It begins with a 1D convo-
lution, followed by a dropout mechanism, a batch nor-
malization, and finally, a ReLU activation function. Each
Conv block is followed by a max pooling operation. Fol-
lowing these two Conv blocks, there is a linear layer, a
ReLU activation function, another linear layer, and finally
a log softmax activation layer.

For the training process, we use cross-entropy as loss
function. The Adam optimizer is employed to update the
model weights, configured with a learning rate of 10−3.
The classifier is trained over 10 epochs.

3.3. Evaluation and interpretation
In Table 1, we present the mean accuracy along with
the standard deviation. The findings indicate distinct
gender patterns in non-verbal behaviors extracted from
our dataset. The classifier achieves an average accuracy
of 90.11% on the ground truth data (testing set). Further
analysis reveals 56 segments classified as female speakers
out of 344 labeled as male, and 4 segments classified as
male speakers out of 267 labeled as female.

Table 1
Results of the gender classification of Ground truth behaviors
and FaceGen generated behaviors – We report results for all
features in terms of accuracy (Acc.) and F1 scores (F1).

Ground truth FaceGen

Acc. / F1 90.18% / 90.21% 80.69% / 80.76%

Additionally, the classifier distinguishes between non-
verbal behaviors generated by the FaceGenmodel, achiev-
ing an accuracy of 80.69%. A closer look at this classifi-
cation shows 74 segments classified as female speakers
out of 344 labeled as male, and 44 segments classified as
male speakers out of 267 labeled as female.

Figure 2 displays the test set in three dimensions using
UMAP visualization [44], highlighting the distributions
of Male and Female data points. The visualization shows
that the two distributions are quite different, whether
derived from the ground truth data or generated by the
FaceGen model.

The influence of speaker gender is evident in both
the ground truth data and those generated by FaceGen,
confirming that gender effects persist in automatically
generated behaviors. Recognizing this bias suggests sev-
eral interesting research directions to explore.



Figure 2: UMAP visualization of the non-verbal behaviors - (a) ground truth behaviors, (b) FaceGen-generated behaviors. Red
and green points represent 4-seconds sequences of male and female behaviors, respectively.

4. Discussion on potential research
directions

We present research perspectives that we consider perti-
nent, stemming from the confirmation that automatically
generated non-verbal behaviors models replicate gen-
dered non-verbal behavior biases.

Extending the analysis of gender bias
We analyzed the model FaceGen for automatic generation
of non-verbal behaviors from speech, focusing on facial
behaviors such as head movements, gaze direction, and
facial expressions via facial action units. It would be
beneficial to extend this study to other state-of-the-art
models for facial behaviors or explore models generating
non-verbal behaviors involving arms, hands, etc.

While our study primarily focused on facial attributes
as a whole, each specific behavior—head movements,
gaze direction, and facial expressions—merits individ-
ual exploration to understand its distinct contribution to
gender perception. Analyzing these behaviors separately
could provide a more nuanced understanding of how
particular non-verbal cues encode or reinforce gender
biases. This could be effectively achieved through abla-
tion studies or by employing SHAP [45] to gain insights.
Such approaches would help isolate the impact of each
non-verbal behavior, shedding light on how they interact
and contribute to gender classification.

Another direction to explore is to conduct comparative
studies of the gender classifier itself. By exploring vari-
ous neural network architectures and machine learning
models, we could assess their relative effectiveness in
detecting non-verbal biases.

Cultural or contextual biases
While we focused on gender biases in non-verbal behav-
iors, this work can be replicated with adapted datasets

to evaluate biases within multicultural datasets. Under-
standing how non-verbal behaviors manifest across di-
verse cultural and social contexts offers rich opportuni-
ties for exploration. Machine learning techniques can
highlight patterns and variations within multicultural
datasets, revealing the influence of cultural norms and
societal expectations on non-verbal communication.

Approaches for non-verbal bias correction
There are three main ways of debiasing the outputs of
models, including pre-processing, in-processing, and post-
processing [46]. While pre-processing and post-processing
methods directlymanipulate data, in-processing approaches
modify the model during training. To the best of our
knowledge, no research on the automatic generation of
non-verbal behaviors has addressed the ethical dimen-
sion of the generated behaviors.

Several strategies can be employed to mitigate gen-
der biases in generative models of non-verbal behaviors,
drawing from approaches used in other domains. In the
context of image generation, Choi et al. [10], Teo et al.
[36] use complementary unbiased datasets as supervisory
signals during training to reduce bias. Zhang et al. [47]
implement adversarial learning to minimize the influence
of sensitive attributes. Another approach by Frankel and
Vendrow [11] involves introducing a small neural net-
work before the generator to perturb latent variables,
effectively addressing bias. Additionally, Louizos et al.
[48] extend semi-supervised variational autoencoders
to learn representations that are explicitly invariant to
certain dataset attributes. These methods provide promis-
ing pathways for mitigating biases in the generation of
non-verbal behaviors.

Impact on user-agent interactions
Implementing approaches to debias non-verbal behaviors
would enable the analysis of how these biases influence



user perception. There aremultiple configurations to con-
sider, and various analyses would be relevant. It would
be interesting to measure user satisfaction, trust levels,
or engagement when interacting with virtual agents that
exhibit gendered versus non-gendered behaviors.

Additionally, studying interactions with agents de-
signed to exhibit one gender appearance while display-
ing non-verbal behaviors associated with another gender
can highlight how users interpret and react to these dis-
crepancies. Such a study could reveal insights into how
incongruencies influence perceptions of the agent’s com-
petence and reliability, and uncover cognitive biases or
stereotypes that users apply when faced with conflicting
signals.

Long-Term bias evolution
Research by Vicente and Matute [12] demonstrates that
humans can inherit biases from the artificial intelligence
they interact with. It is crucial to investigate whether bi-
ased virtual agents influence stereotypes and potentially
alter human non-verbal behaviors over the long term.

Longitudinal studies could also track the evolution of
non-verbal biases in virtual agents as the models develop,
thereby assessing whether there is an improvement or
exacerbation of biases over time.

Moreover, exploring the reproduction of stereotyped
behaviors by virtual agents raises questions about their
contribution to normalizing discriminatory attitudes and
behaviors in society. Biased SIAs might also lead users
who do not conform to traditional gender norms or iden-
tities to feel marginalized or alienated.

Understanding these dynamics through rigorous longi-
tudinal research is essential for developing strategies to
mitigate biases in virtual agents effectively. Such studies
could provide insights into how technological advance-
ments can either perpetuate or combat biases, shaping a
more equitable future for human-machine interactions.

Need for non-verbal bias reduction
Allowing SIAs to perpetuate biases raises ethical ques-
tions about the responsibilities of technology creators
to promote fairness, equity, and inclusion. While there
may be a desire to replicate societal norms and behav-
iors in SIAs, such as for better cultural understanding or
acceptance, reproducing gender biases could perpetuate
harmful stereotypes and inequalities.

This issue underscores the importance of critically eval-
uating the implications of non-verbal behaviors in SIAs
across different domains. Each domain presents unique
challenges and opportunities regarding non-verbal bi-
ases, making it crucial to consider the specific context
in which these agents operate. For instance, non-verbal
cues in educational settings might have different impacts
compared to those in customer service or healthcare.

Furthermore, the diverse types of users interacting
with SIAs add another layer of complexity. Different user
groups may perceive and be affected by non-verbal biases
in various ways, necessitating a nuanced approach to
bias mitigation. This highlights the need for developing
contextually appropriate strategies to address non-verbal
biases, ensuring that the deployment of SIAs promotes
positive and equitable interactions for all users.

Bias in interpreting non-verbal behavior
Considering biases during behavior generation is a cru-
cial initial step towards developing less stereotypical and
more inclusive virtual agents. Recent advancements in
non-verbal behavior generation models incorporate the
interlocutor’s behavior into the generation process. This
means that how virtual agents respond non-verbally can
be influenced by the behavior of the person they are
interacting with.

To ensure inclusivity, it is crucial to prevent biases
related to the speaker’s gender, age, race, and other at-
tributes from influencing how non-verbal behaviors are
generated and interpreted. By addressing these biases in
the development of virtual agents, we can strive to create
interactions that are fair and respectful across diverse
user demographics.

5. Conclusion
The identification of non-verbal behavioral biases in SIAs
represents an important step toward advancing the un-
derstanding and potential reduction of biases in human-
machine interactions. We develop a classifier that high-
lights discernible patterns in non-verbal behaviors, both
from the ground truth and those generated by the FaceGen
model, which correlate with gender.

The discussion aims to provide a foundation for future
research and development efforts focused on enhancing
the inclusivity and equity of virtual agent interactions.
By understanding the origins and impacts of these bi-
ases, we can explore strategies to mitigate them, thereby
promoting the creation of more inclusive and fair SIAs.

While these perspectives are promising, they are not
exhaustive, and other directions merit exploration. There
are, for example, studies that focus on stereotypes related
to the appearance or voice of virtual agents [17, 49, 50].
Świdrak et al. [50] analysed how the degree of perceived
masculinity and femininity can influence men’s decisions.
Integrating these dimensions during the study of non-
verbal behaviors would contribute to a holistic approach
to bias mitigation in virtual agent design.
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