
HAL Id: hal-04724999
https://hal.science/hal-04724999v1

Preprint submitted on 7 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Hardy-Hénon equation in RN with sublinear
absorption

Razvan Gabriel Iagar, Philippe Laurençot

To cite this version:
Razvan Gabriel Iagar, Philippe Laurençot. A Hardy-Hénon equation in RN with sublinear absorption.
2024. �hal-04724999�

https://hal.science/hal-04724999v1
https://hal.archives-ouvertes.fr
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Abstract

Consider m > 1, N ≥ 1 and max{−2,−N} < σ < 0. The Hardy-Hénon equation
with sublinear absorption

−∆v(x) − |x|σv(x) +
1

m− 1
v1/m(x) = 0, x ∈ R

N ,

is shown to have at least one solution v ∈ H1(RN ) ∩ L(m+1)/m(RN ), which is non-
negative and radially symmetric with a non-increasing profile. In addition, any such so-
lution is compactly supported, bounded and enjoys the better regularity v ∈W 2,q(RN )
for q ∈ [1, N/|σ|). A key ingredient in the proof is a particular case of the celebrated
Caffarelli-Kohn-Nirenberg inequalities, for which we obtain the existence of an ex-
tremal function which is non-negative, bounded, compactly supported and radially
symmetric with a non-increasing profile.

A by-product of these results is the existence of compactly supported separate
variables solutions to a porous medium equation with a spatially dependent source
featuring a singular coefficient.

MSC Subject Classification 2020: 35C06, 35J15, 35J20, 35J75, 35K65.

Keywords and phrases: Hardy-Hénon equation, singular potential, variational methods,
bounded solutions, Caffarelli-Kohn-Nirenberg inequality, separate variables solutions.

1 Introduction and results

After being proposed by Hénon [19, Eq. (A.6)] as a model for studying rotating stellar
systems, the elliptic equation

−∆u(x) = |x|σup(x), x ∈ R
N , (1.1)
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with p > 1, featuring a variable coefficient which is singular when σ < 0 and unbounded
when σ > 0, became an interesting object of study for mathematicians. It is nowadays
usually referred to as the Hardy equation if σ < 0 and the Hénon equation if σ > 0, though
both cases are considered in [19] (with a constraint corresponding to σ > −2). When
σ < 0, the presence of the singular potential implies a number of difficulties related to the
existence and regularity of its solutions. Indeed, existence of solutions is established for
Eq. (1.1) with N ≥ 3, σ > −2, and p > pS(σ) in works by Ni and his collaborators [28–30],
where pS(σ) := (N + 2σ + 2)/(N − 2) is the Sobolev critical exponent. In contrast, the
existence issue is still not completely solved in the range 1 < p < pS(σ). New and rather
complete results concerning existence of solutions are available in the recent paper [18],
see also the references therein. Moreover, many new developments on the existence and
the functional analysis of solutions to the parabolic counterpart of (1.1), namely

∂tu = ∆u+ |x|σup, (t, x) ∈ (0,∞) × R
N ,

also referred to as the parabolic Hardy-Hénon equation, are published in a number of
recent works including [1, 8–10,20,31].

Herein, we consider a Hardy-Hénon equation featuring an additional sublinear absorption
term

−∆v(x) +
1

m− 1
v1/m(x) = |x|σv(x), x ∈ R

N , (1.2)

in dimension N ≥ 1 and with exponents

m > 1 and max{−2,−N} < σ < 0. (1.3)

The lower bound for σ in (1.3) might seem strange at first sight, but even for the simpler
equation (1.1), it has been shown that σ > −2 is a necessary condition for existence of
solutions (see for example [3,27]), while σ > −N is the necessary condition for integrability
in a neighborhood of x = 0 of a non-negative and locally bounded function v with v(0) > 0.
As seen from the previous discussion, the existence of solutions to Hardy equations is far
from being a trivial subject, and we shall actually show in Theorem 1.3 below that the
lower bound (1.3) on σ is sharp in order for our results on (1.2) to hold true when N ≥ 2.

We are now in a position to state the main results of this paper, providing existence and
regularity of solutions to (1.2) when the parameters m and σ satisfy (1.3). We start with
the existence of at least one weak solution to (1.2), which turns out to be also an extremal
function for a Caffarelli-Kohn-Nirenberg (CKN) inequality.

Theorem 1.1. Let m and σ be as in (1.3). We introduce

X := H1(RN ) ∩ L(m+1)/m(RN )

and

S(v) :=
‖∇v‖

(σ+2)θ−σ
2 ‖v‖

(σ+2)(1−θ)
(m+1)/m

‖v‖2
L2(RN ,|x|σ dx)

, v ∈ X \ {0}, (1.4)

where

θ :=
N(m− 1)

N(m− 1) + 2(m+ 1)
∈ (0, 1). (1.5)

There is at least one non-negative radially symmetric function v∗ ∈ X , v∗ 6≡ 0, with
non-increasing profile, which minimizes S on X \ {0}; that is,

S(v∗) = inf
v∈X\{0}

S(v) > 0, (1.6)
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and v∗ is a variational solution to (1.2).

Let us first point out that each term involved in the definition (1.4) of S is finite for
v ∈ X , thanks to the continuous embedding of X in L2(RN , |x|σ dx). As we shall see below
in Lemma 2.1, the latter is actually a consequence of a CKN inequality [4, Theorem], which
also guarantees that the infimum of S on X \ {0} is positive. The original contribution
of Theorem 1.1 is that this infimum is attained by a non-negative radially symmetric
function with non-increasing profile solving (1.2). Let us recall that, in recent years, a
number of works investigates the existence, properties, and stability of minimizers to CKN
inequalities, see for example [5–7,14–16,24,32] to name, but a few.

The proof of Theorem 1.1 involves two steps. The first one consists in showing the
existence of a non-negative radially symmetric minimizer v∗ ∈ X , v∗ 6≡ 0, to an auxiliary
constrained variational problem, combining the above mentioned CKN inequality with
rearrangement arguments, see Section 2.1. Alongside, we show that v∗ is also a variational
solution to (1.2). In a second step, we check that the minimizer v∗ thus obtained is also
an extremal function for S on X \ {0}, see Section 2.2.

We next study in more details the properties of the extremal function v∗ constructed in
Theorem 1.1, which are actually also shared by any non-negative and radially symmetric
variational solution v ∈ X to (1.2) with non-increasing profile, v 6≡ 0.

Theorem 1.2. Let m and σ be as in (1.3) and consider a non-negative and radially
symmetric variational solution v ∈ X to (1.2) with non-increasing profile, v 6≡ 0. Then v is
compactly supported, bounded, and belongs to W 2,q(RN ) for any q ∈ [1, N/|σ|). Moreover,
introducing r = |x| and V (r) = V (|x|) = v(x) for x ∈ R

N , there holds:

• If σ ∈ (−1, 0), then V ∈ C2((0,∞)) and, as r → 0,

V ′′(r) = −
σ + 1

σ +N
V (0)rσ +

V (0)1/m

N(m− 1)
+ o(1). (1.7)

• If σ = −1, then V ∈ C2([0,∞)) and, as r → 0,

V ′′(r) =
V (0)

N(N − 1)
+

V (0)1/m

N(m− 1)
+ o(1). (1.8)

• If σ ∈ (−2,−1), then V ∈ C2((0,∞)) and, as r → 0,

V ′′(r) = −
σ + 1

σ +N
V (0)rσ +

(2σ + 3)

(σ + 2)(N + 2σ + 2)(σ +N)
V (0)r2(σ+1)

+ o
(

r2(σ+1)
)

.

(1.9)

A first consequence of Theorem 1.2 is that the extremal function v∗ of the CKN inequal-
ity (1.6) constructed in Theorem 1.1 is compactly supported, a feature which seems to have
been unnoticed in the literature, as far as we know. The proof is provided in Section 3.1
and applies to an arbitrary non-negative and radially symmetric variational solution v ∈ X
to (1.2) with non-increasing profile. It relies on the construction of a suitable supersolu-
tion and a comparison argument. We next study the Sobolev regularity and boundedness
of v in Section 3.2. The cornerstone of the proof is the derivation of estimates on v in
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L2(RN , |x|τ dx) for all τ ∈ (−N, 0). As for the precise behavior of v near x = 0, we exploit
the radial symmetry of v and the corresponding ordinary differential equation.

We further stress that the expansions (1.7) and (1.9) ensure that the stated regularity of
v is optimal for σ ∈ (max{−N,−2}, 0), except for σ = −1 (and N ≥ 2). In fact, when
σ ∈ (max{−N,−2}, 0)\{−1}, v is not a classical solution to (1.2), but nevertheless belongs
to C1,α(RN ) for any α ∈ (0, 1 + σ) when σ ∈ (−1, 0) and to Cα(RN ) for any α ∈ (0, 2+ σ)
when σ ∈ (−2,−1). The case σ = −1 offers an interesting novelty and we infer from (1.8)
that v belongs at least to C2(RN ) with

D2v(0) =

(

v(0)

N(N − 1)
+

v(0)1/m

N(m− 1)

)

IN ,

where IN denotes the identity matrix of order N .

As already mentioned, we supplement Theorem 1.1 with a non-existence result for (1.2)
when σ ≤ −2, thereby showing the optimality of the existence statement in Theorem 1.1
with respect to the parameter σ when N ≥ 2.

Theorem 1.3. Let m > 1 and σ ∈ (−∞,−2]. Then the equation (1.2) has no non-trivial
non-negative variational solution in X .

The proof of Theorem 1.3 relies on the classical Pohozaev identity [2,17] and is performed
in Section 4. It is unclear whether there exist non-trivial non-negative variational solutions
v ∈ X to (1.2) in space dimension N = 1 in the remaining range σ ∈ (−2,−1]. It however
follows from the continuous embedding of H1(R) in L∞(R) that, if such a solution exists,
then it has to vanish at x = 0. In particular, it cannot be non-increasing as the solution
provided by Theorem 1.1.

Besides its interest as an elliptic Hardy-Hénon equation, another motivation for consid-
ering Eq. (1.2) comes from the study of nonlinear diffusion equations with a source term
which enjoys the same homogeneity. In particular, we are interested in describing the
dynamics of the parabolic equation

∂tu(t, x) = ∆um(t, x) + |x|σum(t, x), (t, x) ∈ (0,∞) × R
N , (1.10)

with N ≥ 1 and (m,σ) as in (1.3). An essential first step in this direction is investigating
the existence and properties of self-similar solutions, which are in separate variables form
for (1.10) and feature a finite time blow-up. More specifically,

u(t, x) = (T − t)−1/(m−1)f(x), (t, x) ∈ (0, T ) × R
N , T ∈ (0,∞). (1.11)

Inserting the ansatz (1.11) into (1.10) and letting v = fm, we find after some straight-
forward calculations that v solves the equation (1.2). We may then draw the following
consequences of the previous analysis which apply to (1.10).

Corollary 1.4. Given m, σ as in (1.3), there exists at least one non-negative radially sym-
metric and compactly supported separate variables solution u to (1.10) in the form (1.11)
with a non-increasing profile f .

When σ = 0, self-similar solutions to (1.10) in separate variables form are constructed
by a similar approach with the help of an auxiliary elliptic equation and their role in the
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dynamics of (1.10) is elucidated in [11–13], see also the references therein. The case σ > 0
in (1.10) is considered recently by the authors and collaborators in [21–23] where existence,
non-existence, and classification of separate variables solutions to (1.10) is obtained. In
view of this discussion and precedents, it is strongly expected that the solutions to (1.10)
provided by Corollary 1.4 play a significant role in the dynamics of (1.10).

From now on, the parameters m and σ are assumed to satisfy (1.3) and we denote positive
constants depending only on N , m, and σ by C. Dependence upon additional parameters
will be indicated explicitly. We also denote the measure of the unit ball B(0, 1) of RN by
ωN .

2 Existence and minimizing property

The proof of Theorem 1.1 is based on a variational technique with constraints. We intro-
duce the following functional

J(v) :=
1

2
‖∇v‖22 +

m

m2 − 1
‖v‖

(m+1)/m
(m+1)/m, v ∈ X , (2.1)

and the following weighted L2-norm for τ ∈ R,

N 2
τ (v) :=

∫

RN

|x|τv2(x) dx, v ∈ L2(RN , |x|τ dx). (2.2)

The general idea of the proof is to minimize the functional J in (2.1) on the set

A := {v ∈ X : N 2
σ (v) = 1}.

2.1 Existence and radial symmetry

We first recall that, as a consequence of a CKN inequality [4, Theorem], the space X is
continuously embedded in L2(RN , |x|τ dx) for any τ ∈ [−2, 0).

Lemma 2.1. Let τ ∈ [−2, 0), τ > −N . The space X = H1(RN ) ∩ L(m+1)/m(RN ) embeds
continuously in L2(RN , |x|τ dx) and there is M(τ) > 0 depending only on N , m, and τ
such that

N 2
τ (w) ≤M(τ)‖∇w‖

(τ+2)θ−τ
2 ‖w‖

(τ+2)(1−θ)
(m+1)/m , w ∈ X , (2.3)

the parameter θ being defined in (1.5).

Proof. For w ∈ C∞
0 (RN ), the functional inequality (2.3) is a consequence of [4, Theorem]

by letting, in the notation therein, p = 2, r = 2, q = (m+ 1)/m, α = β = 0, γ = τ/2, and
σ = τ/[(τ + 2)θ − τ ] < 0, with the exponent a therein given by

1

2
+

τ

2N
= a

(

1

2
−

1

N

)

+ (1− a)
m

m+ 1
,

whence

a =
N(m− 1)− τ(m+ 1)

N(m− 1) + 2(m+ 1)
=

(τ + 2)θ − τ

2
,

as claimed. Then, the density of C∞
0 (RN ) in X extends the result to general functions

w ∈ X .
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We next show that we can restrict the analysis of J to non-negative radially symmetric
functions with non-increasing profiles.

Lemma 2.2. Let v ∈ A. There exists w ∈ A+
SD such that J(v) ≥ J(w), where A+

SD

is the subset of A consisting only of non-negative radially symmetric functions with non-
increasing profiles. In particular,

inf
v∈A

J(v) = inf
w∈A+

SD

J(w).

Proof. Consider v ∈ A and let |v|∗ be the symmetric-decreasing rearrangement of |v|. On
the one hand, Polya’s inequality [26, 7.17 Lemma] ensures that

‖∇v‖2 = ‖∇|v|‖2 ≥ ‖∇|v|∗‖2, (2.4)

while the equimeasurability property of the rearrangement gives

‖v‖(m+1)/m = ‖|v|∗‖(m+1)/m. (2.5)

On the other hand, we infer from the pointwise identity (v2)∗ = (|v|∗)2 [25, Eq. (3.8)], the
monotonicity of x 7→ |x|σ and the Hardy-Litlewood inequality [26, 3.4 Theorem] that

N 2
σ (v) =

∫

RN

|x|σv2(x) dx ≤

∫

RN

|x|σ(v2)∗(x) dx

=

∫

RN

|x|σ(|v|∗)2(x) dx = N 2
σ (|v|

∗),

from which we deduce that, since v ∈ A,

N 2
σ (|v|

∗) ≥ 1. (2.6)

Introducing w := |v|∗/Nσ(|v|
∗), it is then obvious that w ∈ A+

SD and we obtain from (2.4),
(2.5) and (2.6) that

J(w) =
1

2

‖∇|v|∗‖22
N 2

σ (|v|
∗)

+
m

m2 − 1

‖|v|∗‖
(m+1)/m
(m+1)/m

N
(m+1)/m
σ (|v|∗)

≤
1

2
‖∇|v|∗‖22 +

m

m2 − 1
‖|v|∗‖

(m+1)/m
(m+1)/m

≤
1

2
‖∇v‖22 +

m

m2 − 1
‖v‖

(m+1)/m
(m+1)/m = J(v),

as claimed.

We are now in a position to prove the existence of a minimizer of J on A.

Proposition 2.3. There is v∗ ∈ A+
SD such that

J(v∗) = inf
w∈A

J(v).

In addition, v∗ is a variational solution to (1.2).
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Proof. Since J is non-negative, it follows from Lemma 2.2 that

ν = inf
v∈A

J(v) = inf
w∈A+

SD

J(w)

is well-defined and non-negative. There is thus a sequence (wj)j≥1 such that wj ∈ A+
SD

and

ν ≤ J(wj) ≤ ν +
1

j
, j ≥ 1. (2.7)

It readily follows from (2.7) that (wj)j≥1 is a bounded sequence in X . By a classical
compactness result (see [2, Appendix A.I] for instance), there are a subsequence of (wj)j≥1

(not relabeled) and a function w ∈ X such that

∇wj ⇀ ∇w in L2(RN ), (2.8a)

wj ⇀ w in L(m+1)/m(RN ), (2.8b)

wj → w in L2(RN ). (2.8c)

A first consequence of Lemma 2.1 and the convergences in (2.8) is that w ∈ L2(RN , |x|τ dx)
for any τ ∈ [−2, 0), τ > −N , and in particular for τ = σ. Moreover,

‖∇w‖22 ≤ lim inf
j→∞

‖∇wj‖
2
2, ‖w‖

(m+1)/m
(m+1)/m ≤ lim inf

j→∞
‖wj‖

(m+1)/m
(m+1)/m (2.9)

and we deduce from (2.7) and (2.9) that

J(w) ≤ lim inf
j→∞

J(wj) = ν. (2.10)

The next step is to prove that Nσ(w) = 1. To this end, we fix τ ∈ (max{−N,−2}, σ) and
observe that X embeds continuously in L2(RN , |x|τ dx) according to Lemma 2.1. Therefore,
for ǫ ∈ (0, 1),

N 2
σ (wj − w) =

∫

B(0,ǫ)
|x|σ|(wj − w)(x)|2 dx+

∫

RN\B(0,ǫ)
|x|σ|(wj − w)(x)|2 dx

≤ ǫσ−τ

∫

B(0,ǫ)
|x|τ |(wj − w)(x)|2 dx+ ǫσ

∫

RN\B(0,ǫ)
|(wj − w)(x)|2 dx

≤ ǫσ−τN 2
τ (wj − w) + ǫσ‖wj − w‖22

≤ C(τ)ǫσ−τ

(

‖w‖2X + sup
j≥1

‖wj‖
2
X

)

+ ǫσ‖wj − w‖22.

We then let j → ∞ and deduce from (2.8c) that

lim sup
j→∞

N 2
σ (wj − w) ≤ C(τ)ǫσ−τ

(

‖w‖2X + sup
j≥1

‖wj‖
2
X

)

.

Recalling that σ − τ > 0, we then let ǫ→ 0 and end up with

lim
j→∞

N 2
σ (wj − w) = 0.

Since wj ∈ A+
SD, we deduce from the previous convergence that N 2

σ (w) = 1. Also, the
convergence (2.8c) implies the almost everywhere convergence of a subsequence of (wj)j≥1
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to w, from which the radial symmetry and monotonicity of w follow. Therefore, we have
just established that w ∈ A+

SD, while (2.10) and the definition of ν ensure that J(w) = ν.
The minimizing property of w then yields that, for any ϕ ∈ C∞

0 (RN ),

∫

RN

[

∇w(x) · ∇ϕ(x) +
1

m− 1
w1/m(x)ϕ(x) − λ|x|σw(x)ϕ(x)

]

dx = 0 (2.11)

with

λ := ‖∇w‖22 +
1

m− 1
‖w‖

(m+1)/m
(m+1)/m > 0.

We next set
v(x) := λ2m/[(m−1)(σ+2)]w(λ−1/(σ+2)x), x ∈ R

N .

It is obvious that v is a non-negative radially symmetric function with non-increasing
profile and that v ∈ X . Moreover, for ϕ ∈ C∞

0 (RN ), the function ψ : x 7→ ϕ(λ1/(σ+2)x)
also belongs to C∞

0 (RN ) and we have

∫

RN

∇w(x) · ∇ψ(x) dx = λ−[2+N(m−1)]/[(m−1)(σ+2)]

∫

RN

∇v(x) · ∇ϕ(x) dx,
∫

RN

w1/m(x)ψ(x) dx = λ−[2+N(m−1)]/[(m−1)(σ+2)]

∫

RN

v1/m(x)ϕ(x) dx,

λ

∫

RN

|x|σw(x)ψ(x) dx = λ−[2+N(m−1)]/[(m−1)(σ+2)]

∫

RN

|x|σv(x)ϕ(x) dx.

Inserting these identities in (2.11) (with ψ instead of ϕ) gives

∫

RN

[

∇v(x) · ∇ϕ(x) +
1

m− 1
v1/m(x)ϕ(x) − |x|σv(x)ϕ(x)

]

dx = 0, (2.12)

so that v is a weak solution to (1.2).

Let us finally prove that v is a variational solution to (1.2); that is, the weak formula-
tion (2.12) is satisfied for all ϕ ∈ H1(RN ). Indeed, if N ≥ 3 and ϕ ∈ H1(RN ), then we
infer from Hölder’s inequality that

∣

∣

∣

∣

∫

RN

|x|σv(x)ϕ(x) dx

∣

∣

∣

∣

≤

∫

RN

|x|σ/2v(x)|x|σ/2|ϕ(x)| dx ≤ Nσ(v)Nσ(ϕ),

while the Sobolev inequality

‖ϕ‖2∗ ≤ CS‖∇ϕ‖2, ϕ ∈ H1(RN ), 2∗ :=
2N

N − 2
> 2, (2.13)

gives

N 2
σ (ϕ) =

∫

B(0,1)
|x|σϕ2(x) dx+

∫

RN\B(0,1)
|x|σϕ2(x) dx

≤

(

∫

B(0,1)
|ϕ(x)|2

∗

dx

)2/2∗ (
∫

B(0,1)
|x|σN/2 dx

)2/N

+

∫

RN\B(0,1)
ϕ2(x) dx

≤ C2
S

(

2ωN

σ + 2

)2/N

‖∇ϕ‖22 + ‖ϕ‖22.
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Therefore, thanks to the subadditivity of the square root,
∣

∣

∣

∣

∫

RN

|x|σv(x)ϕ(x) dx

∣

∣

∣

∣

≤ Nσ(v)

[

1 + CS

(

2ωN

σ + 2

)1/N
]

‖ϕ‖H1 ,

and a duality argument implies that x 7→ |x|σv(x) ∈ H−1(RN ). Since ∆v also belongs to
H−1(RN ) and v1/m(x) = (m − 1)[∆v(x) + |x|σv(x)] in D′(RN ), we conclude that v1/m ∈
H−1(RN ). Since the three terms involved in (2.12) belong toH−1(RN ), a density argument
allows us to extend the validity of (2.12) to any ϕ ∈ H1(RN ).

For N ∈ {1, 2}, we employ similar arguments and provide a sketch of the needed modifi-
cations. For N = 2, we fix p ∈ (1, 2/|σ|) and use Hölder’s inequality to obtain that

∫

B(0,1)
|x|σϕ2(x) dx ≤

(

∫

B(0,1)
ϕ(x)2p/(p−1) dx

)(p−1)/p(
∫

B(0,1)
|x|σp dx

)1/p

≤ C(p)

(

2π

2 + σp

)1/p

‖ϕ‖2H1 ,

thanks to the continuous embedding of H1(R2) in L2p/(p−1)(R2), and we proceed as above.
For N = 1, we just use the continuous embedding of H1(R) in L∞(R) and the integrability
of x 7→ |x|σ on B(0, 1) = (−1, 1) due to σ ∈ (−1, 0).

2.2 Minimizing property

We next complete the proof of Theorem 1.1 by proving below that the minimizer v∗
constructed in Proposition 2.3 is an extremal function to the CKN inequality (1.6). To
this end, we employ a classical technique based on a scaling argument. To simplify the
notation, we set µ := (m+ 1)/m.

Proof of Theorem 1.1: minimizing property. For w ∈ X and λ > 0, we set

wλ(x) := λw
(

λ2/(N+σ)Nσ(w)
2/(N+σ)x

)

, x ∈ R
N .

Then we find by straightforward calculations that

‖∇wλ‖
2
2 = λ2(σ+2)/(N+σ)Nσ(w)

−2(N−2)/(N+σ)‖∇w‖22,

‖wλ‖
µ
µ = λ[σ(m+1)−N(m−1)]/[m(N+σ)]Nσ(w)

−2N/(N+σ)‖w‖µµ,

N 2
σ (wλ) := Nσ(w)

−2Nσ(w)
2 = 1.

Consequently, wλ ∈ A and, since J(v∗) ≤ J(wλ) by Proposition 2.3, we infer from the
above formulas that

Nσ(w)
2N/(N+σ) ≤ J (λ,w) := Nσ(w)

2N/(N+σ) J(wλ)

J(v∗)
, (2.14)

with

J (λ,w) := A(w)λa +B(w)λ−b,

A(w) :=
1

2
Nσ(w)

4/(N+σ) ‖∇w‖
2
2

J(v∗)
, a :=

2(σ + 2)

N + σ
> 0,

B(w) :=
m

(m2 − 1)

‖w‖µµ
J(v∗)

, b :=
N(m− 1)− σ(m+ 1)

m(N + σ)
> 0.
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Since (2.14) is valid for any λ > 0, by optimizing J(λ,w) with respect to λ, we end up
with

Nσ(w)
2N/(N+σ) ≤ j(w) := J

(

[

bB(w)

aA(w)

]1/(a+b)

, w

)

= inf
λ>0

J (λ,w). (2.15)

On the one hand, it follows from the properties of v∗ that A(v∗) +B(v∗) = 1, whence

1 = Nσ(v∗)
2N/(N+σ) = J (1, v∗) = j(v∗). (2.16)

On the other hand, we infer from (2.15) that, for w ∈ X ,

Nσ(w)
2N/(N+σ) ≤ j(w) = J

(

[

bB(w)

aA(w)

]1/(a+b)

, w

)

= (a+ b)a−a/(a+b)b−b/(a+b)A(w)b/(a+b)B(w)a/(a+b) ,

or, equivalently,

Nσ(w)
2N(a+b)/(N+σ) ≤ j(w)a+b =

(a+ b)a+b

aabb
A(w)bB(w)a. (2.17)

Setting

J∗ :=

(

J(v∗)

a+ b

)a+b(a(m2 − 1)

m

)a

(2b)b,

we replace A(w) and B(w) by their formulas in (2.17) to find

Nσ(w)
[2N(a+b)−4b]/(N+σ) ≤

j(w)a+b

Nσ(w)4b/(N+σ)
=

‖∇w‖2b2 ‖w‖µaµ
J∗

.

Since

2N(a+ b)− 4b

N + σ
= 2

N(m− 1) + 2(m+ 1)

m(N + σ)
,

2b =
[

θ(σ + 2)− σ
]N(m− 1) + 2(m+ 1)

m(N + σ)
,

µa = (σ + 2)(1 − θ)
N(m− 1) + 2(m+ 1)

m(N + σ)
,

the parameter θ ∈ (0, 1) being defined in (1.5), we further obtain

N 2
σ (w) ≤

[

j(w)a+b

Nσ(w)4b/(N+σ)

]m(N+σ)/[N(m−1)+2(m+1)]

=
N 2

σ (w)S(w)

K∗
, (2.18)

with
K∗ := J

m(N+σ)/[N(m−1)+2(m+1)]
∗ ,

recalling that S is defined by (1.4). We then readily infer from (2.18) that S(w) ≥ K∗ for
all w ∈ X , w 6≡ 0, while the specific choice w = v∗ in (2.18) yields S(v∗) = K∗ due to
v∗ ∈ A and (2.16).
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3 Qualitative properties

The aim of this section is to prove Theorem 1.2. For the reader’s convenience, its proof is
split into a number of steps contained in separate subsections.

3.1 Compactness of the support

As already announced, compactness of the support of non-negative radially symmetric
solutions to (1.2) with non-increasing profiles is proved by a comparison argument. To
this end, the following result will be very useful.

Lemma 3.1. Let v ∈ X be a non-negative radially symmetric solution to (1.2) with non-
increasing profile. Then there is r0 > 0 such that

−∆v(x) +
1

2(m− 1)
v1/m(x) ≤ 0, x ∈ R

N \B(0, r0).

Proof. Given ̺ > 0 and taking into account the symmetry and monotonicity of v, we have
for x ∈ R

N \B(0, ̺)

|x|σv(x) = |x|σv1/m(x)v(m−1)/m(x) ≤ ̺σV (̺)(m−1)/mv(x)1/m, (3.1)

where V (|x|) = v(x), x ∈ R
N . Since V is non-increasing and σ < 0, the application

̺ 7→ ̺σV (̺)(m−1)/m is decreasing and tends to zero as ̺ → ∞. Thus, we can pick r0 > 0
such that

rσ0V (r0)
(m−1)/m ≤

1

2(m− 1)
.

Consequently, (1.2) and (3.1) (with ̺ = r0) give

−∆v(x) +
1

m− 1
v1/m(x) = |x|σv(x) ≤

1

2(m− 1)
v1/m(x), x ∈ R

N \B(0, r0),

from which the claim follows.

The next technical step is the construction of a family of supersolutions that will be
employed for comparison later on.

Lemma 3.2. Let (a, b, c) ∈ (0,∞)3. Then

Va,b(x) :=
(

a− b|x|2
)2m/(m−1)

+
, x ∈ R

N ,

is a supersolution to the equation

−∆v(x) + cv1/m(x) = 0, x ∈ R
N ,

provided ab ≤ c(m− 1)2/8m(m+ 1).

Proof. Set ω := 2m/(m − 1) > 2. We then compute, for x ∈ R
N ,

∇Va,b(x) = −2bω(a− b|x|2)ω−1
+ x

11



and

∆Va,b(x) = −2Nbω(a− b|x|2)ω−1
+ + 4b2ω(ω − 1)|x|2(a− b|x|2)ω−2

+

= −2bω[N + 2(ω − 1)](a − b|x|2)ω−1
+ + 4abω(ω − 1)(a− b|x|2)ω−2

+ .

Hence,

−∆Va,b(x) + cV
1/m
a,b (x) = 2bω[N + 2(ω − 1)](a − b|x|2)ω−1

+

− 4abω(ω − 1)(a− b|x|2)ω−2
+ + c(a− b|x|2)

ω/m
+ .

Since ω > 2 and ω/m = ω − 2, we discard the first term and we further infer that

−∆Va,b(x) + cV
1/m
a,b (x) ≥ [c− 4abω(ω − 1)](a − b|x|2)ω−2

+

and the right hand side of the above inequality is non-negative, provided

ab ≤
c

4ω(ω − 1)
=

c(m− 1)2

8m(m+ 1)
,

as stated.

We are now in a position to prove that the non-negative radially symmetric variational
solutions to (1.2) with non-increasing profiles have compact support.

Proposition 3.3. Let v ∈ H1(RN )∩L(m+1)/m(RN ) be a non-negative radially symmetric
solution to (1.2) with non-increasing profile. Then v is compactly supported.

Proof. By Lemma 3.1, there is r0 > 0 such that

−∆v(x) +
1

2(m− 1)
v1/m(x) ≤ 0, x ∈ R

N \B(0, r0). (3.2)

Since v ∈ L(m+1)/m(RN ), we infer from [2, Radial Lemma A.IV] that

|v(x)| ≤ C‖v‖(m+1)/m|x|−mN/(m+1), x ∈ R
N \ {0},

hence M0 := sup{v(x) : x ∈ ∂B(0, r0)} < ∞. It next follows from Lemma 3.2 with
c = 1/2(m − 1) that

−∆Va,b(x) +
1

2(m− 1)
V

1/m
a,b (x) ≥ 0, x ∈ R

N , (3.3)

provided ab ≤ (m− 1)/4m(m + 1). Choosing a and b in order to satisfy

a = br20 +M
(m−1)/2m
0 , b(br20 +M

(m−1)/2m
0 ) ≤

m− 1

4m(m+ 1)
,

we also observe that

Va,b(x) = (a− br20)
2m/(m−1) =M0 ≥ v(x), x ∈ ∂B(0, r0).
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Consider now ϕ ∈ C∞
0 (RN ) such that 0 ≤ ϕ ≤ 1, ϕ = 1 on B(0, 1) and ϕ = 0 on

R
N \B(0, 2) and set ϕn(x) := ϕ(x/n) for x ∈ R

N and n ≥ 1. Introducing W := v − Va,b,
we infer from (3.2) and (3.3) that, for n ≥ 1,

−ϕnW+∆W ≤ ϕnW+

[

−
1

2(m− 1)
v1/m +

1

2(m− 1)
V

1/m
a,b

]

in R
N \B(0, r0).

We then obtain by integration on R
N \B(0, r0) that

−

∫

RN\B(0,r0)
ϕnW+∆W dx+

∫

RN\B(0,r0)
ϕnW+

v1/m − V
1/m
a,b

2(m− 1)
dx ≤ 0.

We integrate by parts in the first integral of the previous estimate, taking into account
that W+ = 0 on ∂B(0, r0) and

∇W+ · ∇W = |∇W+|
2 and W+∇W =

1

2
∇W 2

+ a.e. in R
N

to obtain that

1

2

∫

RN\B(0,r0)
∇W 2

+ · ∇ϕn dx+
1

2(m− 1)

∫

RN\B(0,r0)
ϕnW+(v

1/m − V
1/m
a,b ) dx ≤ 0. (3.4)

Using again that W+ = 0 on ∂B(0, r0) and integrating by parts in the first term of (3.4)
lead to

1

m− 1

∫

RN\B(0,r0)
ϕnW+(v

1/m − V
1/m
a,b ) dx ≤

∫

RN\B(0,r0)
W 2

+∆ϕn dx

≤
1

n2

∫

RN\B(0,r0)
W 2

+∆ϕ
(x

n

)

dx

≤
‖∆ϕ‖∞
n2

∫

RN\B(0,r0)
W 2

+ dx.

On the one hand, we recall that X is continuously embedded in L2(RN ) since (m+1)/m <
2 < 2∗, so that v ∈ L2(RN ). Thus, W+ ∈ L2(RN \B(0, r0)) and we find

lim
n→∞

‖∆ϕ‖∞
n2

∫

RN\B(0,r0)
W 2

+ dx = 0. (3.5)

On the other hand, we recall that ϕn ≥ 0 in R
N , lim

n→∞
ϕn(x) = 1 pointwisely in R

N and

W+(v
1/m − V

1/m
a,b ) ≥ 0 in R

N \B(0, r0).

We thus readily infer from Fatou’s lemma and (3.5) that

0 ≤

∫

RN\B(0,r0)
W+(v

1/m − V
1/m
a,b ) dx ≤ lim inf

n→∞

∫

RN\B(0,r0)
ϕnW+(v

1/m − V
1/m
a,b ) dx ≤ 0,

whence
∫

RN\B(0,r0)
W+(v

1/m − V
1/m
a,b ) dx = 0.

The latter implies that v(x) ≤ Va,b(x) for x ∈ R
N \B(0, r0), from which we deduce that v

has compact support and the proof is complete.
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3.2 Boundedness and regularity

Let v ∈ X be a non-negative radially symmetric solution to (1.2) with non-increasing
profile. The radial symmetry, monotonicity, and L(m+1)/m-integrability of v guarantee
that v belongs to L∞

(

R
N \B(0, R)

)

for any R > 0, but we do not know yet whether v(0)
is finite, or equivalently, v ∈ L∞(RN ). At this stage, the boundedness of v is only known
when N = 1, as a consequence of the continuous embedding of H1(R) in L∞(R). To
handle higher space dimensions, a refined study of the behavior of v near x = 0 is needed
and the next lemma is a first step in that direction.

Lemma 3.4. Let N ≥ 3. For any τ ∈ (−N, 0), we have Nτ (v) <∞ and Nτ+2(|∇v|) <∞.

Proof. Let k > 0 and ǫ ∈ (0, 1). We deduce from (1.2) by multiplying by v(x)/(|x|2 + ǫ)k

and integrating, that

∫

RN

|x|σv(x)2

(|x|2 + ǫ)k
dx−

1

m− 1

∫

RN

v(m+1)/m(x)

(|x|2 + ǫ)k
dx =

∫

RN

∇

(

v(x)

(|x|2 + ǫ)k

)

· ∇v(x) dx

=

∫

RN

|∇v(x)|2

(|x|2 + ǫ)k
dx− 2k

∫

RN

v(x)

(|x|2 + ǫ)k+1
x · ∇v(x) dx

=

∫

RN

|∇v(x)|2

(|x|2 + ǫ)k
dx+ k

∫

RN

v(x)2div

(

x

(|x|2 + ǫ)k+1

)

dx

=

∫

RN

|∇v(x)|2

(|x|2 + ǫ)k
dx+ k

∫

RN

[N(|x|2 + ǫ)− 2(k + 1)|x|2]
v(x)2

(|x|2 + ǫ)k+2
.

We thus derived the following identity

∫

RN

|∇v(x)|2

(|x|2 + ǫ)k
dx+

1

m− 1

∫

RN

v(m+1)/m(x)

(|x|2 + ǫ)k
dx

+ k

∫

RN

(N − 2− 2k)|x|2 +Nǫ

|x|2 + ǫ

v(x)2

(|x|2 + ǫ)k+1
dx =

∫

RN

|x|σv(x)2

(|x|2 + ǫ)k
dx.

(3.6)

Let us next pick k ∈
(

0, (N−2)/2
)

such that Nσ−2k(v) <∞. Notice that this last property
is at least satisfied by all k ∈

(

0, (N − 2)/2
)

∩
(

0, (σ + 2)/2
)

. Then, on the one hand,

(N − 2− 2k)|x|2 +Nǫ

|x|2 + ǫ
≥ N − 2− 2k.

On the other hand,
|x|σ

(|x|2 + ǫ)k
≤ |x|σ−2k, x ∈ R

N .

Inserting the above estimates into (3.6), we further deduce that

∫

RN

|∇v(x)|2

(|x|2 + ǫ)k
dx+ k(N − 2− 2k)

∫

RN

v(x)2

(|x|2 + ǫ)k+1
dx ≤ N 2

σ−2k(v).

Letting ǫ→ 0 in the above inequality and applying Fatou’s lemma give

N 2
−2k(|∇v|) + k(N − 2− 2k)N 2

−2k−2(v) ≤ N 2
σ−2k(v) <∞.

Taking k = −
(

τ + 2)/2, we have thus established that

τ ∈ (−N,−2) and Nτ+σ+2(v) <∞ =⇒ Nτ (v) <∞ and Nτ+2(|∇v|) <∞. (3.7)
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We now consider τ0 ∈ (−N,−2) such that τ0+2 6∈ (σ+2)Z and let j0 ∈ N be the smallest
integer such that j0(σ + 2) > −(τ0 + 2). Owing to the negativity of τ0 + 2 and σ, the
positivity of σ + 2, and the assumptions on τ0 and j0, one has

0 < −
τ0 + 2

σ + 2
< j0 < 1−

τ0 + 2

σ + 2
= −

τ0 − σ

σ + 2
< −

τ0
σ + 2

. (3.8)

Introducing
τj := τ0 + j(σ + 2), 1 ≤ j ≤ j0,

we infer from (3.8) and the positivity of σ + 2 that

−N < τ0 ≤ τj ≤ τj0−1 < −2 < τj0 < 0, 0 ≤ j ≤ j0 − 1. (3.9)

Since τj ∈ (−N,−2) for 0 ≤ j ≤ j0 − 1 by (3.9), we deduce from (3.7) that

Nτj+1
(v) = Nτj+σ+2(v) <∞

=⇒ Nτj (v) <∞ and Nτj+2(|∇v|) <∞, 0 ≤ j ≤ j0 − 1.
(3.10)

Since Nτj0
(v) <∞ by (3.9) and Lemma 2.1, Lemma 3.4 readily follows from (3.10) for any

τ0 ∈ (−N,−2) with τ0 + 2 6∈ (σ + 2)Z. The extension to any τ0 ∈ (−N, 0) is then done by
interpolation.

We next prove that v ∈ Lp(RN ) for any p ∈ (1,∞). This is the last piece of information
needed in order to obtain the claimed regularity in Theorem 1.1.

Lemma 3.5. Let N ≥ 3 and v ∈ X be a non-negative radially symmetric solution to (1.2)
with non-increasing profile. Then v ∈ Lp(RN ) for any p ∈ (1,∞).

Proof. For ̺ > 0, we introduce the truncation T̺(z) = min{z, ̺}, z > 0. For p > 1, we
infer from (1.2) that

−

∫

RN

T̺(v(x))
p∆v(x) dx +

∫

RN

T̺(v(x))
p

m− 1
v1/m(x) dx =

∫

RN

|x|σv(x)T̺(v(x))
p dx,

whence, thanks to the non-negativity of the second term in the left hand side,

p

∫

RN

T̺(v(x))
p−1T ′

̺(v(x))|∇v(x)|
2 dx ≤

∫

RN

|x|σv(x)T̺(v(x))
p dx. (3.11)

Taking into account that (T ′
̺)

2 = T ′
̺, we deduce from (3.11) that

4p

(p+ 1)2
‖∇T̺(v)

(p+1)/2‖22 ≤

∫

RN

|x|σv(x)T̺(v(x))
p dx.

Combining the above inequality with Sobolev’s inequality (2.13) and the elementary in-
equality 4p ≥ 2(p + 1), we obtain

2

(p + 1)C2
S

∥

∥

∥
T̺(v)

(p+1)/2
∥

∥

∥

2

2∗
≤

∫

RN

|x|σv(x)T̺(v(x))
p dx. (3.12)

We now have to estimate the right hand side of (3.12) and argue differently for N ∈ {3, 4}
and N ≥ 5.
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Case 1: N ∈ {3, 4}. We set

θ :=
N(p+ 1)(p − 1)

p(Np+ 4−N)
∈ (0, 1),

since p > 1, N ∈ {3, 4}, and

1− θ =
p(4−N) +N

p(Np+ 4−N)
> 0.

As T̺(v) ≤ v,

∫

RN

|x|σv(x)T̺(v(x))
p dx

=

∫

RN

|x|σv(x)T̺(v(x))
p(1−θ)T̺(v(x))

pθ dx

≤

∫

RN

|x|σv(x)1+p(1−θ)
[

T̺(v(x))
(p+1)/2

]2pθ/(p+1)
dx

=

∫

RN

|x|σv(x)4(p+1)/(Np+4−N)
[

T̺(v(x))
(p+1)/2

]2N(p−1)/(Np+4−N)
dx.

Since
2(p + 1)

Np+ 4−N
+

(N − 2)(p − 1)

Np+ 4−N
= 1,

we may apply Hölder’s inequality to obtain

∫

RN

|x|σv(x)T̺(v(x))
p dx ≤ Nκ(v)

4(p+1)/(Np+4−N)

×
∥

∥

∥T̺(v)
(p+1)/2

∥

∥

∥

2∗(N−2)(p−1)/(Np+4−N)

2∗
,

with κ := σ(Np + 4 − N)/[2(p + 1)] < 0. Note that the constraints σ > −2 > −N and
p > 1 guarantee that

κ+N =
N(p− 1)(σ + 2) + 4(σ +N)

2(p + 1)
> 0,

so that Nκ(v) <∞ by Lemma 3.4.

Combining (3.12) and the above inequality gives

∥

∥

∥
T̺(v)

(p+1)/2
∥

∥

∥

2

2∗
≤ C(p, v)

∥

∥

∥
T̺(v)

(p+1)/2
∥

∥

∥

2∗(N−2)(p−1)/(Np+4−N)

2∗
,

whence

‖T̺(v)‖
4(p+1)/(Np+4−N)
N(p+1)/(N−2) =

∥

∥

∥T̺(v)
(p+1)/2

∥

∥

∥

8/(Np+4−N)

2∗
≤ C(p, v).

Since the right hand side of the above inequality does not depend on ̺ > 0, we may let ̺→
∞ in the above inequality and use Fatou’s lemma to conclude that v ∈ LN(p+1)/(N−2)(RN ).
Since p > 1 is arbitrary, we have thus established that v ∈ Lp(RN ) for all p ∈ (2∗,∞),
which implies, together with the compactness of the support of v proved in Proposition 3.3,
that v ∈ Lp(RN ) for all p ∈ [1,∞).
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Case 2: N ≥ 5. In higher space dimensions, it does not seem possible to derive directly the
Lp-integrability of v for arbitrary values of p > 1 and we instead use an iterative argument.
As a first step, we consider p > max{1, 2/(N − 4)} such that v ∈ L(N−4)(p+1)/(N−2)(RN ).
By Hölder’s inequality,

∫

RN

|x|σv(x)T̺(v(x))
p dx

=

∫

RN

|x|σv(x)4/Nv(x)(N−4)/N
[

T̺(v(x))
(p+1)/2

]2p/(p+1)
dx

≤ NσN/2(v)
4/N‖v‖

(N−4)/N
(N−4)(p+1)/(N−2)

∥

∥

∥T̺(v)
(p+1)/2

∥

∥

∥

2p/(p+1)

2∗
,

since
2

N
+

N − 2

N(p+ 1)
+

2p

2∗(p+ 1)
= 1.

Observing that σN/2 > −N , it follows from Lemma 3.4 that NσN/2(v) is finite and we
deduce from the above inequality that

∫

RN

|x|σv(x)T̺(v(x))
p dx ≤ C0(v)‖v‖

(N−4)/N
(N−4)(p+1)/(N−2)

∥

∥

∥
T̺(v)

(p+1)/2
∥

∥

∥

2p/(p+1)

2∗
,

with C0(v) := NσN/2(v)
4/N . We then infer from (3.12) and the above inequality that

∥

∥

∥
T̺(v)

(p+1)/2
∥

∥

∥

2

2∗
≤

(p+ 1)C2
S

2
C0(v)‖v‖

(N−4)/N
(N−4)(p+1)/(N−2)

∥

∥

∥
T̺(v)

(p+1)/2
∥

∥

∥

2p/(p+1)

2∗
,

from which we deduce that

‖T̺(v)‖N(p+1)/(N−2) =
∥

∥

∥T̺(v)
(p+1)/2

∥

∥

∥

2/(p+1)

2∗
≤ (p+ 1)C2

SC0(v)‖v‖
(N−4)/N
(N−4)(p+1)/(N−2) .

Since the right hand side of the above inequality is assumed to be finite and does not
depend on ̺ > 0, we may let ̺ → ∞ and use Fatou’s lemma to conclude that v ∈
LN(p+1)/(N−2)(RN ) with

‖v‖N(p+1)/(N−2) ≤ (p + 1)C2
SC0(v)‖v‖

(N−4)/N
(N−4)(p+1)/(N−2) .

Setting q = (N−4)(p+1)/(N −2), we have shown that, for q > max{1, 2(N−4)/(N−2)},

v ∈ Lq(RN ) =⇒

{

v ∈ LNq/(N−4)(RN )

with ‖v‖Nq/(N−4) ≤
q(N−2)
N−4 C2

SC0(v)‖v‖
(N−4)/N
q

(3.13)

Introducing the sequence

qj = 2

(

N

N − 4

)j

, j ≥ 0,

and recalling that v ∈ L2(RN ), we infer from (3.13) by induction that v ∈ Lqj(RN ) for all
j ≥ 0. Since qj → ∞ as j → ∞, an interpolation argument entails that v ∈ Lp(RN ) for
all p ∈ [2,∞), while the Lp-integrability of v for p ∈ [1, 2) follows from its L2-integrability
and the compactness of its support.
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Notice that we cannot yet deduce at this stage that v ∈ L∞(RN ) for N ≥ 2. Indeed, the
estimates used in the proof of Lemma 3.5 feature an unbounded dependence on p when
N ≥ 3 and the Sobolev embedding only provides that v ∈ Lp(RN ) for any p ∈ (1,∞)
when N = 2. Thus, in order to obtain both the boundedness for N ≥ 2 and the regularity
claimed in Theorem 1.2, we still need to perform one more step, as indicated below.

Proof of Theorem 1.2: regularity. Let N ≥ 1 and let v ∈ X be a non-negative radially
symmetric solution to (1.2) with non-increasing profile. For p ∈ [1,∞), we have v ∈ Lp(RN )
by Lemma 3.5 forN ≥ 3 and by Sobolev embeddings forN ∈ {1, 2}. Therefore, for x ∈ R

N ,

ωN |x|Nv(x) ≤

∫

B(0,|x|)
v(x) dy ≤

∫

B(0,|x|)
v(y) dy ≤ ‖v‖p(ωN |x|N )(p−1)/p.

We thus infer that
|x|σv(x) ≤ ω

−1/p
N |x|(σp−N)/p‖v‖p, x ∈ R

N . (3.14)

Fix now q ∈ (N/2, N/|σ|), which is possible since σ ∈ (−2, 0). Then, since v is compactly
supported inside a ball B(0, R0) by Proposition 3.3, we deduce from (3.14) that

∫

RN

(|x|σv(x))q dx ≤ ω
−q/p
N

∫

B(0,R0)
|x|q(σp−N)/p‖v‖qp dx

≤ C(p, v)

∫ R0

0
rq(σp−N)/p+N−1 dr.

We now choose p > Nq/(N + qσ) > 1, so that the right hand side of the above estimate
is finite. Therefore, x 7→ |x|σv(x) belongs to Lq(RN ) for any q ∈ (N/2, N/|σ|). Moreover,
since also v1/m ∈ Lq(RN ), we deduce from (1.2) that −∆v ∈ Lq(RN ), which, together
with the compactness of the support of v and standard elliptic regularity, ensure that
v ∈ W 2,q(RN ). As q is arbitrary in the interval (N/2, N/|σ|), the continuous embedding
of W 2,q(RN ) into L∞(RN ) implies that v ∈ L∞(RN ). In fact, we can even extend this
regularity to v ∈ Cα(RN ) for α = 2 − N/q if σ ∈ (−2,−1] and to v ∈ C1,α(RN ) for
α = 1−N/q provided σ ∈ (−1, 0) (and choosing q ∈ (N,N/|σ|)).

3.3 Expansion as |x| → 0

The aim of this section is to compute the local expansion of v in a neighborhood of x = 0
and thus complete the proof of Theorem 1.2. Recalling the notation V (r) = V (|x|) = v(x),
r = |x|, for the profile of v, and owing to the embedding of W 2,q(RN ) in BC(RN) for
q ∈ (max{1, N/2}, N/|σ|), we infer that v(0) = V (0) is well defined. Since v is radially
symmetric, (1.2) becomes an ordinary differential equation for V with respect to the radial
variable r = |x|; that is,

(

rN−1V ′(r)
)′
=

rN−1

m− 1
V 1/m(r)− rN−1+σV (r), r ∈ (0,∞). (3.15)

We now proceed with the final step of the proof of Theorem 1.2.

Proof of Theorem 1.2: expansion as |x| → 0. Since σ < 0 and V is bounded, we deduce
from (3.15) that, on the one hand,

(rN−1V ′(r))′ ∼ −rN+σ−1V (r) as r → 0, (3.16)
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while, on the other hand, the radial symmetry and the condition σ +N > 0 entail

lim
r→0

rN−1V ′(r) = lim
r→0

rN+σ

N + σ
= 0.

We infer by combining the previous limit with (3.16) and the L’Hospital rule that

lim
r→0

(N + σ)rN−1V ′(r)

rN+σ
= −V (0),

or equivalently,

V ′(r) ∼ −
V (0)

N + σ
rσ+1 as r → 0. (3.17)

Taking into account that σ ∈ (−2, 0), we next get by integration from (3.17) that

V (r) = V (0)−
V (0)

(N + σ)(σ + 2)
rσ+2 + o(rσ+2). (3.18)

We next go to the second order derivative and we deduce from (3.16), (3.17), and (3.18)
that

rN−1V ′′(r) = −(N − 1)rN−2V ′(r) + (rN−1V ′(r))′

= −(N − 1)rN−2V ′(r)− rN−1+σV (r) + o(rN−1+σ)

=
N − 1

N + σ
V (0)rN+σ−1 − V (0)rN+σ−1 + o(rN+σ−1),

whence

V ′′(r) = −
σ + 1

N + σ
V (0)rσ + o(rσ). (3.19)

At this point, let us remark that the expansion (3.19) provides no information on V ′′ when
σ = −1. Thus, we are led to study the next order of the expansion. We thus replace the
first order expansion (3.18) into (3.15) and obtain

(rN−1V ′(r))′ =
rN−1

m− 1
V (0)1/m

[

1−
rσ+2

m(N + σ)(σ + 2)
+ o(rσ+2)

]

− rN+σ−1

[

V (0) −
V (0)

(N + σ)(σ + 2)
rσ+2 + o(rσ+2)

]

= −V (0)rN+σ−1 +
V (0)1/m

m− 1
rN−1 + o(rN−1)

+
V (0)

(N + σ)(σ + 2)
rN+2σ+1 + o(rN+2σ+1).

We next split the rest of our analysis into the three cases mentioned in the statement of
Theorem 1.2.

Case 1: σ ∈ (−1, 0). We observe that N + 2σ + 1 > N − 1, whence

(rN−1V ′(r))′ = −V (0)rN+σ−1 +
V (0)1/m

m− 1
rN−1 + o(rN−1), (3.20)

and by integration we further infer that

V ′(r) = −
V (0)

N + σ
rσ+1 +

V (0)1/m

N(m− 1)
r + o(r). (3.21)
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Since

V ′′(r) = −
N − 1

r
V ′(r) +

1

rN−1
(rN−1V ′(r))′, (3.22)

we readily obtain the expansion (1.7) by replacing the terms in the right hand side of (3.22)
by their expansions in (3.20) and (3.21).

Case 2: σ ∈ (−2,−1). We observe that N + 2σ + 1 < N − 1, whence

(rN−1V ′(r))′ = −V (0)rN+σ−1 +
V (0)

(N + σ)(σ + 2)
rN+2σ+1 + o(rN+2σ+1), (3.23)

and by integration, taking into account that N + 2σ + 2 = N + σ + σ + 2 > 0, we further
infer that

V ′(r) = −
V (0)

N + σ
rσ+1 +

V (0)

(N + σ)(σ + 2)(N + 2σ + 2)
r2σ+3 + o(r2σ+3). (3.24)

We then readily obtain the expansion (1.9) by replacing the terms in the right hand side
of (3.22) by their expansions in (3.23) and (3.24) and performing some straightforward
calculations.

Case 3: σ = −1. In this case, N + 2σ + 1 = N − 1, whence

(rN−1V ′(r))′ = −V (0)rN−2 +

[

V (0)

N − 1
+
V (0)1/m

m− 1

]

rN−1 + o(rN−1), (3.25)

from which we deduce by integration that

V ′(r) = −
V (0)

N − 1
+

[

V (0)

N − 1
+
V (0)1/m

m− 1

]

r

N
+ o(r). (3.26)

We again obtain the expansion (1.8) by replacing the terms in the right hand side of (3.22)
by their expansions in (3.25) and (3.26). The proof of Theorem 1.2 is now complete.

Remark 3.6. As already pointed out in the introduction, the expansions (1.7) and (1.9),
along with the negativity of σ, show that we cannot expect the profile V to be C2-smooth at
r = 0. Furthermore, if N ≥ 2 and σ ∈ (−2,−1), then even the C1-regularity of V fails to
be true. However, due to the fact that the first order of the expansion vanishes for σ = −1,
we surprisingly have V ∈ C2([0,∞)) in this case, as shown by the expansion (1.8). This
discussion concludes the sharpness of Theorem 1.2 with respect to the regularity properties
of V .

4 Non-existence

This section is dedicated to the proof of Theore 1.3 by means of a Pohozaev identity that
will be deduced below following analogous steps as in [2, 17].
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Proof of Theorem 1.3. As usual, we multiply equation (1.2) by x · ∇v and integrate by
parts. We thus have

−

∫

RN

(x · ∇v)∆v dx =

∫

RN

∇v · ∇(x · ∇v) dx =

∫

RN

N
∑

i=1

∂iv∂i





N
∑

j=1

xj∂jv



 dx

=

N
∑

i,j=1

∫

RN

(xj∂iv∂j∂iv + δij∂iv∂jv) dx

=
1

2

∫

RN

x · ∇(|∇v|2) dx+ ‖∇v‖22

= −
N

2
‖∇v‖22 + ‖∇v‖22 = −

N − 2

2
‖∇v‖22.

Similarly,
∫

RN

(x · ∇v)|x|σv dx =
1

2

∫

RN

|x|σx · ∇v2 dx = −
N + σ

2
N 2

σ (v),

and
∫

RN

(x · ∇v)v1/m dx =
m

m+ 1

∫

RN

x · ∇v(m+1)/m dx = −
mN

m+ 1

∫

RN

v(m+1)/m dx.

Gathering the previous identities, we infer from (1.2) that

−
N − 2

2
‖∇v‖22 −

mN

(m+ 1)(m − 1)
‖v‖

(m+1)/m
(m+1)/m = −

N + σ

2
N 2

σ (v). (4.1)

By multiplying equation (1.2) by v and integrating over RN , we derive the following identity

‖∇v‖22 +
1

m− 1
‖v‖

(m+1)/m
(m+1)/m = N 2

σ (v). (4.2)

We proceed as in [17, Section 5] and we multiply (4.2) by (N +σ)/2 and add the resulting
equality to (4.1) in order to eliminate the terms in the right hand side. We thus obtain

σ + 2

2
‖∇v‖22 +

σ(m+ 1)−N(m− 1)

2(m2 − 1)
‖v‖

(m+1)/m
(m+1)/m = 0. (4.3)

We next observe that, as σ ≤ −2, the coefficient of the first term in (4.3) is non-positive,
while the coefficient of the second term in (4.3) is negative. This readily implies that
‖v‖(m+1)/m = 0, hence v ≡ 0.
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parabolic equations, J. Math. Anal. Appl. 488 (2020), no. 1, Article no. 123976, 51
pp.

23



[32] J. Wei and Y.Z. Wu, On the stability of the Caffarelli-Kohn-Nirenberg inequality,
Math. Ann., 384 (2022), no. 3-4, 1509–1546.

24


