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Monte Carlo simulations are widely employed to measure the physical properties of glass-forming
liquids in thermal equilibrium. Combined with local Monte Carlo moves, the Metropolis algorithm
can also be used to simulate the relaxation dynamics, thus offering an efficient alternative to molec-
ular dynamics. Monte Carlo simulations are however more versatile, because carefully designed
Monte Carlo algorithms can more efficiently sample the rugged free energy landscape characteristic
of glassy systems. After a brief overview of Monte Carlo studies of glass-formers, we define and
implement a series of Monte Carlo algorithms in a three-dimensional model of polydisperse hard
spheres. We show that the standard local Metropolis algorithm is the slowest, and that imple-
menting collective moves or breaking detailed balance enhances the efficiency of the Monte Carlo
sampling. We use time correlation functions to provide a microscopic interpretation of these obser-
vations. Seventy years after its invention, the Monte Carlo method remains the most efficient and

versatile tool to compute low-temperatures properties in supercooled liquids.

I. INTRODUCTION: MONTE CARLO
SIMULATIONS OF GLASS-FORMERS

Understanding how glasses are formed upon slowly su-
percooling liquids and predicting their physical proper-
ties remain broad and important research topics [1-3].
From a fundamental viewpoint, one would like to obtain
a description of these emerging properties starting from
the sole knowledge of how microscopic degrees of free-
dom move and interact [2-6]. This statistical mechanics
program is still incomplete, because fluctuations are typ-
ically hard to control analytically in disordered systems
in finite dimensions [6]. Computer simulations thus rep-
resent a central tool, since finite dimensional models can
be simulated with an exquisite control of the microscopic
interactions leading to glass formation [7].

Although Monte Carlo [8] and Molecular Dynamics [9]
were invented just a few years apart, computer studies
of the glass transition in supercooled liquids have been
largely dominated by Molecular Dynamics [10]. This can
be justified by the fact that the glass transition is pri-
marily a kinetic phenomenon where the dramatic slow-
ing down of the dynamics upon cooling eventually leads
to the emerging solidity of the amorphous solid [1]. In-
stead, the Monte Carlo approach was devised to provide
accurate numerical estimates of configurational averages
that involve an equilibrium sampling of the configura-
tion space [8, 11-13]. Thus, Monte Carlo simulations
of particle systems were used to study the static struc-
ture and thermodynamic properties of liquids, thereby
usefully accompanying the development of liquid state
theories [14]. In supercooled liquids, however, the struc-
ture evolves very little as the system approaches the glass
transition, at least at the level of two-point density cor-
relation functions [4, 5, 15, 16].

The dominance of molecular dynamics studies receded
over the last two decades for at least two reasons. First,

it is now understood that there is more to the struc-
ture and thermodynamics of supercooled liquids than
two-body functions [6, 15]. More complex correlation
functions have been shown to be relevant [17-19], while
configurational entropy [20-22] and constrained free en-
ergies [23-25] are also useful indicators of the glass tran-
sition. These call for the development of efficient Monte
Carlo techniques to probe configurational averages in
equilibrium conditions. Second, it has been realized that
details of the microscopic dynamics do not affect the
glassy dynamics at long times [26]. In particular, local
Monte Carlo moves lead to dynamic relaxation pathways
that are equivalent to the ones explored by the Molecu-
lar Dynamics [27—-29]. Thus, local Monte Carlo dynamics
has become an efficient alternative to Molecular Dynam-
ics to sample not only static but also dynamic properties
of supercooled liquids in the canonical ensemble [7].

A direct consequence of the dynamic equivalence be-
tween local Monte Carlo and Molecular Dynamics is that
sampling the equilibrium distribution becomes very dif-
ficult in both approaches when temperature decreases
because structural relaxation times, which are good in-
dicators of sampling efficiency and ergodic exploration,
grow rapidly as the glass transition is approached. For
the reasons given above, algorithms that can speedup
equilibration and equilibrium sampling in deeply super-
cooled liquids are very much needed and sought after.
Within the Monte Carlo approach, the price to pay is that
the dynamic information is often lost as algorithms take
unphysical shortcuts in configuration space to achieve a
faster sampling [11-13]. This is maybe not as bad as it
sounds, since samples that are efficiently equilibrated at
very low temperatures can still be used as initial condi-
tions for Molecular Dynamics or local Monte Carlo sim-
ulations [30].

Walking in the footsteps of the Metropolis algorithm,
several directions can already be followed to improve the



sampling efficiency of Monte Carlo simulations of super-
cooled liquids [31]. One could invent more complicated
particle moves, going beyond the small single particle
translational move. A cluster algorithm was designed for
dense systems of hard disks that proposes moves involv-
ing a large number of particles [32]. Another example
is the swap Monte Carlo algorithm which exchanges the
positions of randomly chosen pairs of particles. Swap
Monte Carlo was first proposed in the context of simu-
lations of multi-component solids to study their melting
transition [33], and was only much later introduced as a
method for supercooled liquids and glasses [34]. Its effi-
ciency has now been improved and demonstrated across
a broad range of systems and spatial dimensions [35-39].
Another generic strategy within the Metropolis realm is
to add additional degrees of freedom to the system, such
as temperature, to explore a larger phase space. Parallel
tempering is the most studied example of this family [40],
where a range of temperatures are simultaneously simu-
lated using replicas of the system, with infrequent tem-
perature swaps proposed between replicas [41, 42].

The versatility of Monte Carlo simulations becomes
obvious when methods reaching beyond the realm of the
Metropolis acceptance rule are defined. As noted in many
textbooks, the Metropolis strategy that ensures detailed
balance is sufficient to reach thermal equilibrium but is
not necessary, as global balance (with proof of ergodic-
ity) is sufficient [43]. In practice, defining Monte Carlo
algorithms that break detailed balance and ensure Boltz-
mann sampling is not easy, but several such algorithms
have been proposed recently in different contexts [44, 45].
In particular, lifting Monte Carlo algorithms introduce
additional degrees of freedom to ensure global balance
while breaking detailed balance [46-50]. For dense parti-
cle systems, the event-chain Monte Carlo algorithm was
first proposed for hard disks [44, 51], and later general-
ized to soft potentials [52]. We have recently introduced
a nonequilibrium algorithm [53] where lifting is applied
to both translational and diameter degrees of freedom,
thus generalizing both the event-chain and swap Monte
Carlo algorithms.

This brief overview of Monte Carlo approaches applied
to supercooled liquids suggests that more efficient algo-
rithms are still crucially needed. Here, we build on our
previous work on two-dimensional hard disks [53] and
assess whether the proposed nonequilibrium algorithms
remain efficient in three dimensions. To this end, we de-
fine and implement a similar family of Monte Carlo algo-
rithms for a polydisperse model of hard spheres known to
display glassy dynamics [54]. We then compare their per-
formances to reach and sample equilibrium as well as for
nonequilibrium compressions towards the jamming tran-
sition. Ovwerall, our results show that the performances
of nonequilibrium swap algorithms remain very good in
three dimensions.

The manuscript is organized as follows. In Sec. IT we
define the studied model of hard spheres. In Sec. 111, we
introduce the various Monte Carlo algorithms we ana-

lyze. In Sec. IV we confirm that all algorithms properly
sample the same equilibrium Boltzmann distribution, by
following the equation of state. In Sec. V we compare the
efficiency of all Monte Carlo algorithms. In Sec. VI we
study various time correlation functions to provide micro-
scopic insights into the performances of the algorithms.
Finally, in Sec. VII we use these Monte Carlo algorithms
to prepare very dense jammed packings of spheres. We
conclude the paper in Sec. VIII.

II. POLYDISPERSE HARD SPHERE MODEL

We simulate a polydisperse mixture of N = 1000 hard
spheres in three dimensions. The pair interaction is
V(r) = 0 when the distance between particle pairs (4, j)
satisfies r;; > 0;; with 0;; = (0; + 0;)/2, and V(r) = o0
otherwise.

The diameters {o;,i = 1--- N} of the particles are
drawn from a power law distribution [54, 55, (o) o< o3,
with boundaries oy, and omax chosen so that the poly-

dispersity A = is A = 23%, with the overline
- denoting an average over 7(c). We study the dynam-

ics of the system as a function of the packing fraction ¢
defined as
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where V' is the volume of the system. Periodic boundary
conditions are used. In Secs. V and VI we use the NVT
ensemble, where the volume V is fixed. We move to the
NPT ensemble to perform compressions to measure the
equation of state in Sec. IV and to arrive to the jamming
point in Sec. VII. In that case, the volume of the simu-
lation box is allowed to vary to maintain the pressure P
constant.

We use reduced units to present our results: the pack-
ing fraction is non-dimensional, as well as the compress-
ibility factor Z = P/(pkgT'), with p = N/V the number
density and kp the Boltzmann constant. The average
particle diameter & sets the unit length. For each al-
gorithm presented in Sec. III, we define an elementary
timescale tove such that 79 = Ntpove typically repre-
sents a Monte Carlo sweep across the system. There-
fore we use 7y as the time unit when presenting time-
dependent quantities and relaxation timescales.

In Ref. [53], we showed that the efficiency of all algo-
rithms discussed in this work is insensitive to system size,
so we study a single value of IV in the present manuscript.

¢ =

III. MONTE CARLO ALGORITHMS:
METROPOLIS AND BEYOND

In this section we introduce the Monte Carlo algo-
rithms implemented to simulate the hard sphere model
presented in Sec. II. Following [53], we carefully intro-
duce a unit of time ¢,,ve for each algorithm, from which
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FIG. 1. Elementary Monte Carlo moves. (a) In the Metropo-
lis Monte Carlo (MMC) algorithm, randomly chosen particles
perform small random displacements, which are accepted ac-
cording to the Metropolis rule. (b) In the Swap algorithm,
randomly chosen pairs of particles exchange their positions
with an acceptance probability given by the Metropolis rule.
(c) In the Event Chain Monte Carlo (ECMC) , directed chains
of particle displacements are implemented. This violates de-
tailed balance, but preserves the Boltzmann distribution. (d)
In the collective Swap (cSwap) algorithm, collective swap
moves are implemented. This violates detailed balance but
preserves the Boltzmann distribution.

a quantitative comparison of their performances can be
achieved. In Fig. 1 we sketch the various types of Monte
Carlo moves described in this section.

A. Metropolis algorithms: Local moves (MMC)
and Swap algorithm

In the simplest version of the Metropolis Monte
Carlo [8] (MMC) algorithm, during an elementary time
tmove @ particle is randomly and uniformly selected, and
a small random displacement is proposed, see Fig. 1(a).
The displacement vector is uniformly drawn from a cube
of linear size d centered around the particle. The pro-
posed displacement is accepted if it does not generate
any overlap with the neighboring particles, which is the
consequence of using the Metropolis rule for the hard core
potential V' (r) defined in Sec. II. Therefore, the MMC al-
gorithm is local and satisfies detailed balance, thus lead-
ing to an equilibrium sampling of the Boltzmann dis-

tribution. For the simulations presented in this work we
choose § = 0.1157, obtained by optimizing the relaxation
time of the system at intermediate packing fraction [27].
In the swap Monte Carlo algorithm [34, 35], which we
simply call ‘Swap’, pairs of particles can perform swap
moves. A single swap move takes place during a time
interval ty,ove. During a swap move, a pair of particles is
randomly and uniformly selected, and their positions are
exchanged if this generates no overlap among the spheres,
see Fig. 1(b). This acceptance rule is again the conse-
quence of the Metropolis rule for the hard core poten-
tial V(r) in the case of a proposed particle swap. The
sketch in Fig. 1(b) shows that it is equivalent to con-
sidering that the two swapped particles exchange their
diameters at fixed position, or exchange their positions
at fixed diameters. While the latter view is more natu-
ral, we adopt the former because it allows a simpler def-
inition of single-particle time correlation functions [35],
as studied in Sec. VI. In the Swap algorithm, we alter-
nate randomly between sets of N swap moves and sets
of N MMC moves. A set of N swap moves is performed
with probability pswap, While a set of N MMC moves is
performed with probability 1 — pswap. Following previ-
ous work [35, 54], we take pswap = 0.2, which optimizes
the relaxation time for the decay of the self-intermediate
scattering function, see Eq. (3), and definitions below.

B. Beyond Metropolis: Event-chain (ECMC) and
collective swap (cSwap)

Both the local Metropolis and the Swap algorithms
in Sec. IIT A obey detailed balance, which is a sufficient
condition to achieve a proper sampling of the Boltz-
mann distribution in the steady state. Both for trans-
lational moves and diameter swaps, the design of algo-
rithms that break detailed balance while preserving the
Boltzmann distribution in their stationary state is pos-
sible. Such strategy goes beyond the seminal Metropolis
approach [8]. We now present two possible dynamics for
the hard sphere model.

In the original ECMC algorithm [44], the configuration
space of the particles’ positions r? is lifted to an extended
space {r"V,i,v}, which now includes the label i of an ac-
tive particle and a direction of motion v. During a time
tmove, the active particle ¢ moves along the direction v,
until it collides with a neighbor 5. When this happens,
a lifting event takes place, and the activity label changes
from ¢ to j. In this way, after a time ntyove, a directed
chain of n particles has been displaced along the direction
v, see Fig. 1(c). When the individual displacements of
the particles involved in a chain add up to a total length
¢, the activity label is uniformly resampled among the
N particles, while the self-propulsion direction v is uni-
formly resampled in the set {e,, e,, e, } in order to restart
another chain. Contrary to Metropolis algorithms, there
is no need to satisfy any acceptance rule, which renders
the algorithm rejection-free. Also, while detailed balance



is broken (chain moves cannot be reverted), the Boltz-
mann distribution is the solution of the global balance
condition [44]. The efficiency of ECMC is roughly inde-
pendent on the chain length, as long as £ is of the order
of a few particle diameters and smaller than the linear
size of the system. Since this choice is not critical, we
choose ¢ = 25 ~ 0.2L, and do not vary ¢ further [53].

It is of course possible to combine ECMC with Swap
to define the SwapECMC algorithm [53]. To this end, we
choose between an ECMC move which builds a chain of
length ¢ and N swap moves with a probability pswapeEcMmc
and (1—pgwapEcMc), respectively. We take pgwapecmc =
0.2.

In the cSwap algorithm, the lifting framework used in
ECMC is implemented in diameter space, rather than in
position space [53]. A one dimensional array storing the
label of the particles in order of increasing diameters is
created at the beginning of a simulation. We define the
operators £, R, that, for a given particle i, select respec-
tively the particle to the left or to the right of ¢ along the
ordered array, applying periodic boundary conditions. A
configuration C = {r",o% i} of the system includes all
positions r", diameters o, and an activity label i, which
denotes an active particle. During a time tyove, the
largest possible diameter o; (corresponding to particle
j) that can be reached by particle i without generating
overlaps is identified and particle ¢ is inflated: o; < o;.
The ns non-active particles with a diameter comprised
between ¢; and ¢; (including j), perform a small defla-
tion, moving one step to the left in the ordered array
of particle diameters: oz < 0p25,...,0cns-1; ¢ Ognsj.
Finally, the activity label switches from ¢ to Li. To war-
rant ergodicity, the activity label is resampled uniformly
among all the particles with probability 1— Ncslmp . Over-
all, this results in a collective swap move, as sketched in
Fig. 1(d). The algorithm is rejection-free, it does not
invoke the Metropolis acceptance rule, and it breaks de-
tailed balance. In a simulation, a set of N¢gwap moves is
performed with probability pcgwap, While with probabil-
ity 1 — peswap we perform a set of IV local translational
Metropolis moves. We fix the probability pegwap = 0.2,
and we optimize the number of Swap moves Ncgwap at
a density ¢ = 0.624, where equilibrated samples are ob-
tained with a modest effort using the cSwap algorithm.
We thus set Negwap = 500.

We recently showed [53] that for the hard sphere in-
teraction V (r), the stationary distribution of the cSwap
algorithm, once marginalized over the lifted degrees of
freedom, is the Boltzmann distribution. By construction,
the particle size distribution is preserved by an elemen-
tary cSwap move. In addition, the collective swap moves
are performed with probability pcswap, While elementary
translational moves as in MMC are performed with prob-
ability (1 — peswap)-

Finally, ECMC and cSwap can be combined in the
c¢SwapECMC algorithm [53]. In this algorithm, we per-
form Negwap cSwap moves with probability peswapecMc,
and we otherwise displace a chain of length ¢ using the
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FIG. 2. Equation of state Z = Z(¢) obtained from four differ-
ent algorithms during slow compressions. The black dashed
line is the Carnahan-Starling formula Zcg from Eq. (2).

ECMC procedure with probability 1 — peswaprcmc. We
set peswapecmc = 0.2.

IV. EQUILIBRIUM SAMPLING: EQUATION OF
STATE

All the algorithms proposed in Sec. III can be shown to
lead to a proper sampling of the same Boltzmann distri-
bution in the steady state. Thus, equilibrium sampling
is preserved even if the algorithms that break detailed
balance are, technically, evolving out of equilibrium. To
numerically demonstrate that this is the case, we perform
slow compressions of the hard sphere system using MMC,
ECMC, Swap, and cSwap starting from a relatively dilute
fluid state at ¢ = 0.53. To slowly compress the system
we introduce Monte Carlo moves of the volume [13].

In a volume move, a volume change §V is sampled uni-
formly in an interval of width 0V .x centered around 0.
The new configuration proposed for the system is then a
box of volume V + 3V, with particle positions rescaled by
a factor s = (%)1/3. This configuration is accepted
with a Metropolis acceptance rate, tuned to ensure sam-
pling of the NPT ensemble. The new configuration is
accepted with probability e=#PoV+Nlogs if ng overlap
among the spheres are generated by the volume change.

Volume moves are introduced in a different way for
each algorithm. For MMC, Swap and cSwap, we replace
with probability 1 — % a single translational move with
a volume move. This choice is justified by the necessity
to prevent the algorithm from becoming periodic [13].
In ECMC, the presence of a finite chain length ensures
that the algorithm is unbiased [52]. The volume moves
are thus implemented by replacing the displacement of
a chain of length ¢ with a volume move with probability
1/2.

We use a slow compression rate, P = 1076, for all



algorithms. This is small enough that the system can
easily reach the Boltzmann distribution in the fluid state.
However, when the packing fraction becomes large, glassy
dynamics emerges and for each algorithm there will exist
a packing fraction above which thermal equilibrium can
no longer be achieved.

In Fig. 2 we present the evolution of the compress-
ibility factor Z with the packing fraction ¢ for four al-
gorithms. As expected, all the algorithms produce the
same equation of state Z = Z(¢) in the stationary fluid
state. The numerical results are in good agreement with
the extension to polydisperse systems of the empirical
Carnahan-Starling formula [56]:
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which requires moments of the particle size distribution
as input. The mutual agreement between algorithms con-
firms that they all probe the same stationary distribu-
tion.

In addition, for each algorithm we observe a packing
fraction above which clear deviations from the station-
ary equation of state are observed. This happens near
¢ ~ 0.60 for MMC and ECMC, and near ¢ ~ 0.64 for
Swap and cSwap. At these packing fractions, the sys-
tem fails to relax within the compression timescale and
the measured equation of state differs from the equilib-
rium result. Counsistently with previous results [54], the
introduction of diameter moves considerably extends the
stationary regime. There are subtle physical differences
between MMC and ECMC and between Swap and cSwap
that go beyond the mere reduced convergence time, but
further explorations are required to reveal them, as we
do in the next Section.

V. RELATIVE EFFICIENCY OF MONTE
CARLO ALGORITHMS

To study the relative efficiency of the various Monte
Carlo algorithms, we need to define a relevant timescale
that captures the rate at which the configuration space
is explored. To this end, we define the self-intermediate
scattering function as

Rt = 3 37 (emkan) ®)

with Ar;(t) = r;(t) — r;(0) — Arcom(t), and Arcop, is the
displacement of the center of mass of the system over
the time interval [0,¢], and the brackets (...) indicate
an ensemble average over the initial conditions and the
dynamics. The modulus of the wavevector k is chosen to
correspond to the first peak of the static structure factor,
k| ~ 2Z. From the time decay of Fy, the relaxation time
To is defined as Fy(k,t = 7,) = e L.
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FIG. 3. Evolution of the relaxation time 7, for MMC, ECMC,
Swap, SwapECMC, cSwap, cSwapECMC algorithms as a
function of the packing fraction ¢.
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FIG. 4. Relative efficiency of nonequilibrium ECMC versus
equilibrium MMC. The speedup due to collective chain moves
decreases slowly with the density.

For a given packing fraction, we prepare equilibrated
samples by performing simulations in the NVT ensem-
ble using the cSwapECMC algorithm for a duration of
~ 107,. Using these equilibrated samples as initial con-
ditions, we then perform NVT simulations using the six
different algorithms (MMC, ECMC, Swap, SwapECMC,
cSwap, cSwapECMC) in the stationary regime. We av-
erage Fy(k,t) over 40 independent runs for ECMC and
MMC, and over 20 independent runs for the other al-
gorithms. We also average over all the wavevector of
the same modulus. From these curves, we extract 7, by
means of an interpolation on a logarithmic time axis. It
is known that 7, is a good indicator of how fast struc-
tural relaxation occurs at large ¢. Therefore the relative
efficiency of the Monte Carlo algorithms can be obtained
by comparing how fast the various algorithms decorrelate
the structure of the system.

The relaxation times for the different algorithms as
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FIG. 5. Efficiency of SwapECMC, cSwap and cSwapECMC
relative to the Metropolis Swap algorithm, as a function of the
packing fraction ¢. Moving beyond Metropolis systematically
improves the performances of Monte Carlo algorithms at large

¢.

a function of the packing fraction ¢ are shown in
Fig. 3. Clearly, the curves split into two families: one
in which only translational moves are performed (MMC,
ECMC) and one in which diameter moves are combined
with particle translations (Swap, SwapECMC, cSwap,
c¢SwapECMC). The latter is much more efficient that the
former.

Full relaxation of the system using translational moves
only becomes hard when ¢ ~ 0.61. Although both are
close, ECMC maintains an edge over MMC across the
whole range of packing fractions investigated in our work.
However, the gap between the two algorithms becomes
smaller as we probe higher densities. This is illustrated
in Fig 4, where the ratio of the relaxation times for the
two algorithms is plotted as a function of ¢, reaching a
factor about 6 near ¢ = 0.61.

When diameter swaps moves are introduced, it is pos-
sible to equilibrate samples up to much higher den-
sities near ¢ =~ 0.65. The relative efficiency of the
different swap Monte Carlo algorithms is presented in
Fig. 5. Comparing Swap to SwapECMC shows that re-
placing equilibrium local particle translations with col-
lective chain moves marginally improves the efficiency,
reducing the relaxation time by a factor 3, which does
not depend sensibly on ¢. On the other hand, the effi-
ciency of cSwap increases over that of Swap with density,
reaching a factor 6 at ¢ = 0.648. Finally, cSwapECMC
combines the advantage of the nonequilibrium nature of
both diameter exchanges and translational moves, reach-
ing a speedup of 20 at ¢ = 0.648, suggesting that the two
speedups are nearly multiplicative.

The results obtained in this Section are very similar
to our recent findings for the two-dimensional hard-disk
system [53].

100 102 104 106 108

FIG. 6. The mean-squared displacement, Eq. (4), for MMC
and ECMC at ¢ = 0.604 are very similar, apart from a global
time rescaling.

VI. INSIGHTS FROM MICROSCOPIC
DYNAMICS

To gain physical insights into the relative performances
of the various Monte Carlo algorithms, we measure their
respective time correlation functions and compare their
behaviors.

A. Mean-squared displacement

The mean-squared displacement Ar?(t) of the particles
relative to the center of mass is defined as

Art(t) = 5 ([Ari(1)). (4)

The behavior of Ar?(t) for ECMC and MMC is compared
at high packing fraction in Fig. 6. Both curves show a
very similar time dependence. They display a short time
diffusive behavior followed by a plateau at intermediate
times, reflecting particle caging. They eventually dis-
play diffusive behavior again at long times. The plateau
height is similar in both curves. These curves seemingly
only differ by a global rescaling of the time, implying that
both the short-time and long-time diffusion constants are
accelerated by a similar amount when event-chain trans-
lational moves are introduced. The similarity between
these two functions suggests that with the ECMC algo-
rithm the system follows dynamic relaxation pathways
that are similar to the ones of followed when resorting
to MMC, up to the fact that these paths are explored
faster.

We also investigate the mean-squared displacement at
a much larger packing fraction, ¢ = 0.672, where equi-
libration was achieved using the cSwapECMC algorithm
which is the most efficient. We use 15 independent equi-
librated configurations obtained via cSwapECMC as ini-
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FIG. 7. Mean-squared displacement, Eq. (4) at high density
¢ = 0.672 for MMC, ECMC, Swap, cSwap and cSwapECMC.
Swap moves increase the plateau height corresponding to
caged particle motion.

tial conditions for trajectories run with the other algo-
rithms. The results, shown in Fig. 7, are therefore repre-
sentative of the stationary relaxation dynamics explored
by the various algorithms over the time window of the
simulations [30].

At this very large density, MMC and ECMC are totally
unable to relax the system, and particles simply explore
their cages over the entire time window, thus produc-
ing a very clear plateau in the mean-squared displace-
ments. Again, ECMC reaches the plateau a bit faster
than MMC, but the plateau values are identical.

The situation is different for Swap, which closely fol-
lows the MMC data at very short times but reaches a
plateau value that is about three times as large as that of
MMC and ECMC. This suggests that particle swaps dra-
matically enhance the amplitude of the in-cage motion
performed by the particles, as noted before [35]. Moving
from Swap to SwapECMC produces a slightly faster ap-
proach to a plateau value that is similar in both cases.
Finally, moving from SwapECMC to the most efficient
cSwapECMC, we observe a similar time-dependence at
short times, but the plateau height is also slightly larger,
with a long-time dynamics that starts to enter the dif-
fusive regime before all other algorithms, which is con-
sistent with the speedup observed by measuring 7, in
Section V.

B. Non-Gaussian parameter

The decreasing efficiency of ECMC relative to MMC
at high packing fraction suggests that the collective dis-
placement of particle chains struggle to produce displace-
ments that are significantly different from the one pro-
duced by MMC. To confirm this picture at the level of sin-
gle particle displacements, we measure the non-Gaussian

FIG. 8. Non-Gaussian parameter az(t) for MMC and ECMC.
for each algorithm, the time has been rescaled by the corre-
sponding relaxation time 7.

parameter as(t), defined as

30 (Ar ()Y
53, (Ari(1)2)2

This quantity measures the deviation of the probabil-
ity distribution function of particle displacements from a
Gaussian. It is a proxy to quantify the heterogeneity of
single-particle displacements in glassy systems [57, 58].
A plot of ay(t) for MMC, ECMC, Swap and cSwap is
shown in Fig. 8. In this graph, the time is rescaled by the
relaxation time 7, of each algorithm. Unlike for Molec-
ular Dynamics, the value of as(t) at very short times is
non zero since both the Metropolis translations and the
ECMC chain displacements are, by construction, non-
Gaussians in this regime. Moreover, the value of as(t)
at short times is larger for ECMC than MMC, as a re-
flection of the physical differences between the type of
moves performed by the two algorithms. At larger times,
however the two functions for ECMC and MMC, become
virtually identical with a similar non-monotonic time de-
pendence and a peak of equal amplitude near ¢/7, ~ 0.1.
This suggests that the nature of single particle displace-
ment at large times is similar for ECMC and MMC algo-
rithms. This is consistent with the picture suggested by
the mean-squared displacement of Sec. VI A, and the dis-
placements fields obtained in two dimensions [53]. The
behavior for the Swap and cSwap algorithms is instead
very different. At short times, the non-Gaussian param-
eter has a similar value for both algorithms, since they
both exploit Metropolis Monte Carlo moves for the par-
ticle translations. The non-monotonic dependence near
the relaxation time is much weaker, with a much smaller
maximum. Upon rescaling time by 7, the curves for
Swap and cSwap are close, with cSwap being even smaller
than Swap. The impressive change in the behavior of the
non-Gaussian parameter upon introducing Swap moves
is consistent with the analysis of the mean-squared dis-

as(t) = —1. (5)
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FIG. 9. Time series of the diameter of three tagged particles
for (a) Swap and (b) cSwap dynamics in the dilute fluid. In (c)
we show the cSwap time series for a much denser system. The
continuous time random walk picture for diameter dynamics
in Swap becomes directed as a result of the collective swap
moves in cSwap, but diameter jumps become smaller at larger
density.

placement in Sec. VI A, and suggests that swap moves
considerably decrease the dynamic heterogeneity [35].

C. Diameter dynamics

To understand the effect of collective swap moves intro-
duced in cSwap, we focus on the dynamics of the particle
diameters. As explained in Sec. III, swap Monte Carlo
moves can be interpreted as providing a time dependence
to the particle diameters, promoting o; from a constant
to a fluctuating degree of freedom [36].
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FIG. 10. Evolution of (ns), the average number of particles
involved in collective swap moves with the packing fraction.

In Fig. 9 we show short time series of the diameter
0;(t) for three randomly-selected tagged particles at a
relatively low packing fraction, ¢ = 0.2 for both Swap
and cSwap algorithms. Since the particles diameters do
not change when translational moves are performed, in
the time series only swap moves are taken into account.
The time ¢ in Fig. 9 thus counts the number of cSwap
or Swap moves performed. Under Swap dynamics shown
in Fig. 9(a), the diameters perform a continuous time
random walk. There are moments where the diameter
is constant either because particle 7 is not selected, or
because swap moves are not accepted. When the diam-
eter changes as a result of a successful swap, its value
can increase or decrease, so that at long times the diam-
eter performs a diffusive exploration of the particle size
distribution 7 (o).

The dynamics is very different under cSwap dynam-
ics, where a form of directed motion is apparent, see
Fig. 9(b). Each time series now display a succession of
continuous decrease of the diameter, interrupted by sharp
inflations. These upwards jumps correspond to the situ-
ation where the tagged particle has inherited the activity
tag and a collective swap move is performed from this
particle. In between the sudden expansion steps, the di-
ameter undergoes small deflations and moments of stasis.
The deflations take place when the particle participate
in a collective swap move, while being inactive. The mo-
ments of stasis happen when the particle is neither active
nor involved in a collective swap. When density becomes
larger, as shown in Fig. 9(c), the moments of stasis be-
come longer, and the amplitude of the expansion steps
decrease.

Unlike ECMC, within cSwap there is no need to pre-
scribe a length for the collective moves. Instead, the
number of particles ng participating to a collective move
is set by the maximal possible expansion of the active par-
ticle. Clearly, this expansion must be a function of the
packing fraction. To analyze this, we measure (ng), the
average number of particles that participate in collective
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FIG. 11. Time relaxation of C(t) defined in Eq. (6) for Swap,
SwapECMC, cSwap and cSwapECMC algorithms. The dy-
namics of diameter fluctuations follows the translational dy-
namics.

swaps, see Fig. 10. While (ns) ~ N in the dilute limit
¢ — 0, this number decreases when the packing fraction
increases. We observe (ns) ~ 190 at ¢ = 0.20 and a much
smaller number, (ng) ~ 30 near ¢ = 0.6 where MMC be-
comes unable to equilibrate. Near ¢ = 0.65 where cSwap
also becomes very slow, the collective swap moves still in-
volve a significant number of particles, (ns) ~ 20. Recall-
ing that in addition collective swaps are never rejected,
the enhanced efficiency of cSwap over swap is easily ac-
counted for by these observations.

Finally, we track the diameter dynamics by measur-
ing the time autocorrelation function of diameter fluctu-
ations [35], defined as

(6)
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with do;(t) = 0;(t) — 7. The time evolution of C,(t) at
a fixed packing fraction ¢ = 0.642 is shown in Fig. 11.
We choose this packing fraction because a full decorre-
lation can be still be observed for the four Monte Carlo
algorithms containing swap moves.

This figure demonstrates that the hierarchy of algo-
rithmic efficiency studied in Sec. V is respected when
considering the relaxation dynamics of diameter fluctu-
ations. Interestingly, the decay of C,(t) is accelerated
for SwapECMC with respect to Swap, even though the
only difference between the two algorithms lies in the
position sector. This confirms the physical idea that the
acceleration provided by the swap moves comes from a
dynamic interplay of particle translations and diameter
fluctuations [35], so that accelerating one type of degrees
of freedom also speeds up all others. At the single particle
level, however, the coupling between diameter dynamics
(such as shown in Fig. 9) and position dynamics is rel-
atively weak, as already demonstrated in Ref. [35]. We
have observed a very similar behavior for cSwap.
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FIG. 12. Jamming packing fraction achieved through high-
pressure compressions in the NPT ensemble, starting from
configurations equilibrated at ¢init using MMC, Swap and
cSwap.

VII. MONTE CARLO ALGORITHMS TO
PRODUCE JAMMED SPHERE PACKINGS

All Monte Carlo algorithms can be used to prepare
jammed configurations of hard spheres [59]. Starting
from an equilibrated configuration in the fluid at @i,
we suddenly apply a very large pressure using NPT sim-
ulations combined with MMC, Swap and cSwap algo-
rithms, so that only volume moves with 6V < 0 are ac-
cepted. The high applied pressure is 3P&> = 10'2, and
the maximum step for box moves is Vipax = 5% 1072 Vinie,
with Vinis the volume of the initial equilibrium config-
uration at ¢i,;. We carry out compressions using the
MMC, Swap and cSwap algorithm for a time ¢ = 4 x 107.
As the compression proceeds and the packing fraction
increases, most of the translational MMC moves and
the box moves are rejected, slowing down the compres-
sion process. To compensate for this effect, we imple-
ment and adaptive step technique: we track the run-
ning average p,c. of the acceptance rate for Metropolis
translational moves. When this running average drops
below a threshold py, = 0.2, we rescale the step size
for proposed translational volume moves by a factor 2.
The threshold for the running average of the acceptance
rate is rescaled as well, making this procedure iterative:
0+ 6/27 6Vmax — 5Vmax/27 Pth pth/2~

After the pressure quench, the packing fraction of the
system slowly increases until saturation to a packing frac-
tion that corresponds to the jamming point, ¢;. By con-
struction, ¢y may still depend on the initial condition
Oinit and on all details of the Monte Carlo algorithm em-
ployed to compress the system [60-62].

The evolution of ¢j with ¢, is shown in Fig. 12. For
conventional MMC, ¢j exhibits a plateau at low ¢init,

with a value qsglj/;ll\/lc) =~ 0.66. This value corresponds
roughly to the jamming point defined by O’Hern and

coworkers [63] for the specific polydisperse model stud-



FIG. 13. Jammed packing at ¢3 = 0.7202 obtained combining
compressions in the NPT ensemble with the cSwap algorithm.

ied here. The jamming packing fraction then increases
+(MMC) , 0.59. The largest ¢y

when ¢inis grows above ¢ i
(MMC) , 0.6947, which is

reached with this protocol is ¢
consistent with previous results [64].

Adding swap moves during the compression gives ac-
cess to considerably denser jammed packings [54, 65, 66].

The plateau height of the plateau at low ¢ be-

(Swap)

comes ¢y " ~ 0.706 and is slightly larger for cSwap,

SCEIVV aP) 5 0.709. Tt is remarkable that a fast compres-

sion with elementary swap moves from a dilute initial
condition produces denser packings than a very painful
equilibration at large ¢in;; followed by a compression in-
volving translational moves only [54].

Combining careful equilibration at larger ¢,z to com-
pressions involving swap moves produces even denser
jammed configurations, reaching ¢§Wap ~ 0.719. This
value is slightly improved when resorting to the cSwap
algorithm during compressions, (Z)ﬁswap ~ 0.720. This is
significantly larger than in previous efforts for the same
model [64], although this value remains smaller than the
close packing density for a periodic crystal of monodis-
perse spheres, ¢ ~ 0.7404. An example of a disordered
very dense jammed packing with ¢; = 0.7202 is shown
in Fig. 13.

The small but systematic dependence of ¢y on ¢ in
Fig. 12 for Swap and cSwap seems qualitatively differ-
ent from the results we have obtained in two dimensional
hard disks where this dependence was negligible [53]. As
a result, for two-dimensional systems a rapid compression
with swap moves from a dilute or a very glassy initial con-
ditions led to the same jamming packing fraction [53, 67].
This is no longer the case in three dimensions, where ex-
ploring dense equilibrium states in the fluid helps pro-
ducing denser jammed packings.
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To confirm this idea, we compare the range of jamming
packing fractions obtained using our Monte Carlo meth-
ods to the packings obtained by gradient-descent meth-
ods combining translational and diameter moves [65, 66].
We obtained a jammed polydisperse configuration from
the work of Hagh et al. [66] which has a different parti-
cle size distribution and a polydispersity A =~ 25%. The
augmented gradient-descent protocol yields ¢gd ~ 0.712.
Using this jammed configuration as a starting point, we
first decompress the system to equilibrate the system in
the dilute fluid and lose all memory of the initial jammed
packing. When we rapidly compress the system from
a dilute fluid at ¢z = 0.52 we get o'~ ~ 0.66,
which corresponds to the jamming point of O’Hern et
al. This becomes qzﬁfgiap) ~ 0.710 when swap moves are
introduced in rapid compressions from dilute initial con-
ditions, which is roughly consistent with the gradient-
descent method. We then carefully equilibrate the system
using NVT simulations and the cSwapECMC algorithm
at ¢y = 0.652 and use these equilibrium configurations
as initial conditions for compressions using cSwap. The
additional effort spent in preparing a dense equilibrated
fluid configuration allows us to reach a jamming packing
fraction qﬁjswap ~ 0.717, which is denser than the result
obtained from gradient-descent methods alone.

VIII. CONCLUSION

The design of efficient sampling algorithms in systems
such as glass-formers whose dynamics is controlled by
proliferating dynamical bottlenecks has been a challenge
on its own since computing hardware has become part of
the standard toolbox of theoreticians. When it comes to
sampling a set of degrees of freedom according to a given
distribution, algorithmic progress is in principle limited
by strict mathematical bounds, as discussed in [68], and
it is in general simply not known how close one is from the
optimally fastest algorithm. This algorithm chimera can
be approached on the basis of physical intuition, along
with trial and error. But the rules of the game can also
be tweaked by introducing out-of-the-box degrees of free-
dom. This can be done reversibly: this is what the swap
algorithm achieves by turning particles into objects of
fluctuating sizes. Or this can be done irreversibly, as
with event-chain or lifting methods, which exploit the
ballistic acceleration of correlated clusters of particles.
The present work has presented how a combination of
these methods can bring significant speed-up gains even
in such uncooperative systems as glass-formers.

However, much remains to be done, and to begin with,
adapting our methods to particles interacting by means
of soft continuous potentials stands out as a primary goal.
Swap performances do not decrease with continuous po-
tentials [35], and some extensions of ECMC to continu-
ous potentials were successful [52, 69]. The most salient
challenge will be to design a version of cSwap for glass-



formers with continuous potentials to extend the range of
applicability of irreversible Monte Carlo methods in the
field of supercooled liquids. Yet implementing collective
swaps involving finite energy variations will require care
so as to preserve global balance. All these perspectives
directly follow from our work; they should help the de-
velopment of efficient and versatile sampling methods for
systems with a complex energy landscape.
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