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ABSTRACT: 

The recent development of reusable rocket 
launchers has led to new requirements for liquid 
propelled rocket engines as the reusable trajectory 
planning and landing of the engine stage leads to 
performing complex maneuvers.  In this paper, a 
Port-Hamiltonian model is derived from the state 
space equations of a liquid propelled rocket engine. 
From this modeling, conditions are searched out to 
show the passivity of the system around a 
functioning point of the engine. This paper 
additionally proposes the use of contraction theory 
to build a suiting stabilizing controller for the system. 
The controller is illustrated with simulations. 
 
1. INTRODUCTION 

In the wake of reusable rocket engines, the 
requirements for maneuverability and knowledge on 
Liquid Propelled Rocket Engines (LPRE) have 
increased. Following the need of completing more 
complex maneuvers, the development of electrical 
actuators has left room for the design of new control 
laws. LPREs constitute complex non-linear systems 
that contain several unknown parameters, which 
are often approximated. As the modeling of LPREs 
becomes more precise [1] and evolves, the control 
law methods  used require more flexibility. In a 
previous work [2], the stability of a transient model 
of a rocket engine has been tackled, however, the 
determination of a Lyapunov function for this type of 
system proves to be a difficult task. Moreover, such 
method for the determination of a Lyapunov function 
copes badly with the addition of new dynamics to 
the system. This can lead to the stability 
demonstration not to be viable anymore. A solution 
would be to develop an approach in which the 
dynamics added present guarantees for the system 
to remain stable, as well as an intrinsic Lyapunov 
function that can be added to the previous one. 
Following this observation, the choice has been 
made to introduce a Port-Hamiltonian [3] 
formulation of the non-linear systems constituting 

an LPRE. Such a formulation allows for a closer 
analysis of the different elements and the simplified 
introduction of new dynamics. Port-Hamiltonian 
systems present an intrinsic energy function, that 
under certain conditions prevails as a Lyapunov 
function, guaranteeing the stability of the system 
around a chosen functioning point. 
To perform complex maneuvers however, fixed-
point stability is not sufficient. In this paper, the 
determination of the appropriate thrust for the 
maneuver is not computed, and we only consider 
pre-set scenarios for the thrust. For such trajectory 
tracking, it is possible to define enough intermediary 
points to ensure the stability along the trajectory; 
however, such a method requires additional 
computation during the process. An alternative 
solution is to analyse the convergence of the 
trajectories themselves. Contraction theory [4] 
considers the flow of possible trajectories of a 
system and relies on proving the convergence of the 
flow. Recent progress in contracting control design 
[5] has led to the development of control methods 
using contraction theory. In [6], a contraction based 
controller is used for friction compensation in 
trajectory tracking, while in [7] the control of 
mechanical systems using contraction theory is 
depicted. In this paper, we use contraction theory on 
an affine input nonlinear system, for trajectory 
tracking objectives. A previous work [8] tackled the 
problem on a simplified model of an LPRE, while 
providing a good understanding of the contracting 
controller. 
The paper is organized as follows. The model used 
is presented in section 2. The Port-Hamiltonian 
approach is then depicted in section 3 and the 
stabilizing control using contraction theory is 
described in section 4. Concluding remarks close 
the paper in section 5. 
 
2. MODEL PRESENTATION 

2.1.  Principle of an LPRE 

 

An LPRE is a complex system that provides a thrust 
to a body through a combustion. For a reusable 
engine, liquid propellers are used, in this case 
oxygen O2 and hydrogen H2 are chosen for the fuel 
and oxidizer species. Storage of the liquid species 

SP2024_315 



 

 2 

requires cryogenic temperatures, leading to low 
temperatures in the supply lines. The fuels are 
supplied using turbo-pumps situated between the 
liquid tanks and the combustion chambers (see 
figure 1). To power the turbo-pumps, a gas 
generator (GG) consumes a portion of the fuels into 
a secondary combustion chamber and the resulting 
hot gases are redirected into the turbine end of the 
turbo-pumps. Each pump is independent and the 
fraction of gas supplied to each pump is controlled 
using a valve (𝑍𝐻𝐺 on figure 1). Four additional 
valves (𝑆𝑉𝐺𝐻 , 𝑆𝑉𝐺𝑂 , 𝑆𝑉𝐶𝐻 , 𝑆𝑉𝐶𝑂) are placed to control 
the 

 
Figure 1: LPRE model considered 

 mass flows in the different pipes (into the 
combustion chamber and into the gas generator). 
The modeling of the LPRE stands in the modeling 
of several physical phenomena, divided here in 
different domains: 

- The mechanical domain is composed of 
the equation of the conservation of the 
angular moment of the turbo-pump axis of 
rotation. 

- The hydrodynamical domain contains the 
evolution of the mass flows in the pipes, as 
well as the pressure increase in the cavities 
due to the hydraulic effect of the flows. 

- The chemical domain represents the 
evolution of the pressures in the 
combustion chambers following the 
chemical reaction of the combustion. 

- The thermic domain, containing the 
evolution of the heat exchanges between 
the different elements. 

For simplification, several hypothesis are 
considered for the modeling of the LPRE: 

- The thermic phenomena are neglected in 
this approach, since the impact on the 
chamber temperature of the heat exchange 
with the cooling circuit is negligible. 
However, a static temperature increase is 
modeled by raising the temperature of the 
fluid flowing into the chamber. 

- The different densities of the fluids are 
considered constant over time in the 
delivery circuit to the combustion 
chambers. The density is approximated in 
the hot gases lines using the perfect gas 
equation. 

- The actuators dynamics are neglected, and 
the controller is set to provide a control 
surface to the system with no additional 
dynamics. 

- The symmetry of the system is exploited, 
and by supposing that the Oxygen half of 
the system is well-regulated, it is possible to 
fix the mixture ratios in order to only 
consider the Hydrogen part of the system. 

- The turbo-pumps' dynamics are computed 
using manufacturer data, under the form of 
polynomial functions. The functions' validity 
domain is supposed to be the study 
domain. 

 
2.2.  State equations of the model 
 
In this paragraph, the state equations of the system 
are given following the modeling in [2]. The 
equations are expressed for the Hydrogen half of 
the model, with the complete equations given in 2.3. 
 

2.2.1. Turbo-pumps 
 
The dynamics of the turbo-pump rotational speed 
𝜔𝐻 is obtained using the conservation of the kinetic 
moment: 

�̇�𝐻 = 
1

𝐽𝐻
(𝑇𝑚𝐻 − 𝑇𝑟𝐻)   Eq.1 

where 𝐽𝐻  is the angular inertia of the turbine, 𝑇𝑚𝐻 

and 𝑇𝑟𝐻  are the motor and resistive torques 
respectively. The modeling of the turbo-pump 
dynamics requires to determine the resisting torque 
𝑇𝑟𝐻  applied by the fluid in the line and the motor 

torque 𝑇𝑚𝐻  generated by the turbine. The resistive 
torque is expressed following 

𝑇𝑟𝐻 = − |
𝑎𝑐𝐻

𝜌𝐻
𝑞𝐻

2 + 𝑏𝑐𝐻𝜔𝐻𝑞𝐻 + 𝑐𝑐𝐻𝜌𝐻𝜔𝐻
2 |,     Eq.2 

where 𝑎𝑐𝐻 , 𝑏𝑐𝐻 , 𝑐𝑐𝐻  are manufacturer parameters for 
the turbo-pump, !H is the rotational speed of the 
pump, 𝜌𝐻  is the density of the fluid and 𝑞𝐻  is the 

mass flow through the pump with 𝑞𝐻 = 𝑞𝑐𝑐𝐻 +
𝑞𝑔𝑔𝐻(𝑞𝑐𝑐𝐻, 𝑞𝑔𝑔𝐻 are the mass-flows in the CC and 

GG respectively). 𝑇𝑚𝐻 is then expressed 
considering the evolution of the hot gases produced 
by the GG, 
 

𝑁𝑅 = 
𝜔𝐻𝑅𝑎𝑑𝑇

√𝛾𝑅Θ
                          Eq.3 

 

𝑊 = 𝑞𝑜𝑢𝑡𝐻
√𝛾𝑅𝑇

𝛾−1
(1 − 𝜋𝑇

1−𝛾

𝛾 )𝑅𝑎𝑑𝑇           Eq.4 

 
𝑆𝑇 = (𝑎1 + 𝑁𝑅(𝐴2 + 𝑁𝑅𝑎3) + 𝜋𝑇(𝑎4 + 𝜋𝑇𝑎5) +

𝑎6𝜋𝑇𝑁𝑅 + 𝑎7𝑙𝑛𝜋𝑇 + 𝑎8𝑙𝑛𝑁𝑅). 𝐶𝑜𝑟𝑟                Eq.5 
 

𝑇𝑚𝐻 = 𝑆𝑇.𝑊                       Eq.6 
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𝑞𝑜𝑢𝑡𝐻 = 
𝑝𝑡𝑢𝐻𝐴𝑡𝑢𝐻

𝛾
√𝑅Θ

𝛾
(

2

𝛾+1
)
−

𝛾+1

𝛾−1       Eq.7 

 
Where 𝑞𝑜𝑢𝑡𝐻 is the mass flow through the turbine, 
𝑎1, … , 𝑎8 are specific coefficients for the turbo-pump 

and 𝑁𝑅 is a reduced rotational speed. 
 

2.2.2. Combustion chamber and gas 
generator 

 
The chamber pressure's evolution follows the 
energy conservation equation: 
 

𝑑

𝑑𝑥
(

𝑝𝑉

𝛾−1
) = (ℎ𝑖𝑛𝑞𝑖𝑛 − ℎ𝑜𝑢𝑡𝑞𝑜𝑢𝑡) ,          Eq.8 

 
where ℎ is the enthalpy of the species consumed 

and created. The thermodynamic parameter 𝛾 is 
assumed constant during the evolution of the 
system. The enthalpy of the system is composed of 
the formation enthalpy ℎ𝑓, the kinetic energy 𝑒𝑐 and 

the loss due to the heating of the fluid 𝐶𝑣𝐿𝑣Θ, 
 

ℎ =  ℎ𝑓 + 𝑒𝑐 + 𝐶𝑣𝐿𝑣𝛩               Eq.9 

0 
where 𝐶𝑣𝐿𝑣 is the vaporisation heat of the fluid. The 
equation Eq.8 can be written as follows, 
 
�̇�𝑐𝑐 = (𝑘1𝑐𝑐 + 𝑘3𝑐𝑐 − 𝑘4𝑐𝑐Θ𝑐𝑐)(𝑞𝑐𝑐𝐻 + 𝑞𝑐𝑐𝑂) − 𝑘2𝑐𝑐𝑝𝑐𝑐   

Eq.10 
 
Where 𝑘1𝑐𝑐 to 𝑘4𝑐𝑐 are obtained by first order Taylor 

expansion of the equation Eq.8, Θ𝑐𝑐 is the 

temperature in the CC and 𝑞𝑐𝑐𝐻 , 𝑞𝑐𝑐𝑂 are the mass 
flows of the species entering the CC. With the use 
of the mixture ratio, the equation is  
 
 

�̇�𝑐𝑐 = (𝑘1𝑐𝑐 + 𝑘3𝑐𝑐 − 𝑘4𝑐𝑐Θ𝑐𝑐)(𝑀𝑅 + 1)𝑞𝑐𝑐𝐻 −
  𝑘2𝑐𝑐𝑝𝑐𝑐                 Eq.11 

 
The evolution of the gas generator pressure 𝑝𝑔𝑔 is 

modeled with Eq.8, using the output mass flows 
rather than the internal pressure. 
 

�̇�𝑔𝑔 = (𝑘1𝑔𝑔 + 𝑘3𝑔𝑔 − 𝑘4𝑔𝑔Θ𝑔𝑔)(𝑞𝑔𝑔𝐻 + 𝑞𝑔𝑔𝑂) −

𝑘2𝑔𝑔(𝑞𝑡𝑢𝐻 + 𝑞𝑡𝑢𝑂)            Eq.12 

 
Where  𝑘1𝑔𝑔 to 𝑘4𝑔𝑔 are also obtained by first order 

Taylor expansion of Eq.8, Θ𝑔𝑔 is the temperature, 

𝑞𝑔𝑔𝐻 , 𝑞𝑔𝑔𝑂 are the entering mass flows in and 

𝑞𝑡𝑢𝐻 , 𝑞𝑡𝑢𝑂 are the output mass flows of the GG. The 

temperature Θ of the combustion chambers is 

approximated by a function 𝑓Θ of the mixture ration, 
i. e. Θ = 𝑓Θ(𝑀𝑅). 
 
Turbine pressures 
The evolution of the turbine pressures follows 
equation Eq.8, where no chemical reaction occurs. 
 

�̇�𝑡𝑢𝐻 = 𝑘1𝑡𝑢𝐻Θ𝑔𝑔𝑞𝑡𝑢𝐻 − 𝑘2𝑡𝑢𝐻√Θ𝑔𝑔𝑝𝑡𝑢𝐻    Eq.13 

 
Where 𝑘1𝑡𝑢𝐻, 𝑘2𝑡𝑢𝐻 are obtained as the other 
coefficients. 
 
Mass-flows 
The dynamics of the mass flows are derived from 
the equation of momentum-conservation applied to 
the lines, 
 

𝐼 �̇� = 𝑝𝑖𝑛 − 𝑝𝑜𝑢𝑡 − 𝑅𝑒𝑠𝑒𝑞𝑞|𝑞|.           Eq.14 

 

Where 𝐼 is the inertia of the line, of the form 𝐼 =  
𝐴

𝐿
, 

𝐴 the area and 𝐿 the length of the line, 𝑝𝑖𝑛 , 𝑝𝑜𝑢𝑡 are 
the upstream and downstream pressures, 𝑅𝑒𝑠𝑒𝑞 is 

the equivalent resistance coefficient associated with 
pressure drops and 𝑞 is the mass flow considered. 
Pressure drops are due to the valves 
𝑆𝑉𝐺𝐻 , 𝑆𝑉𝐺𝑂 , 𝑆𝑉𝐶𝐻 , 𝑆𝑉𝐶𝑂, injectors and friction in the 
lines. 
Pressure drop due to the valves is explicited by 

Δ𝑝 =  
1

2𝜌𝐴𝑣
2
𝑞2 

𝑅𝑒𝑠𝑣 =
1

2𝜌𝐴𝑣
2                                                    Eq.15 

 

Where 𝐴𝑣 is the surface associated with the opening 

angle of the valve, 𝜌 is the density of the fluid in the line. 

Pressure drops in the exhaust of the GG express as 

 

Δ𝑝𝑡𝑢𝐻−𝑔𝑔 = 
𝐾ℎ𝑦𝑡𝑢𝐻𝑅𝑔𝑔Θgg

𝑝𝑔𝑔

𝑞𝑡𝑢𝐻
2 , 

Δ𝑝𝑡𝑢𝑂−𝑔𝑔 = 
𝑍𝑟𝑒𝑠𝑅𝑔𝑔Θgg

𝑝𝑔𝑔
𝑞𝑡𝑢𝑂

2 ,                                 Eq.16 

 

 

Where 𝑍𝑟𝑒𝑠, 𝐾ℎ𝑦𝑡𝑢𝐻 are equivalent resistance 
coefficients for the valve and the line. Due to the 
burned gases, 𝜌 is not supposed constant in the 
turbine lines (𝑞𝑡𝑢𝐻). Using the perfect gas formula, 

its variation is expressed as a function of 𝑝𝑔𝑔. 

Pressure drops associated with friction in the lines 
also follows equation Eq.15.  
The pressure increase due to the pumps follows the 
equation 
 

𝑝𝑠𝑝𝐻 = 𝑝𝑒𝑝𝐻 +
𝑎𝑝𝐻

𝜌𝐻
𝑞𝐻

2 + 𝑏𝑝𝐻𝜔𝐻𝑞𝐻 + 𝑐𝑝𝐻𝜌𝐻𝜔𝐻
2 . Eq.17 

 
Where 𝑝𝑠𝑝𝐻 is the output pressure of the pump, 𝑝𝑒𝑝𝐻 

is the output pressure of the tank. The other 
parameters are similar to Eq.2. 
 
2.3. State equations of the global system: 
 
�̇�𝑐𝑐 = (𝑘1𝑐𝑐 + 𝑘3𝑐𝑐 − 𝑘4𝑐𝑐Θ𝑐𝑐)(𝑞𝑐𝑐𝐻 + 𝑞𝑐𝑐𝑂) − 𝑘2𝑐𝑐𝑝𝑐𝑐 
 
�̇�𝑔𝑔 = (𝑘1𝑔𝑔 + 𝑘3𝑔𝑔 − 𝑘4𝑔𝑔Θ𝑔𝑔)(𝑞𝑔𝑔𝐻 + 𝑞𝑔𝑔𝑂) −

𝑘2𝑔𝑔(𝑞𝑡𝑢𝐻 + 𝑞𝑡𝑢𝑂)   

�̇�𝑡𝑢𝐻 = 𝑘1𝑡𝑢𝐻Θ𝑔𝑔𝑞𝑡𝑢𝐻 − 𝑘2𝑡𝑢𝐻√Θ𝑔𝑔𝑝𝑡𝑢𝐻 
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�̇�𝑡𝑢𝑂 = 𝑘1𝑡𝑢𝑂Θ𝑔𝑔𝑞𝑡𝑢𝑂 − 𝑘2𝑡𝑢𝑂√Θ𝑔𝑔𝑝𝑡𝑢𝑂 

�̇�𝑐𝑐𝐻 =
𝐴𝑉𝐶𝐻

𝐿𝐶𝐻

(𝑝𝑠𝑝𝐻 − 𝑝𝑐𝑐 − (
1

2𝜌𝐴𝑉𝐶𝐻
2 + 𝑅𝑒𝑠𝑐𝑐𝐻)𝑞𝑐𝑐𝐻

2 ) 

�̇�𝑐𝑐𝑂 =
𝐴𝑉𝐶𝑂

𝐿𝐶𝑂

(𝑝𝑠𝑝𝑂 − 𝑝𝑐𝑐 − (
1

2𝜌𝐴𝑉𝐶𝑂
2 + 𝑅𝑒𝑠𝑐𝑐𝑂) 𝑞𝑐𝑐𝑂

2 ) 

 
�̇�𝑔𝑔𝐻

=
𝐴𝑉𝐺𝐻

𝐿𝐺𝐻

(𝑝𝑠𝑝𝐻 − 𝑝𝑔𝑔 − (
1

2𝜌𝐴𝑉𝐺𝐻
2 + 𝑅𝑒𝑠𝑔𝑔𝐻) 𝑞𝑔𝑔𝐻

2 ) 

 
�̇�𝑔𝑔𝑂

=
𝐴𝑉𝐺𝑂

𝐿𝐺𝑂

(𝑝𝑠𝑝𝑂 − 𝑝𝑔𝑔 − (
1

2𝜌𝐴𝑉𝐺𝑂
2 + 𝑅𝑒𝑠𝑔𝑔𝑂) 𝑞𝑔𝑔𝑂

2 ) 

 

�̇�𝑡𝑢𝐻 =
1

𝐼𝑡𝑢𝐻

(𝑝𝑔𝑔 − 𝑝𝑡𝑢𝐻 −  
𝐾ℎ𝑦𝑡𝑢𝐻𝑅𝑔𝑔Θgg

𝑝𝑔𝑔

𝑞𝑡𝑢𝐻
2 ) 

�̇�𝑡𝑢𝑂 =
1

𝐼𝑡𝑢𝑂

(𝑝𝑔𝑔 − 𝑝𝑡𝑢𝑂 − 
𝑍𝑟𝑒𝑠𝑅𝑔𝑔Θgg

𝑝𝑔𝑔

𝑞𝑡𝑢𝑂
2 ) 

�̇�𝐻 = 
1

𝐽𝐻
(𝑇𝑚𝐻 − 𝑇𝑟𝐻) 

�̇�𝑂 = 
1

𝐽𝑂
(𝑇𝑚𝑂 − 𝑇𝑟𝑂)               Eq.18 

 
3. PORT-HAMILTONIAN FORMULATION OF 

AN LPRE 
 

The LPRE's state's evolution requires complex and 
highly non-linear equations, that are not adequate 
for an easy design of a control law. A modeling 
solution proposed here is to make use of the Port-
Hamiltonian systems framework, and reformulate 
the LPRE model established under this formulation. 
 

3.1. Port-Hamiltonian Modeling 
 

Port-Hamiltonian systems, described in [9], [10] and 
[3], used for the modeling of mechanical systems, 
have been extended to various physical domains as 
hydrodynamics in [11] and chemical processes in 
[12], [13]. Port-Hamiltonian modeling makes use of 
physical invariants of a system, such as the total 
energy, to highlight the energy transfers between 
the different elements composing a system. The 
complete model is broken down to the level a simple 
elements that each represent a simple equation. 
They are represented as independent subsystems, 
with two links: the effort 𝑒 and the flow 𝑓. Both the 
effort and flow represent coupled physical quantities 
(e.g. pressure and flow). Elements can be classified 
into three distinct functions: 

- Energy-storing, denoted by 𝑒𝑠, 𝑓𝑠, are 
elements that store energy (kinetic, 
potential, ...). 

- Energy-dissipating, denoted by 𝑒𝑟 , 𝑓𝑟 
dissipate the energy, using friction for 
example. 

- Energy-routing, denoted by 𝑒𝑡 , 𝑓𝑡 transfers 
energy, with no storage nor loss. These 
elements are by construction perfect 

transformers, therefore are seldom used in 
real systems. 

Additionally, interactions with the exterior 
environment is denoted by 𝑒𝑝, 𝑓𝑝. The product 𝑒𝑇𝑓  

is the power resulting of the flow and effort. 
Reconstructing an equation consists in regrouping 
the efforts to build the equation for the flow.  
An important property resides in the energy balance 
of such a system: 
 

𝑒𝑠
𝑇𝑓𝑠 + 𝑒𝑟

𝑇𝑓𝑟 + 𝑒𝑝
𝑇𝑓𝑝 = 0                Eq.19 

 

 
Figure 2:Physical domains of an LPRE 

By definition, the dissipative elements yield 𝑒𝑟
𝑇 𝑓𝑟 ≤

0, therefore 

𝑒𝑠
𝑇𝑓𝑠 ≤ 𝑒𝑝

𝑇𝑓𝑝                    Eq.20 

 
Equation Eq.20 is a classical equation for the 
passivity of a system where the energetic input is 𝑒𝑝 

and the output 𝑦 is 𝑓𝑝. Let the function 𝐻 be defined 

by: 
 

𝑑𝐻

𝑑𝑡
= 𝑒𝑠

𝑇𝑓𝑠 =
𝜕𝐻

𝜕𝑥
�̇� .                   Eq.21 

 
Such function 𝐻 is called the Hamiltonian of the 
system that represents the total energy of the 
system. For 𝐻(𝑥) > 0 for all 𝑥, 𝐻 is a candidate 
storage function for the passivity of the system. 
From these definitions, a system under PH form is 
expressed 
 

�̇� = (𝐽(𝑥) − 𝑅(𝑥))
𝜕𝐻

𝜕𝑥
+ 𝐺(𝑥)𝑢        Eq.22 

 
Where the matrix 𝐽(𝑥) expresses the energy storage 

terms, 𝐽 = −𝐽𝑇 and 𝑅(𝑥) expresses the energy 

dissipation 𝑅(𝑥) ≥ 0. 
 
3.2. LPRE formulation 
 
In this section, a reformulation under Port-
Hamiltonian form is proposed for the system in 
Eq.18. The different physical domains as expressed 
in 2.2. can be connected using the different energy 
transfers between the domains. On figure 2 the 
energy transfers are represented between the 
different domains. While each domain can be 
represented on its own, the interconnection 
between the domains has to be studied to provide a 
complete PH system. In previous works [14], the PH 
framework has been extended to cover many 
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physical domains. Moreover, the interconnection of 
several physical domains has been proposed in 
[15]. 
 

3.2.1. Expression of subsystems under PH 
formulation 

In this subsection, the individual subsystems are 
expressed under Port-Hamiltonian form, referring to 
previous works in the literature. The hydraulic part 
of the system is composed of the evolution of the 
mass flows and pressures. The coupled flow and 
efforts (𝑒, 𝑓) are (𝑞, 𝐼�̇�) and (𝑝, 𝑘𝑝�̇�), which both 

have the dimensions of a pressure/mass flow 
couple. From Eq.14, the different elements that 
drive the mass flow behavior are the resistive inertia 
of the pipe and the upstream and downstream 
pressures, respectively a resistive effort, the 
energetic input and the pressure effort (stoarge 
effort). This reasoning leads to the structure: 
 

[
𝐼�̇�
𝑘𝑝�̇�

] = [
−𝑅𝑞 −1
1 −𝑅𝑝 ] [

𝑞
𝑝] +  [

𝑝𝑖𝑛

0
]      Eq.23 

 
where 𝑅𝑞 and 𝑅𝑝 are the resistive terms associated 

to the evolution of the mass flow and 𝑝𝑖𝑛 is the input 
pressure of the pipe. This equation is applicable to 
the different mass flows of the LPRE, using the 
expressions of the input and output pressures of the 
flow. The equations of the pressures in the 
combustion chambers 𝑝𝑐𝑐 and 𝑝𝑔𝑔 allow for the 

chemical domain to be expressed under the same 
form provided the expression of 𝑅𝑝 and 𝑘𝑝. In the 

case of the turbine pressure 𝑝𝑡𝑢, no chemical 
domain is involved as there is no combustion. 
The mechanical subsystem is expressed using the 
port variables for a torque and a rotational speed 
 

[𝐽�̇�] = [−𝑅_𝜔][𝜔] + [𝑇𝑚𝑜𝑡]          Eq.24 
 

3.2.2. Interconnection of subsystems 
 
Interconnection of several Port-Hamiltonian 
systems has been described in [3] [16]. Two Dirac 
structures 𝐷𝐴 and 𝐷𝐵 are considered on product 

spaces respectively 𝐹1 × 𝐹2 and 𝐹2 × 𝐹3, where 𝐹2 is 
the space of shared flow variables. The 
interconnection is realized by equating the flows 
and efforts on the shared space of variables. 
The interconnection of the different hydraulic 
subsystems can be performed directly as the 
shared space of variables covers both the mass 
flows and pressures. However, interconnection 
between mechanical and hydraulic spaces requires 
to find a shared space of variables. Similarly to the 
work performed in [15], the method used consists in 
finding a function to express the torque and the 
pressure under a common equation leading to the 
creation of the shared space. In this paper, the 
pressure and torque have non-reversible equations. 
A proposition to solve the interconnection is to use 
an upper value of the torque, and considering the 
other terms as resistive terms. 

Let 𝛼𝑞 =
𝑏𝑝𝜌

𝑎𝑐
. Let also �̅� = 𝑏𝑝𝑞𝜔 be an upper value 

for the pressure increase of the pump (see Eq.17), 

and 𝑇 = 𝑎𝑐(𝑞𝑐𝑐 + 𝑞𝑔𝑔)
2
 be a lower value of the 

resistive torque generated by the fluids on the pump 
(see Eq.2). By multiplying the equation of the 
resistive torque by 𝛼𝑞, the evolution equations 

reads: 
 
𝛼𝑞𝐽�̇� =  −𝑏𝑝𝑞

2 − 𝛼𝑞(𝑏𝑐𝑞 + 𝑐𝑐𝜔)𝜔 + 𝛼𝑞𝑇𝑚 

𝐼�̇� = 𝑏𝑝𝑞𝜔 − (𝑍𝑒𝑞𝑞 −
𝑎𝑝

𝜌
𝑞 −

𝑐𝑝𝜔2

𝑞
) 𝑞 + 𝑝𝑒𝑝 .      Eq.25 

This yields the PHS interconnection:  

[
𝛼𝑞𝐽�̇�

𝐼�̇�
] = [

−𝑅𝜔 −𝑏𝑝𝑞

𝑏𝑝𝑞 −𝑅𝑞
] [

𝜔
𝑞 ] + [

𝛼𝑞𝑇𝑚

𝑝𝑒𝑝
]     Eq.26 

where 𝑅𝑞 = (𝑍𝑒𝑞𝑞 −
𝑎𝑝

𝜌
𝑞 −

𝑐𝑝𝜔2

𝑞
) and 𝑅𝜔 =

 𝛼𝑞(𝑏𝑐𝑞 + 𝑐𝑐𝜔) have to be positive to satisfy the 

upper and lower value hypothesis. Here two 
conditions are derived for the validity of the PH 
formulation of the system, which can be used as 
validation test for the stability of the system. 
Similarly, by posing 𝛼𝑡 = 𝛼𝑞𝑆𝑇(𝜔)𝑤𝑡𝑢, where 𝑤𝑡𝑢 =
𝑊

𝑝𝑡𝑢
 it is possible to obtain the interconnection for the 

turbine:  
 

[
𝛼𝑞𝐽�̇�

𝑘𝑝𝑡𝑢�̇�𝑡𝑢
] = [

−𝑅𝜔 𝛼𝑡

−𝛼𝑡 −𝑅𝑝𝑡𝑢
] [

𝜔
𝑝𝑡𝑢 ],          Eq.27 

 
Where 𝑅𝑝𝑡𝑢 is computed to match the original 

equation Eq.13. 
The complete Hamiltonian function expresses as : 

𝐻(𝑥) =  
1

2
𝛼𝑞𝐽𝜔

2 +
1

2
𝐼𝑐𝑐𝑞𝑐𝑐

2 +
1

2
𝐼𝑔𝑔𝑞𝑔𝑔

2 +
1

2
𝐼𝑡𝑢𝑞𝑡𝑢

2 +  
1

2
𝑘𝑝𝑐𝑐𝑝𝑐𝑐

2 +
1

2
𝑘𝑝𝑔𝑔𝑝𝑔𝑔

2 1

2
𝑘𝑝𝑡𝑢𝑝𝑡𝑢

2 ,      Eq.28 

 
The hydrogen subsystem under Port-Hamiltonian 
form is given in annex. 
 
3.3. Derivation of passivity conditions 
 
Denoting that the Hamiltonian function given in 
Eq.28 is positive, 𝐻 is a candidate Lyapunov 
function, if the system verifies the conditions for the 
PHS structure. The construction of the 
interconnection focuses on the structure of the 
energy transfers, yielding 𝐽 =  −𝐽𝑇. However, to 
justify the dissipativity of the system it is necessary 
to verify that the terms 𝑅𝜔, 𝑅𝑞 , 𝑅𝑝𝑡𝑢 are positive and 

do not lead to the creation of energy. With the three 
conditions fulfilled, the system is passive with 
respect to the energetic input 𝑝_𝑒𝑝. 
 

The condition for the passivity relies on the 
construction of the model. During the model 
construction, it is possible to optimize the passivity 
analysis when given a choice between different 
representations. The most adapted form for 
passivity analysis is the overestimation of a 
parameter, and using correction terms that 
consume energy. 
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4. STABILIZATION AND CONTRACTION 

THEORY 
In the section 3., a method to prove stability around 
a functioning point of the system has been given. 
However, in the case of a maneuver to be 
performed, it is necessary to ensure stability along 
the trajectory and between the known functioning 
points. To address this problem, two solutions are 
available: 

- Study the stability around each functioning 
point on the trajectory even by adding 
rallying points along the trajectory. 

- Study the stability around the trajectory 
The use of contraction theory allows the latter option 
to be chosen. The idea is to generate a trajectory 
that corresponds to the maneuver to be performed, 
and stabilize the system around this reference 
trajectory. In this section, a method for the 
application of contraction theory is presented. 
 
4.1. Contraction theory 
 
Let a system of the form 
 

�̇� = 𝑓(𝑥, 𝑡)                      Eq.29 
 
We define a virtual displacement 𝛿𝑥 [17], 
 

𝛿�̇� =
𝜕𝑓

𝜕𝑥
(𝑥, 𝑡)𝛿𝑥                 Eq.30 

 
A trajectory in the flow field �̇� = 𝑓(𝑥, 𝑡) is a possible 
solution of the system Eq.29. The squared distance 
between two neighbouring trajectories is defined in 
[17] ad 𝛿𝑥𝑇𝛿𝑥 and its rate of change as 
 

𝑑

𝑑𝑡
(𝛿𝑥𝑇𝛿𝑥) = 2 𝛿𝑥𝑇𝛿�̇� = 2𝛿𝑥𝑇 𝜕𝑓

𝜕𝑥
𝛿𝑥        Eq.31 

 
Definition 1. A contraction region [17], is a region 

of the state if the Jacobian 
𝜕𝑓

𝜕𝑥
 is uniformly negative 

definite in that region, 
 

∃𝛽 > 0, ∀𝑥, ∀𝑡 ≥ 0,
1

2
(

𝜕𝑓

𝜕𝑥
+

𝜕𝑓𝑇

𝜕𝑥
) ≤ −𝛽𝐼 < 0     Eq.32 

 
Theorem 1. [17] Given the system equations �̇� =
𝑓(𝑥, 𝑡), any trajectory which starts in a ball of 
constant radius centered about a given trajectory 
and contained at all times in a contraction region, 
remains in that ball and converges exponentially to 
this trajectory. 
This sufficient condition for contraction is seldom 
fulfilled with a system, therefore, we introduce a 
sufficient condition introduced in [18] 
If there exists a constant matrix 𝑃 ∈ ℝ𝑛×𝑛, 𝑃𝑇 = 𝑃, 
such that: 
 

𝑃
𝜕𝑓

𝜕𝑥
+

𝜕𝑓𝑇

𝜕𝑥
𝑃 < −𝛽𝐼.               Eq.33 

 
Then the system defines a contraction on the 

region. Moreover, for nonlinear systems, it is 
possible to decompose the system equation: 
 

�̇� = 𝑓(𝑥, 𝑡) = 𝐴𝑥 + 𝑀𝜙(𝑦, 𝑡), 𝑦 = 𝐿𝑥   Eq.34 
 
where the linear and nonlinear parts of the system 
are separated, 𝑦 is a vector composed of the states 

used in the nonlinear part of the equation, 𝜙 is a 𝐶1 

mapping and 𝐴, 𝐿,𝑀 are matrices of appropriate 
dimensions. 
The condition Eq.33 reads: 
 

𝑃 (𝐴 + 𝑀
𝜕𝜙

𝜕𝑦
(𝑦, 𝑡)𝐿) + (𝐴 + 𝑀

𝜕𝜙

𝜕𝑦
(𝑦, 𝑡)𝐿)

𝑇

𝑃 < −𝛽𝐼 

Eq.35 
 
Remark 1. Such expression of the system pairs 

efficiently with a PH system, as the matrix 𝐽 used for 
the energy storing is often taken as close as the 
identity as possible, resulting in a good candidate 
for the matrix 𝐴 in Eq.34. 
 
In the case of the system studied not being 
contracting, it is possible to define a control to force 
the contraction of the closed-loop system. In [5], 
such a design is proposed, using an LMI solving 
approach to answer the problem. The benefit of 
using an LMI approach is the reduction of 
computation time, which is appropriate when 
dealing with embarked systems. 
Let a system under the form Eq.34. Assume that for 
all (𝑦, 𝑡). 
 

0 ≤
𝜕𝜙

𝜕𝑦
(𝑦, 𝑡) +

𝜕𝜙𝑇

𝜕𝑦
(𝑦, 𝑡)              Eq.36 

 
Then, for a controlled system such that, 
 
�̇� = 𝑓(𝑥, 𝑡) = 𝐴𝑥 + 𝑀𝜙(𝑦, 𝑡) + 𝐵𝑢, 𝑦 = 𝐿𝑥       Eq.37 
 
𝑢 = 𝐾𝑥 + 𝑁𝜙(𝑦, 𝑡) is a contracting controller if we 

can find three matrices 𝑍,𝑊,𝑁 such that: 
 
𝐾 = 𝑍𝑊−1 
(𝐴𝑊 + 𝐵𝑍) + (𝐴𝑊 + 𝐵𝑍)𝑇 ≤ 0,𝑊 > 0 

𝑊𝐿𝑇 = −(𝑀 + 𝐵𝑁).                                        Eq.38 
 
4.2. Design of a contracting controller for an 

LPRE 
In this section, the method for designing a 
contracting controller is depicted for the application 
of the LPRE. The controller must regulate the mass 
flows that enter the different combustion chambers. 
However, rather than a energy input to the system, 
such interaction with the system is a friction-based 
controller, where the controller action performs as a 
friction coefficient. The term associated to the 
friction exercised by the controller is under the form: 
 

1

2𝜌𝐴𝑣
2 𝑞2.                           Eq.39 

 
 For simplification, the equivalent resistance of the 
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valve is used to represent the controller: 
 

𝑍𝑒𝑞 = 
1

2𝜌𝐴𝑣
2                         Eq.40 

 
Denoting 𝑢 = 𝑍𝑒𝑞 in Eq.37, the matrix 𝐵 is time-

varying; 
 

𝐵(𝑥) = [0 0 − 𝑞2 0…0]𝑇 ,             Eq.41 
 
 
 
which leads to the LMI Eq.38 being state 
dependent. This is a contradiction with the 
hypothesis Eq.33, where we suppose that the 
matrix 𝑃 = 𝑊−1 is time-invariant. Note that a time-
variant 𝒫(𝑡) matrix consists in an other formulation 
of the problem [5]. 
The method proposed here consists in fixing the LMI 
parameter 𝑃 = 𝑃0, which locks the value 𝑊 = 𝑊0 =
𝑃0

−1. The value 𝑃0 is called the constant metric for 
the system. Additionally, let the introduction of the 
notion of virtual systems [19]. 
Let a system 
 
Σ ∶  �̇� = 𝑓(𝑥) + 𝑔(𝑥)𝑢                                       Eq.42 
 
And introduce the associated virtual system Σ𝑣 with 

associated virtual state 𝑥𝑣 and virtual control 𝑢𝑣, 
 
Σ𝑣: �̇�𝑣 = 𝑓(𝑥𝑣) + 𝑔(𝑥)𝑢𝑣 Eq.43 
 
Here the state 𝑥 is considered a constant value 
regarding the variations of virtual state 𝑥𝑣. Now 

suppose a contracting control 𝑢𝑣(𝑥, 𝑥𝑣 , 𝑡) for the 

virtual system Eq.43, for all 𝑥 with respect to 𝑥𝑣. 
Then the controller 𝑢𝑣(𝑥, 𝑥, 𝑡) is contracting for the 
real system Eq.42, (see [19], Theorem 2). 
 
4.3. Affine controlled system 
 
In the event of an affine controlled system of the 
form Eq.42, the decomposition looking forward to 
the LMI resolution Eq.37 yields: 
 
�̇� = 𝑓(𝑥, 𝑡) + 𝑔(𝑥)𝑢 = 𝐴𝑥 + 𝑀𝜙(𝑦, 𝑡) + 𝐵(𝑥)𝑢 
 𝑦 = 𝐿𝑥                                                            Eq.44 
 
Where 𝑥 is considered constant regarding the 

variations of 𝑥𝑣. In particular, for 𝑥 = 𝑥0, we are able 
to solve the LMI: 
 

𝐾0 = 𝑍0𝑊0
−1 

(𝐴𝑊0 + 𝐵(𝑥0)𝑍0) + (𝐴𝑊0 + 𝐵(𝑥0)𝑍0)
𝑇 ≤ 0,𝑊0 > 0 

𝑊0𝐿
𝑇 = −(𝑀 + 𝐵(𝑥0)𝑁0).                               Eq.45 

 

𝑃0 = 𝑊0
−1 is a constant metric of contraction for the 

virtual system Eq.44 for 𝑥 = 𝑥0. It is possible to 
conserve such constant metric of contraction for 

different values of 𝑥. Let �̂�(𝑥) be the generalized left 

inverse of 𝐵(𝑥), then posing 𝑍(𝑥) =  �̂�(𝑥)𝐵(𝑥0)𝑍0 

and 𝑁(𝑥) = �̂�(𝑥)𝐵(𝑥0)𝑁0  yields 

 
𝐾0 = 𝑍0𝑊0

−1 

(𝐴𝑊0 + 𝐵(𝑥)�̂�(𝑥)𝐵(𝑥0)𝑁0)

+ (𝐴𝑊0 + 𝐵(𝑥)�̂�(𝑥)𝐵(𝑥0)𝑁0)
𝑇

≤ 0,𝑊0 > 0 

𝑊0𝐿
𝑇 = −(𝑀 + 𝐵(𝑥)�̂�(𝑥)𝐵(𝑥0)𝑁0).                Eq.46 

 
which by replacing the terms gives back Eq.45. 

Therefore, then 𝑍(𝑥) =  �̂�(𝑥)𝐵(𝑥0)𝑍0 and 𝑁(𝑥) =
�̂�(𝑥)𝐵(𝑥0)𝑁0 are solutions of the LMI problem, with 

a constant 𝑃0 = 𝑊0
−1. To design this controller, no 

state-dependent LMI is computed. The LMI is 
computed once for the chosen state 𝑥0, for example 
a particular functioning point, and then the control 
action can be deduced from 𝐾0, 𝑁0. 
For the LPRE system, it can be shown that the 

control action 𝑢 = 𝐾0

 𝑞𝑔𝑔0
2

𝑞𝑔𝑔
2 𝑥 +  𝑁0

 𝑞𝑔𝑔0
2

𝑞𝑔𝑔
2 𝜙(𝑦, 𝑡) is a 

contractive controller in the sense of [5]. 
 
4.4. Results 
 
In this subsection, application of contraction theory 
to the model described in section 2.3. and 
reformulated in 3.2. is presented. The model used 
is valid for the range 90% − 150% of the states’ 

nominal value 𝑥0. The different results and graphs 
are given in normalized form. The normalized form 

is 𝑥𝑛𝑜𝑟𝑚 =
𝑥

𝑥0
. This paper focuses on the stability of 

the engine and the provided controller. The scenario 
proposed are computed beforehand, and are 
designed to cover different situations, and highlight 
the limits of controllers. 
 

 
Figure 3: Tracking performances of the states of an LPRE for 

a simple reference using a contracting controller 
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Figure 4: Evolution of the actuators of an LPRE for a simple 

reference using a contracting controller 

To illustrate the tracking performance of the 
controller, a first non-realistic simple trajectory is 
applied to the system. The objective of this 
trajectory is to evaluate the tracking performance of 
the controller. On figure 3, the evolution of both 
mass flows incoming in the GG is represented, as 
well as the main combustion chamber pressure 
evolution. Figure 4 completes the illustration by 
depicting the evolution of the surface actuators 
during the same scenario. 
 
The next illustration of the controller proposed 
makes use of a realistic reference for a maneuver. 
For a typical landing scenario, the returning module 
of the rocket handles three phases [20]. A first re-
entry burn is performed, for the safety of the 
returning module. Due to air friction, it is necessary 
to reduce speed in the first phase of the landing. The 
second phase of the scenario consists in 
atmospheric gliding using the fins of the craft, while 
the rocket engine is kept at a lower thrust value. 
Finally, the final burn drastically reduces speed for 
a safe landing. The challenge of such a scenario 
relies on the amplitude of the changes in the 

 
Figure 5: Evolution of the states during a re-entry scenario 

using a contracting controller 

 
Figure 6: Evolution of the actuators during a re-entry 

scenario using a contracting controller 

trajectory of the states. Figure 5 and 6 represent the  
contracting controller action following such a 
reference. Noise has been added on the chamber 
temperature to represent combustion fluctuations. 
As illustrated on figure 5, the controller provides a 
good precision and speed for the scenario, and the 
actuators' evolution on figure 6 remains feasible. 
The controller's contracting property is illustrated on 
figure 7. In this scenario, the reference is reaching 
the validity limit of the model. Additionally, a noised 
signal has been added on the chamber temperature 
to illustrate uncertainty on the parameter Θ𝑐𝑐. Two 
controllers are proposed to illustrate the behavior. 
First, the contracting controller design provides a 
stable trajectory. The second controller is a PID that 
is designed around the functioning point𝑥0. The 
second controller fails to provide stability to the 
system and the simulation is unable to complete, 
due to divergence of states (see 𝑞𝑐𝑐 on figure 6). In 
this scenario, the contracting controller fulfills its role 
as it manages to maintain the system in the 
contraction region, and thus ensuring the stability of 
the LPRE.  
 

Figure 7: Evolution of the states in an unstable scenario for a 

contracting controller and a PID controller 
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Figure 8: Evolution of the pressure for different initial 

conditions using a contracting controller 

A property of contraction theory is to forget initial 
conditions of a system. On figure 8 are represented  
different initial conditions for a system regulated 
around a nominal trajectory 𝑝𝑐𝑐 = 1). All trajectories 
converge to the same reference trajectory, 
validating the notion of forgetting initial conditions. 
 

 

5. CONCLUSION 
 
This paper summarizes the work performed on the 
stability of an LPRE. Two approaches were 
considered, for fixed-point stability and state-
transition stability. 
Using Port-Hamiltonian systems framework, it is 
possible to reformulate a complex non linear model 
under a form optimized for passivity analysis. Using 
the reformulation, a Hamiltonian function of the 
LPRE has been deduced, additionally proving the 
passivity of the system. The framework also 
enables flexibility in the design, as the addition of 
elements is simplified. As an example, this paper 
provides the addition of actuator dynamics. Port-
Hamiltonian framework opens for new control 
methods and the derived conditions for the passivity 
enables the user to verify the controller proposed.  
Contraction theory is a powerful alternative to 
feedback controller, ensuring the stability of the 
system over a range of trajectories defined by the 
user. The analytical formulation of the controller is 
suitable for embedded systems, and provides good 
performances in terms of speed and precision. 
Moreover, the reference provided by the user is 
subject to optimization, leading to different solutions 
for the problem. 
Future work includes the design of a passivity base 
controller. 
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ANNEX: PORT-HAMILTONIAN FORMULATION 
OF THE LPRE 
 

 

[
 
 
 
 
 
 
 

𝛼𝑞𝐽�̇�

𝐼𝑐𝑐�̇�𝑐𝑐

𝐼𝑔𝑔�̇�𝑔𝑔

𝐼𝑡𝑢𝜅�̇�𝑡𝑢

𝑘𝑝𝑐𝑐�̇�𝑐𝑐

𝑘𝑝𝑔𝑔�̇�𝑔𝑔

𝑘𝑝𝑡𝑢�̇�𝑡𝑢 ]
 
 
 
 
 
 
 

=  [𝐽(𝑋) − 𝑅(𝑋)]

[
 
 
 
 
 
 

𝜔
𝑞𝑐𝑐

𝑞𝑔𝑔

𝑞𝑡𝑢

𝑝𝑐𝑐

𝑝𝑔𝑔

𝑝𝑡𝑢 ]
 
 
 
 
 
 

+

[
 
 
 
 
 
 

0
𝑝𝑒𝑝

𝑝𝑒𝑝

0
0
0
0 ]

 
 
 
 
 
 

 

 

𝐽(𝑋) =  

[
 
 
 
 
 
 
0 −𝜆 −𝜆 0 0 0 𝛼𝑡

𝜆 0 0 0 −1 0 0
𝜆 0 0 0 0 −1 0
0 0 0 0 0 𝜅𝑡𝑢 −𝜅𝑡𝑢

0 1 0 0 0 0 0
0 0 1 −𝜅𝑡𝑢 0 0 0
𝛼𝑡 0 0 𝜅𝑡𝑢 0 0 0

 

]
 
 
 
 
 
 

 

𝑅(𝑋) = 𝑑𝑖𝑎𝑔[𝑅𝜔 𝑅𝑞𝑐𝑐 𝑅𝑞𝑔𝑔 𝑅𝑞𝑡𝑢 𝑅𝑝𝑐𝑐  𝑅𝑝𝑔𝑔 𝛽𝑡] 

 

Where 𝜆 = 𝑏𝑝(𝑞𝑐𝑐 + 𝑞𝑔𝑔). 

Expression of the resistive terms: 

𝑅𝜔 = 𝛼𝑞(𝑏𝑐(𝑞𝑐𝑐 + 𝑞𝑔𝑔) − 𝑐𝑐𝜌𝜔) 

𝑅𝑞𝑐𝑐 = 𝑍𝑒𝑞𝑐𝑐𝑞𝑐𝑐 −
𝑎𝑝

𝜌
(𝑞𝑐𝑐 + 𝑞𝑔𝑔) −

𝑐𝑝𝜌 𝜔2

𝑞𝑐𝑐

 

𝑅𝑞𝑔𝑔 = 𝑍𝑒𝑞𝑔𝑔𝑞𝑔𝑔 −
𝑎𝑝

𝜌
(𝑞𝑐𝑐 + 𝑞𝑔𝑔) −

𝑐𝑝𝜌 𝜔2

𝑞𝑔𝑔

 

𝑅𝑞𝑡𝑢 = 𝜅𝑡𝑢𝑍ℎ𝑔𝑞𝑡𝑢 

𝑅𝑝𝑐𝑐 = 𝑘2𝑐𝑐𝑘𝑝𝑐𝑐 

𝑅𝑝𝑔𝑔 = 0 

𝑅𝑝𝑡𝑢 = 𝛽𝑡 

Expression of the constant scaling terms: 
𝜅𝑡𝑢 = 𝑘2𝑔𝑔𝑘𝑔𝑔 

𝑘𝑝𝑡𝑢 =
𝜅𝑡𝑢

𝑘1𝑡𝑢

 

𝑘𝑝𝑐𝑐 =
1

𝑘1𝑐𝑐 + 𝑘3𝑐𝑐 − Θ𝑐𝑐𝑘4𝑐𝑐

 

𝑘𝑝𝑔𝑔 =
1

𝑘1𝑔𝑔 + 𝑘3𝑔𝑔 − Θ𝑔𝑔𝑘4𝑔𝑔

 

 
Expression of the interconnection terms: 

𝛼𝑞 =
𝑏𝑝𝜌

𝑎𝑐

 

𝛼𝑡 = 𝛼𝑞𝑆𝑇(𝜔)𝑤𝑡𝑢 


