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Abstract. State-of-the-art (SOTA) transformer-based models in the
domains of Natural Language Processing (NLP) and Information
Retrieval (IR) are often characterized by their opacity in terms of
decision-making processes. This limitation has given rise to various tech-
niques for enhancing model interpretability and the emergence of eval-
uation benchmarks aimed at designing more transparent models. These
techniques are primarily focused on developing interpretable models with
the explicit aim of shedding light on the rationales behind their predic-
tions. Concurrently, evaluation benchmarks seek to assess the quality
of these rationales provided by the models. Despite the availability of
numerous resources for using these techniques and benchmarks indepen-
dently, their seamless integration remains a non-trivial task. In response
to this challenge, this work introduces an end-to-end toolkit that inte-
grates the most common techniques and evaluation approaches for inter-
pretability. Our toolkit offers user-friendly resources facilitating fast and
robust evaluations.
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1 Introduction

The rapid evolution of neural models in Natural Language Processing (NLP)
and Information Retrieval (IR) has yielded exceptional performance on vari-
ous benchmarks [11,18]. However, the high performance achieved often obfus-
cates the inner workings of these models, reducing their interpretability [12].
Consequently, the field of eXplainable Artificial Intelligence (XAI) has garnered
increased attention within the AI community, aiming to enhance approaches for
elucidating the decision-making processes of these models [3,5].

Particularly, in the context of transformers-based models for NLP [10,14] and
IR [2,8], different efforts have emerged towards explaining model predictions at
different granularity levels. Most common approaches focus on local explana-
tions, which seek to clarify the reasons behind a single input’s prediction, while
less common approaches for global explanations aim to explain predictions for
general input. Moreover, while there are different approaches to understanding
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what makes a model interpretable, we specifically focus on the use of local ratio-
nales, following recent work [4,6,9]. These rationales are subsets of the input
elements (words, phrases, or sentences) that explain a prediction [17].

The rationale-based XAI techniques are fundamentally focused on elucidating
the “why” behind a model’s specific output. A step forward in this research line
seeks to evaluate the “quality” of the explanations found by these methods in
order to compare them. However, as a novel field, there is little agreement on how
this evaluation should be performed; consequently, comprehensive benchmarks
such as ERASER have emerged [4].

Various programming frameworks and libraries have been developed to facil-
itate the implementation of these XAI techniques, including well-known tools
such as LIME [13], Captum1, ELI52, Shap [15], and others. Similarly, evaluation
resources, like the ERASER benchmark, are readily accessible online. However,
integrating the evaluation of XAI techniques with predefined benchmarks is a
challenging task. For a regular user, the integration of both frameworks can be a
limiting factor and a reason to avoid adopting benchmark evaluation as a good
practice to evaluate their models. Moreover, as the number of freely available
pre-trained models and datasets increases, using hubs such as HuggingFace has
become an important source to explore and enhance new approaches. However,
the available tools are limited to a fixed list of models and datasets, and inte-
grating HuggingFace resources is not straightforward.

To address these challenges, we present eval-rationales, an end-to-end toolkit
that integrates local XAI techniques from different libraries with the ERASER
evaluation benchmark. Our toolkit can also integrate transformers-based models
and datasets from the HuggingFace hub, thus facilitating the integration of state-
of-the-art models for evaluation and exploration. Our toolkit integrates the main
functions of the Captum, LIME, and ERASER libraries, and we abstract all the
integration processes of the mentioned frameworks to compute the rationales
prediction and evaluation. The user is only required to input a Transformers
model, a Dataset, and an XAI technique. As a final output, the user obtains
detailed metrics for their inputs, reflecting the quality of their model. Further-
more, we have empowered this toolkit with classical functions such as highlighted
visualization for each input.

2 The eval-rationales Toolkit

The presented end-to-end toolkit provides a robust set of rationale-based metrics,
enabling researchers and practitioners to evaluate the quality of explanations
generated by transformers-based models on evaluation datasets. Specifically, our
toolkit consists of two interconnected modules: i) the prediction rationales mod-
ule, responsible for predicting rationales from model inputs using various XAI
techniques, and ii) the metrics module, which computes the quality metrics based
on these predicted rationales (see Fig. 1).
1 https://captum.ai/.
2 https://eli5.readthedocs.io/en/latest/.
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Fig. 1. The eval-explanation toolkit consists of two modules: prediction rationales, and
metrics. The output is a file json file containing the computed metrics.

The prediction rationales module of our toolkit takes as input three elements:
a model, an evaluation dataset, and an XAI technique. Our contribution is tai-
lored to assess models primarily oriented toward sequence classification tasks,
specifically focusing on binary classification models and datasets. To foster inte-
gration with the latest developments in NLP and IR, we have adapted our toolkit
to support models based on the HuggingFace library, which can be seamlessly
imported from the online repository or utilized from local storage. Regarding
the XAI techniques, our toolkit includes attention-based methods [1,16], LIME
[13], and gradient-based [7] approaches, mainly based on the Captum library.
Additionally, we have included a Random method, which serves as a baseline,
following the methodology proposed in previous work [4].

The metrics module leverages rationale-based metrics following the ERASER
benchmark. Specifically, we compute two essential metrics: comprehensiveness
and sufficiency. Comprehensiveness evaluates whether the predicted rationales
include all the features necessary to make a prediction. Sufficiency assesses
whether the extracted rationales contain enough signal to make an informed deci-
sion. Additionally, we provide the Area Over the Perturbation Curve (AOPC),
originally proposed by ERASER, to further gauge the quality of explanations.

Furthermore, when the evaluation dataset includes golden rationales, we com-
pute metrics at a token-level for accuracy, recall, and F1 score. These metrics
are stored in a JSON file for easy access and manipulation by users.

In the following section, we demonstrate the utility and versatility of our
evaluation toolkit through a case study involving two different datasets.

3 Case Study

Let us consider a hypothetical scenario where a user implements and trains a
transformer-based model for enhanced interpretability using the Hugging Face
library. This user’s main objective is to assess the quality of the model’s ratio-
nales predictions evaluated against the ERASER benchmark with Movie Ratio-
nales3 and MIMIC IV4 datasets. This evaluation process involves implementing
3 https://huggingface.co/datasets/movie_rationales.
4 https://physionet.org/content/mimiciv/0.4/.
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Fig. 2. (a) eval-rationales running on a fresh JupyterLab noteebok. This code includes
installation and running two XAI techniques for a given model. (b) Sample results for
Movie Rationales and MIMIC IV datasets.

Captum library code for rationale prediction and adapting the ERASER evalu-
ation code, typically requiring significant coding effort.

In contrast, our toolkit provides a concise one-line command that seamlessly
integrates the user’s trained model into the end-to-end toolkit. By reducing
the coding workload associated with rationale generation and evaluation, our
toolkit empowers researchers to focus on refining the core model. It is developed
on Python and tailored to the prevailing framework, Hugging Face, preferred
by NLP and IR practitioners. Once installed, one can simply run the evaluation
with a single-line command or use it as a library in a given script. Figure 2
presents an example of installation and usage of the toolkit, and a sample of
our experiment results for this case study. The eval-rationales toolkit is freely
available on GitHub5, where detailed instructions are given and a video demo6.

4 Conclusion and Future Work

This paper introduces an end-to-end toolkit to simplify the evaluation of pre-
dicted rationales generated by interpretable models. Our toolkit offers seamless
integration with HuggingFace models, Datasets, and the ERASER benchmark,
mitigating the challenges of integrating these distinct frameworks. This tool can
benefit researchers and practitioners, significantly simplifying the model eval-
uation process. We plan to broaden the toolkit’s adaptability with more XAI
techniques tailored to textual-based transformer models. We also aim to inte-
grate innovations and resources from the interpretability domain into ERASER
benchmark and evaluation metrics.

5 https://github.com/khalilmaachou/eval-rationales.
6 https://youtu.be/3M1MJPhmMQE.
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