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Abstract. This paper introduces a new hybrid descriptor for 3D point
matching and point cloud registration, combining local geometrical prop-
erties and learning-based feature propagation for each point’s neighbor-
hood structure description. The proposed architecture first extracts prior
geometrical information by computing each point’s planarity, anisotropy,
and omnivariance using a Principal Components Analysis (PCA). This
prior information is completed by a descriptor based on the normal vec-
tors estimated thanks to constructing a neighborhood based on triangles.
The final geometrical descriptor is propagated between the points using
local graph convolutions and attention mechanisms. The new feature ex-
tractor is evaluated on ModelNet40, Bunny Stanford dataset, KITTI and
MVP (Multi-View Partial)-RG for point cloud registration and shows in-
teresting results, particularly on noisy and low overlapping point clouds.
The code will be released after publication.

Keywords: Geometric registration · Point cloud learning · Feature ex-
traction · Pose estimation

1 Introduction

The recent development of new generations of three-dimensional sensors, such
as LIDAR and Kinect, offers many applications in computer vision, robotics, 3D
printing, graphics, etc. Unlike traditional visual sensors (cameras), these sensors
provide a 3D representation of the observed scene in the form of a 3D point
set called a point cloud, providing important cues for analyzing objects and en-
vironments [8, 26]. These technological advances have enabled us to overcome
the recurrent problem of directly estimating scene depth that characterizes tra-
ditional visual sensors. The field of view of 3D sensors is relatively limited in
many applications, such as robotic navigation, autonomous vehicles, and ma-
nipulation tasks. As a result, several scientific questions have emerged relating
to 3D reconstruction [35], mapping [10], object or scene recognition [28], pose
estimation [1], medical imaging [2], etc. Nevertheless, 3D point registration, also
known as scan matching or point cloud alignment, is undoubtedly the problem
that has received the most interest from the robotics, graphics, and computer
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vision communities [19]. A typical registration problem involves aligning two
or more point clouds in a three-dimensional coordinate system acquired from
different viewpoints into a unified coordinate system. This means finding the
optimal spatial transformation (rotation, translation, and potentially scale) that
aligns the given point clouds. The registration problem can be tackled from the
optimization angle, opening the way to so-called iterative methods. Most of the
existing registration methods are formulated by minimizing a geometric projec-
tion error through two processes: correspondence searching and transformation
estimation, which are repeated until convergence is reached; this is the case in
the two most used registration methods, ICP (Iterative Closest Point) [4] and
RANSAC for instance. For a long time, these methods were the benchmark in
point cloud registration, thanks to their efficiency and simplicity of implementa-
tion. However, their performances can deteriorate under unfavorable conditions,
often leading them to converge on a local minimum due to non-convexity.

To overcome these limitations, features-based methods attempt to extract
locally significant and robust geometric descriptors. These descriptors can be
either local (extracted from the interesting part of the point cloud) [42], global
(generated by encoding the geometric information of the whole point cloud) [48]
or hybrid, combining local and global descriptors) [3]. Each descriptor has ad-
vantages and disadvantages, depending on the point clouds to be aligned, but
none is precise, robust, and versatile.

2 Related Work and Contributions

The emergence of deep learning across multiple disciplines has likewise enhanced
3D registration techniques in several aspects. Among the contributions of deep
learning, the development of learned descriptors has brought significant progress
in point cloud registration [5]. The feature learning approach, PRNET [37], is
designed to extract features invariant to rigid transformations, addressing the
unordered nature of point clouds and leveraging local surface characteristics.
Similarly, R-PointHop [13] extracts the descriptors by utilizing various neigh-
borhood sizes facilitated by a Local Reference Frame (LRF) established for each
point through its nearest neighbors. To achieve rotation invariance, 3DSmooth-
Net [9] projects a voxelized smoothed density value representation to the LRF
before feeding it to 3D CNNs. These approaches have demonstrated promising
outcomes on geometric registration benchmarks. However, transforming points
to voxels can incur substantial computational expenses, particularly with dense
point clouds. Besides, PointNet [20] processes the point cloud by mapping it into
a learned canonical space and employing a symmetric function to ensure the
output remains unaffected by the input points’ order. The popular DGCNN [38]
method enhances local property captured between points by implementing suc-
cessive convolutional layers. It constructs input graphs based on each point’s K
Nearest Neighbors that are dynamically refreshed at each layer.

Likewise, learning hybrid descriptors (combining local and global informa-
tion) is possible. Recent approaches incorporate local and global features into
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a transformer module, as in DCP [36]. These models enhance traditional trans-
formers by integrating additional geometric information, including pairwise dis-
tances and triplet angles, as exemplified by GeoTransformer [21].

RoCNet++ [30] investigated a new descriptor that encodes the local geomet-
ric properties of the surface, i.e., each point is characterized by all the triangles
formed by itself and its nearest neighbors. Casspr [40]investigated cross-attention
transformers fusing point-wise and sparse voxel features to capture information
at low and fine resolutions. Soe-net [41] introduced the PointOE module to cap-
ture local structures by analyzing patterns from multiple spatial orientations.

In this paper, we present a new hybrid descriptor LoGDesc for point cloud
registration, exploiting geometric properties given the very local structure of the
points and enhancing their robustness to noise by feeding them to learning mod-
ules. The first main contribution is using the normals to the planes containing
the triangles formed by each point and its nearest neighbors to estimate a single
normal vector on each point by weighting each normal’s support by the triangle
area’s function. Secondly, a local PCA (Principal Component Analysis) allows
computing a Local Reference Frame (LRF), the anisotropy (A), the omnivari-
ance (O), and the planarity (P ) for each point. The last three functions complete
the 3D coordinates to make a robust first vector of features. Then, the previously
estimated normals are projected in the LRFs to ensure rotation-invariant descrip-
tors. Finally, the information in each point descriptor is propagated locally to
globally thanks to KNN -based graphs followed by a self-attention mechanism.

3 Problem Statement and Proposed Method

3.1 Problem Statement

Let us define two point clouds X and Y such that X = {x1, ...,xi, ...,xM} ⊂
R3×M and Y = {y1, ...,yj , ...,yN} ⊂ R3×N , where each xi and yj are the 3D
coordinates of the ith and jth points in the source and destination point clouds,
respectively. Suppose the two point clouds are at least partially overlapping, i.e.,
there are C pairs of matches between X and Y , forming two sets of matches
X̄ ⊂ R3×C and Ȳ ⊂ R3×C , where C ≤ min(M,N).

The purpose of point cloud registration is to estimate the rigid transformation

matrix TXY =

[
Rxy txy
01×3 1

]
which minimizes the Euclidean distance between X̄

and the transformed Ȳ :

Rxy, txy = argmin
R∗

xy,t∗xy

(
d
(
X̄,R∗XY Ȳ + t∗xy

))
(1)

with R∗xy ∈ SO(3) being all admissible 3× 3 matrices, t∗xy ∈ R3 all admissible
3D vectors and d the Euclidean distance between the two sets of paired points
which can be formulated by: d

(
X̄,R∗XY Ȳ + t∗xy

)
=

∑C
c=1 ∥(xc −R∗xy · yc +

t∗xy)∥2.
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3.2 Registration overall architecture

The hybrid feature extractor proposed in this paper is assessed in the point cloud
registration challenge by integrating it in an architecture inspired by the state-
of-the-art methods: [31, 30, 27], as depicted in Figure 1. The overall architecture
is described in the following subsections.

Inter Set 
Propagation

FSR 
Module

LoGDesc Attention 
Mechanism

Point 
Matching

Input Point 
Clouds

Local Geometric 
features

Intra Set 
Propagation

Local Geometric 
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Intra Set 
Propagation

Sinkhorn
Iterations 

Fig. 1. Summary of the point cloud registration method.

Feature extraction The first step of the algorithm is to extract the feature
vectors f i ∈ Rd and hi ∈ Rd for each source and target point, respectively.
This is a crucial step in learning point cloud registration methods since the ac-
curacy of the estimated rigid transformation explicitly depends on the accuracy
of the matching process, which in turn depends on the similarity between the
corresponding pairs of points from the two point clouds. To this end, we pro-
pose a new descriptor called LoGDesc. The main principle of LoGDesc is to use
local geometric properties to capture the patterns of the local structure of each
point and to learn to propagate this local information globally within each point
cloud using attention mechanisms. The section 3.3 details the proposed feature
extraction and aggregation.

Normal encoder attention mechanism Once the features are extracted us-
ing LoGDesc, we propose propagating their information within each point cloud
and between the two point clouds using a geometric transformer. This allows
the algorithm to learn an inter-sets contextual understanding of these features.
To do so, we propose to adapt the normal encoder transformer reported in RoC-
Net [31] which enhances the feature vectors by successive self-attention and
cross-attention layers [34] to get the final features f̃ i ∈ Rd and h̃i ∈ Rd. As
vanilla transformers used in 3D point clouds may omit geometric structure en-
coding, authors proposed to feed the transformer with transformation-invariant
geometric information. To this aim, for each point, the relative orientation of its
surface normal and all the other points of the same set is encoded thanks to si-
nusoidal functions inspired by the positional encoding from [34] and [21]. Noting
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ni the surface normal estimated on the position xi, the geometric information
between each pair of points is embedded in a vector ri,j ∈ Rd as follows:

r2p
i,j = sin

(
∠(ni,nj)

σ × u2p/d

)
, r2p+1

i,j = cos

(
∠(ni,nj)

σ × u2p/d

)
(2)

where p is the dimension index in ri,j , σ = 15×π
180 is a normalization coefficient to

limit the sensitivity of normals orientation, and u a constant empirically defined
as 10000. The embedding ri,j is used in the self-attention scores computation
next to point features vectors, as detailed in [31].

Matching module Once the final features f̃ i ∈ Rd and h̃i ∈ Rd built, pair-
wise correspondences must be estimated between the two point clouds. To this
aim, a similarity matrix S ∈ RM×N is obtained by a dot product between the
feature vectors, with:

Si,j =
〈
f̃ i, h̃j

〉
with 1 ≤ i ≤M, 1 ≤ j ≤ N (3)

This last matrix is incrementally optimized by a differentiable transport al-
gorithm [29]. Collecting the mutual best scores along each row and each column
from the final score matrix S̃ ∈ RM×N allows constructing a binary assignment
between the point clouds [27].

Transformation estimation The final step of the algorithm is the rigid trans-
formation estimation, which can be computed using a simple Singular Values De-
composition (SVD) of the matched points covariance matrix or by a RANSAC.
In this paper, to compare LoGDesc performance with the state-of-the-art meth-
ods, we use the farthest sampling-guided registration (FSR) module introduced
in RoCNet++ [30] as our pose estimator, its pseudocode is detailed in the pseu-
docode 1. This is mainly motivated by the fact that it offers a good compromise
between robustness to noise and computation cost [30]. Besides this, to highlight
that the proposed feature contributes to the accuracy independently of the pose
estimator used, we also compute the rigid transformation using FGR [48] and
RANSAC [6], both with their version based on feature matching (i.e., without
using the matching module 3.2). We conduct this experiment on the challenging
MVP-RG [18] dataset and report the results on Table 6.
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Fig. 2. Overview of the proposed geometrical descriptor. KNN of each point are col-
lected to build local sub-samples. A PCA is applied on these subsamples to extract
geometric properties P, A and O, build the LRF and compute the normal of each point
(left). Once the geometric feature vectors built, they are fed into a learning module for
convolution and attention features aggregation (right)

3.3 Proposed Method

Algorithm 1: Pseudo-code of the FSR module
Input N : Number of iterations, k: Number of sampled points, τ : Inlier threshold, X̄, Ȳ :
Paired source and target point clouds

Output T # Estimated transformation matrix [4,4]

T̂ = zeros(4,4) # Initialization with 4x4 null matrix
T̂ [3, 3]← 1.0 # Set the last cell value
best← 0 # Initialize the best number of inliers
for i = 1 to N do

ind = FPS(X̄, k) # [k, 1], Farthest points indices
X̃ = X̄[ind, :] # [k, 3], Farthest source points gathering
Ỹ = Ȳ [ind, :] # [k, 3], Farthest target points gathering
x̃m = mean(X̃, axis = 0) # [1, 3], Source points centroid
ỹm = mean(Ỹ , axis = 0) # [1, 3], Target points centroid
X̃c ← X̃ − x̃m # Center source points
Ỹ c ← Ỹ − ỹm # Center target points

[U ,S,V ]← SVD(X̃
T
c · Ỹ c) # SVD of the covariance matrix

R← U · V T # Compute rotation matrix
t← ỹm −R · x̃m # Compute translation vector
T̂ [0 : 3, 0 : 3]← R # Set rotation part
T̂ [0 : 3, 3]← t # Set translation part
X̄y ← Apply_transform(X̄, T̂ ) # Transform source points
ni ← 0 # Reset the inlier count for this iteration
for j = 1 to length(X̄y) do

d← ∥X̄y [j, :]− Ȳ [j, :]∥ # Pairwise Euclidean distance
if d < τ then

ni ← ni + 1 # Count as inlier if within threshold
end

end
if ni > best then

best← ni # Update best inliers number
T ← T̂ # Update best transformation

end
end
Return T # Best transformation matrix [4,4]
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Geometric features using the 3D covariance matrix First, inspired by [43],
the local structure of each point xi is described using the three scalar values:
the anisotropy Ai, the planarity Pi and the omnivariance Oi. These functions
are extracted from the 3D covariance matrix Σi of the k nearest neighbors of xi

by applying an eigenvalue decomposition on Σi to get λ1
i ≥ λ2

i ≥ λ3
i . Then, Ai,

Pi and Oi are given by:

Ai =
λ1
i − λ3

i

λ1
i

, Pi =
λ2
i − λ3

i

λ1
i

, and Oi =
(
λ1
i · λ2

i · λ3
i

)1/3 (4)

Besides this, the eigenvectors ui,vi and wi associated to λ1
i , λ2

i and λ3
i

respectively are used to build a Local Reference Frame (LRF) for each point by
stacking them as column vectors in a matrix Rlrf

i ∈ R3×3. The latter is used to
project the estimated normal vectors detailed in the Section above (3.3)

Normal estimation using local triangles Inspired by the umbrella surface
representation [22], we compute the surface normal vector of each point using
the k − 1 triangles formed by its k nearest neighbors. To do so, the normal zj

to the plan containing each triangle j is computed using a simple cross product
between its two edges. The final normal vector ni associated to the point xi is
computed by a weighted sum of the k − 1 triangle normals:

ni =

k−1∑
j=1

(
ωjzj

)
(5)

where the weights ωj are the result of a SoftMax operation over the areas of each
triangle to give a bigger contribution for the largest triangles and reduce the
smallest triangles contribution since experiments showed they are more sensitive
to the presence of noise.

Local-to-global feature aggregation Once the geometrical properties Ai,
Pi and Oi and the normal ni are estimated for each single point, we propose to
construct an initial descriptor vector f0

i by concatenating the 3D coordinates of
each xi and its associated Ai, Pi and Oi:

f0
i =

[
xi,Ai,Pi,Oi

]
,f0

i ∈ R6 (6)

Inspired by [38], we propose to propagate this local information by comparing
it to the feature vectors of the k nearest neighbors of xi to get a new intermediate
geometrical descriptor:

f1
i =

[
∆1

i , ...,∆
k
i

]
,f1

i ∈ Rk×12 (7)

where ∆j
i is the vector capturing the information between xi, and its jth neigh-

bour. It is obtained by the following:

∆j
i =

[
f0
i , (f

0
j − f0

j )] , ∆
j
i ∈ R1×12 (8)
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To better exploit the very local structure around each point, the normal
vectors ni complete the last vector and get the final geometrical descriptor f2

i .
To do so, we propose to collect the normals of the same knn and project them in
the LRF estimated previously. The projected normal of the jth neighbour noted
nlrf

j is thus obtained by the following:

nlrf
j = Rlrf

i · nj (9)

The projected vectors of the knn are then stacked, resulting in a new vector
fn
i ∈ Rk×3. The final descriptor f2

i is the concatenation of fn
i and f1

i :

f2
i =

[
f1
i ,f

n
i

]
,f2

i ∈ Rk×15 (10)

The so-obtained descriptor encodes the variation of anisotropy, planarity, and
omnivariance between the point and its neighbors, as well as the variation of the
normals. The same procedure is repeated for each point from the source and
the target point clouds. To improve the robustness of the points representation,
the features are fed to successive learning modules. Inside each point cloud, all
the points and their knn form a graph feature tensor RN×k×15 which is fed into
a CNN composed of three successive 2D convolutions with 1 × 1 kernel size to
increase the features dimension from 15 to d resulting in a new feature ten-
sor RN×k×d. Each layer is followed by a group normalisation operation and a
ReLU activation function to get updated features f cnn

i ∈ Rk×d for each point.
A MaxPool operation over the k neighbours is applied to obtain a single di-
mensional features vector fmp

i = MaxPool(f cnn
i ) ∈ Rd. Finally, to propagate

a global intra-point cloud representation for the two input sets, a self-attention
mechanism is introduced. It contains three layers incorporating the 3D rotatory
position encoding from [17] and [32] to build an efficient and translation-invariant
representation within the self-attention module. This is achieved by rotating the
descriptor of each point with a matrix Rsa ∈ Rd×d defined as detailed below:

Rsa = Diag
[
R1,R2, . . . ,Rd/6

]
where each Rj is a R6×6 matrix defined as follows:

Rj =


cosxθj − sinxθj 0 0 0 0
sinxθj cosxθj 0 0 0 0

0 0 cos yθj − sin yθj 0 0
0 0 sin yθj cos yθj 0 0
0 0 0 0 cos zθj − sin zθj
0 0 0 0 sin zθj cos zθj

 (11)

where x, y and z are the spatial coordinates of the point xi and θj is the em-
bedding associated to the jth dimension given by θj = 1/

(
100006(j−1)/d

)
. The

final feature vector is then updated thanks to the following equations:

fmp
i ← fmp

i +MLP
[
RsaWQfmp

i ,

M∑
j=1

αij

(
RsaWV fmp

j

)]
(12)
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with [·, ·] is the concatenation operation, j covering all the points contained in
the source point cloud X ∈ RM×3, and:

αij = softmax
j

(
(RsaWQfmp

i )(RsaWKfmp
j )T

√
d

)
(13)

where WQ ∈ Rd×d, WK ∈ Rd×d and WV ∈ Rd×d are the learned projection
matrices for the query, the key and the value points in the attention message
passing. The exact same operations are applied for all the points yi from the
target point cloud Y ∈ RN×3. The final descriptor of each source point xi ∈X
will be referred to as f i ∈ Rd. At the same time, we call hi ∈ Rd, the final
descriptor of each target point yi ∈ Y . We then follow the algorithm described
in Section 3.2 for point matching, and we adopt the Farthest Sampling-guided
Registration [30] for the rigid transformation estimation.

4 EXPERIMENTS

The method is implemented in PyTorch and trained on a Nvidia Tesla V100-
32G GPU using the Adam optimiser [14] with a learning rate of 10−4 for 100
epochs for the ModelNet40 dataset and 200 epochs for the MVP-RG dataset.
A number of k = 30 nearest neighbors are used to construct the local triangles
and graphs, while the feature dimension d is set to 132. The kernel size of all the
convolutions is set to 1 × 1, and the GroupNorm operations are followed by a
ReLU activation function. The output features of the CNN fmp

i ∈ R132 are fed
into 4 self-attention layers. For the LRF and the geometric features A, P and
O estimation, we collect a maximum of 128 neighbors and keep only those that
are less than r = 0.3 away from the point on which the PCA is applied.

4.1 Datasets

To evaluate LoGDesc performances, we first test it on the synthetic ModelNet40
dataset [39]. This last proposes 9,843 point clouds for training and 2,468 for
testing, containing 2048 points sampled from CAD models. As in [37], the target
point clouds are created by randomly rotating each set by an angle between 0
and 45 degrees and translating them by a displacement between −0.5 and 0.5
along each axis. This is followed by a random permutation of the points before
1024 points are selected for each object as input. Besides this, we follow [37] and
test the robustness to noise and to outliers of LoGDesc, first, by adding a Gaus-
sian noise sampled from N (0, 0.01) and clipped to [0.05, 0.05] to each point.
Finally, occlusions are simulated by selecting the 768 nearest neighbors from the
source and the target point clouds of a random point in space. For a second
time, we propose to follow [13] and assess the ability of LoGDesc to generalize
to unseen objects and real point clouds by testing the model trained on Model-
Net using the 10 range scanner point clouds from Stanford Bunny dataset [33].
The root mean squared error (RMSE) and mean absolute error (MAE) between
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ground truth values and estimated values for rotation and translation are re-
ported in the following section for registration evaluation. At the same time,
precision (P), accuracy (A), and recall (R) are used to analyze the estimation
of point correspondence. Finally, we assess our method on MVP (Multi-View
Partial)-RG dataset [18], which contains 7600 partial point clouds represent-
ing 16 different objects categories generated by virtual cameras from diverse
viewpoints leading to inconsistent local point densities and thus making this
dataset extremely challenging. We perform the exact same study than [18] by
splitting the dataset into 6400 training samples and 1200 testing samples and
using the same metrics: isotropic rotation errors LR, translation errors Lt, and
the root mean square error LRMSE . We propose to recreate the USIP [15] and
MDGAT [27] experiments on KITTI where 256 keypoints are used for registra-
tion to address the computational cost of our method on large point clouds, as
noted in the paper’s conclusion. We follow the same training, testing procedures,
and metrics as MDGAT (Failure Rate FR and the Inlier Ratio IR ).

Finally, we aim to explore another potential application of LoGDesc, i.e.,
medicine as outlined by [11] dealing with knee arthroplasty surgery. Specifically,
we plan to evaluate the model trained on ModelNet40 using a set of point clouds
representing a human femur. This dataset includes point clouds captured with a
12 MPx TrueDepth smartphone camera and a Kinect containing approximately
10, 000 points. Additionally, we will randomly sample 5, 000 points from the
CAD model to generate an input point cloud for the model. For evaluation,
2, 048 points will be randomly sampled from the initial point clouds, following
the same procedure as ModelNet40 to simulate partial overlap and noisy input.

4.2 Results

In the matching challenge, Table 1 shows that LoGDesc outperforms the state-
the-art descriptors DGCNN [38], FPFH [24] and the triangle-based descrip-
tor [30] in all the metrics on the noisy point clouds, thus demonstrating the
robustness of the proposed method to noise. Concerning the transformation es-
timation, experiments show that the good results in the matching challenge
highlighted previously are reflected in the estimation of the rigid transformation
as shown in Tables 2 and 3. Indeed, LoGDesc outperforms all tested methods in
three of the four metrics when applied to occlusion-free point clouds, is second in
translation RMSE behind R-PointHop [13], and is first in all metrics on partially
overlapping point clouds, ex-œquo with RoCNet++ in translation, both meth-
ods outperforming the second best (RoCNet [31] and GeoTransformer [21]) by
50% in RMSE and by 67% in MAE. On this challenging case of noisy partially
overlapping point clouds, we also report in Table 4 the results under the rela-
tive rotation LR and relative translation Lt errors and the RMSE on the rigid
transformation LRMSE metrics, as proposed in [46]. Table 4 confirms the strong
performances seen in the previous table, since it matches the best performance
in Lt and LRMSE while ranking second in LR. Our method shows an interest-
ing generalization ability since the model trained on ModelNet40 achieved, on
the Stanford Bunny dataset, the best result in the RMSE(t), the second in the
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MAE(R) while being third in RMSE(R) right behind RoCNet (with a 2% gap)
and fourth in the MAE(t) as shown in Table 5.

Table 1. Matching performances on ModelNet40 with noisy and partially overlapping
point clouds

Descriptor P(↑) A(↑) R(↑)
FPFH [23] 72.1 71.0 71.2
DGCNN [38] 85.8 85.9 85.5
RoCNet++ [30] 89.4 89.4 89.2
Ours 92.0 92.1 91.9

Moreover, Table 6 highlights that our method can handle very challenging
configurations with varying local densities, low overlapping point clouds, and
unrestricted rotations [0◦, 360◦] since it outperforms the other methods in all the
used metrics by a 55% relative gap at least. The last two rows of the same Table
also highlight that LoGDesc can perform well when combined with other pose
estimators than FSR since the registration performances still make our method
the best in three metrics when the matching process detailed in Section 3.2
is skipped. The transformation is estimated using RANSAC or FGR based on
feature matching. Table 7 indicates strong abilities of LoGDesc to handle low
overlapping and real world sources data (i.e Lidar) which may be corrupted
with sensor noise, since it comes first for FR and second for IR on the KITTI
keypoints registration.

An additional experiment was carried out using real data from a human
femur as described in section 4.1. Figure 4 shows a sample of the registration
results. The results indicate that LoGDesc can effectively generalise to unseen
and real data, provided that the desired transformation matrix is within the
range seen during training. The performance of LoGDesc is promising, especially
given its ability to generalise to other data, especially in certain applications
where annotated data is difficult to obtain, such as medical applications like
neurosurgery and orthopaedics.

4.3 Ablation Study

To highlight the impact of using the geometric properties proposed in LoGDesc,
an ablation study is proposed here under noisy, partially overlapping point clouds
from ModelNet40. In Table 8, different versions of LoGDesc are tested by remov-
ing each geometric variable -A,P, O and the normals (N) - one by one, leaving
the rest of the architecture unchanged. The results show that each variable has
its contribution to the descriptor performance, with in particular the removal of
A, O, and P leading to a 7% drop in matching metrics.
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Table 2. Performances on noisy and fully overlapping data from ModelNet40.

Method RMSE(R) MAE(R) RMSE(t) MAE(t)
DCP-V2 [36] 8.417 5.685 0.03183 0.02337
PRNET [37] 3.218 1.446 0.11178 0.00837
R-PointHop [13] 2.780 0.980 0.00087 0.00375
VRNet [47] 2.558 1.016 0.00570 0.00289
GeoTransf [21] 0.692 0.267 0.00519 0.00200
RoCNet [31] 1.920 0.555 0.00260 0.00180
RoCNet++ [30] 1.004 0.249 0.00133 0.00092
Ours 0.618 0.187 0.00121 0.00089

Table 3. Performances on noisy and partially overlapping data from ModelNet40.

Method RMSE(R) MAE(R) RMSE(t) MAE(t)
DCP-V2 [36] 6.883 4.534 0.028 0.021
PRNET [37] 4.323 2.051 0.017 0.012
VRNet [47] 3.615 1.637 0.010 0.006
GeoTransf [21] 0.915 0.386 0.007 0.003
RoCNet [31] 1.810 0.620 0.004 0.003
RoCNet++ [30] 1.278 0.318 0.002 0.001
Ours 0.774 0.266 0.002 0.001

Table 4. Performances on noisy and partial data from ModelNet40 using the metrics
from [46]

PRNet [37] DCP [36] Predator [12] GMCNet [18] RIGA [46] Ours
LR 4.37◦ 9.33◦ 3.33◦ 0.94◦ 1.15◦ 0.95◦

Lt 0.034 0.070 0.018 0.007 0.006 0.006
LRMSE 0.045 0.018 0.025 0.008 0.009 0.008

Table 5. Performances on the Bunny Stanford dataset

Method RMSE(R) MAE(R) RMSE(t) MAE(t)
FGR [48] 1.99 1.49 0.1993 0.1658
DCP [36] 6.44 4.78 0.0406 0.0374
R-PointHop [13] 1.49 1.09 0.0361 0.0269
RoCNet [31] 0.99 0.83 0.0338 0.0288
RoCNet++ [30] 0.91 0.50 0.0316 0.0301
Ours 1.01 0.73 0.0272 0.0310
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Table 6. Performances on Multi-View Partial virtual scan ReGistration (MVP-RG).
The indication (†) indicates a pose estimation based on LoGDesc features matching,
without the matching module 3.2

Method LR Lt LRMSE

IDAM [16] 24.35◦ 0.280 0.344
RGM [7] 41.27◦ 0.425 0.583
DCP [36] 30.37◦ 0.273 0.634
Predator [12] 10.58◦ 0.067 0.125
RPMNet [44] 22.20◦ 0.174 0.327
GMCNet [18] 16.57◦ 0.174 0.246
Ours 7.33◦ 0.043 0.099
Ours(†) - RANSAC (1k) 6.64◦ 0.053 0.082
Ours(†) - FGR 9.08◦ 0.061 0.099

Table 7. Registration performance on KITTI using 256 USIP keypoints.

Metric FPFH
[23]

SHOT
[28]

3DFeatNet
[45]

USIP
[15]

DCP
[36]

MDGAT+
SuperGlue

[27, 25]

MDGAT
[27] Ours

FR 8.37 5.40 1.55 1.41 4.01 0.58 0.67 0.52
IR 18.77 18.21 22.48 32.20 35.37 36.19 42.23 37.7
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Fig. 3. Performed registrations on ModelNet40 (top) and MVP-RG (bottom).
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Fig. 4. Performed registrations on a 3D printed femur.

Table 8. Matching performances on noisy data (ModelNet40 )

Metric w/o A,O,P w/o A w/o O w/o P w/o N Ours
P(↑) 85.2 88.7 91.6 88.8 91.6 92.0
A(↑) 85.4 88.8 91.7 89.0 91.7 92.1
R(↑) 85.0 88.4 91.5 88.7 91.5 91.9

5 CONCLUSION

This paper presented a new robust descriptor called LoGDesc and a deep learning
architecture for point cloud registration. This descriptor exploits local and global
geometric properties of 3D points and machine learning techniques for robust
feature extraction and point matching. By aggregating local geometric informa-
tion such as flatness, anisotropy, and omnivariance, as well as features learned
through graph convolutions and attention mechanisms, LoGDesc demonstrates
superior performance, especially in handling noisy point clouds and challeng-
ing registration scenarios where most methods in the literature show limitations
in terms of robustness and precision. An evaluation of our method was carried
out on the ModelNet40, Stanford Bunny, MVP-RG and KITTI datasets, high-
lighting the effectiveness and robustness of LoGDesc, which surpasses the most
advanced and recent methods in the literature, especially on noisy data.

For future work, we plan to extend our method to other robotics tasks such
as object recognition, visual servoing, and 6 DoF multi-object pose estimation.
We will also focus on improving the scalability of LoGDesc to handle larger cloud
points, which currently pose a computational problem due to the use of attention
mechanisms in the pipeline using, for instance, the superpoints concept.
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