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ABSTRACT

This paper introduces BWSNet, a model that can be
trained from raw human judgements obtained through a Best-
Worst scaling (BWS) experiment. It maps sound samples
into an embedded space that represents the perception of a
studied attribute. To this end, we propose a set of cost func-
tions and constraints, interpreting trial-wise ordinal relations
as distance comparisons in a metric learning task. We tested
our proposal on data from two BWS studies investigating the
perception of speech social attitudes and timbral qualities.
For both datasets, our results show that the structure of the
latent space is faithful to human judgements.

Index Terms— Automatic Perceptual Assessment, Best-
Worst Scaling, Metric Learning, Social Attitudes, Timbre

1. INTRODUCTION

Access to a perceptual representation of data typically in-
volves an experiment in which stimuli are judged by human
participants according to a specific criterion. In particular,
several methods to subjectively assess audio stimuli have been
proposed, including pairwise comparison, MUSHRA and rat-
ing scales, the latter being widely praised in experimental psy-
chology. With the advent of synthesis algorithms and the sub-
sequent need to finely assess their outputs, such rating scales
are widely employed to complement, or even replace, objec-
tive measures such as MCD or RMSE that are not necessarily
correlated with human perception [1]. Typically, the Mean
Opinion Score (MOS) has been used to assess speech syn-
thesis models’ performance by asking participants to rate the
quality or naturalness of output samples [2] and their similar-
ity to a reference, according to specific speech attributes, e.g.,
speaker identity [2, 3], emotion [4], or attitude [5]. Although
favoured, scale-based methods present potential biases [6, 7],
making the choice of evaluation method an important issue in
experimental psychology.

Recently, attention was given to Best-Worst Scaling
(BWS) [8], another method in which participants are pre-
sented with trials of N (e.g. N=4,5) items and asked to judge
which ones are the best and worst according to a studied at-
tribute. Once the experiment completed, each item receives a

score - computed using more or less elaborate techniques on
the basis of raw judgements - representing how it is perceived
in regards with this attribute. BWS has proven to yield more
reliable results than rating scales to gather perceptual scores
[9, 10, 11] and has been found effective for various audio-
related tasks such as the perception of speech emotions [4]
and attitudes [12] as well as timbral qualities [13].

Unfortunately, all these subjective assessment methods al-
ways require a large number of human ratings to be reliable,
making them costly and time-consuming. Facing this chal-
lenge, an entire field of research has emerged with the aim
of automating perceptual evaluation. Thus, several methods
have been proposed to learn a regression model that predicts
MOS scores such as AutoMOS [14], Quality-Net [15], and
MOSNet [16, 17, 18]. To our knowledge and despite its afore-
mentioned benefits, there is no existing method for predicting
BWS judgements.

In this paper, we introduce BWSNet, a model for auto-
matic perceptual assessment based on BWS data. In contrast
with existing MOSNet approaches, we do not seek to predict
perceptual scores in a regression task. Indeed, the determi-
nation of BWS scores entails a dimensional reduction of the
perceptual space underlying raw judgements, which involves
a potential loss of information. To predict these judgements,
that infer ordinal relations between items in each trial, we de-
sign a metric learning task in which these relations (see Fig.
1) are interpreted as distances comparisons. BWSNet is thus
trained to learn a function that maps sound samples into a
latent space in which the distance represents samples dissim-
ilarity with respect to the studied attribute.

We present two contributions, firstly BWSNet, which con-
sists of a set of cost functions adapted to the ordinal and rel-
ative nature of BWS judgements. Secondly, we apply it in
the specific context of two studies previously led by the au-
thors, investigating the perception of speech social attitudes
[12] and timbral concepts [13].

2. BWSNET

2.1. Problem Positioning

A BWS trial is a tuple of N sounds ta = {x1, ..., xN} set
for judgement. For each trial, a judgment consists of choos-



ing the best and worst items in the tuple, the N −2 remaining
items are then considered neutrals. We denote T a the set con-
taining all the trials considered for the BWS experiment that
investigates a.

Each sample is renamed with respect to the trial it lies
in and the judgement it has been assigned. The best, worst
and neutrals of trial ta can be indexed as tab , taw and tani

with
i ∈ {1, N −2}, respectively. We denote ≻a, the relation such
that x ≻a y is equivalent to ”x is more perceived as a than
y”. Then, ta judgement is represented by 2(N − 1) relations
- ordinal in nature - between sample triplets, as shown on the
right part of Fig. 1.
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Fig. 1. A BWS trial ta ∈ T a of N = 4 sounds judged with
respect to the attribute a (left) and the derived relations (right).

2.2. Concept of a BWSNet

Our goal is to design a model able to learn perceptual rep-
resentations underlying human BWS judgements. We use
mel-spectrograms as sound representations, as it has proven
to account for many perceptually relevant aspects of speech.
As shown in Fig. 2, for any sample x, the BWSNet takes
a mel-spectrogram X as input and produce a BWS embed-
ding hx. Relative positioning of embeddings, in the latent
space they lie in, must be true to BWS judgments. To achieve
this, ordinal relations between sound samples in BWS trials
are translated into distances comparisons of the correspond-
ing embeddings. Thus, introducing a distance ∥.∥: Rd → R,
the relations for a trial ta displayed in Fig. 1 can be translated
into the following inequalities for i ∈ {1, ..., N − 2}:

∥htab − htaw∥ ≥ ∥htab − htani∥ (1)

∥htab − htaw∥ ≥ ∥htaw − htani∥ (2)

2.3. Losses and Optimisation

To train the model to match trials relations within its latent
space, we designed our own training criterion, a cost func-
tion inspired by the metric learning literature and notably the
triplet loss proposed in [19].

The relations to match are ordinal and, like in triplet loss,
each one involves three items in a trial as formalized in in-
equalities 1 and 2. However, they only prevail within a given
trial, making the problem even more complex. To avoid mode
collapse, i.e., the model turning all samples into one single

point in the latent space, aforementioned inequalities must be
considered strict. We thus introduce a positive margin α and
define the RC loss Lta for any trial ta ∈ T a as:

Lta

rc =
1

nta
v

N−2∑
i=1

max (∥htab − h
tani ∥ − ∥htab − htaw∥+ α, 0)+

1

nta
v

N−2∑
i=1

max (∥htaw − h
tani ∥ − ∥htab − htaw∥+ α, 0)

(3)

where nta

v is the number of relations that remain to be
fulfilled within trial ta.

Perceptual differences represented in BWS trials can be
more or less substantial, quantifying them requires dynamic
margins rather than fixed ones. We thus introduce a network
M dedicated to margin learning. It takes two parameters as
arguments, a mean µ and an amplitude δ value, such that
learnt margin lies between µ − δ and µ + δ. With all tri-
als’ embeddings in the batch as input, it produces N − 2 dis-
tinct margins {αb,ni

, αw,ni
}i∈{1,N−2} related to each trial re-

lation. This impacts the RC loss formulated in equation 3 as
it takes learnt margins as additional input. Thus, for a given
trial ta, the Dynamic margin (Dm)-RC loss can be expressed
as follows:

Lta

drc =
1

nta
v

N−2∑
i=1

max (∥htab − h
tani ∥ − ∥htab − htaw∥+ αb,ni , 0)+

1

nta
v

N−2∑
i=1

max (∥htaw − h
tani ∥ − ∥htab − htaw∥+ αw,ni , 0)

(4)
We assume a Gaussian distribution of margins and pro-

pose an additional constraint to penalize our model’s tendency
to learn low-value margins. This constraint is formalized
through a function γ that takes the learned margins as an
argument and outputs a scalar loss. Various functions can
be tested, resulting in different learnt margin distributions.
For a trial ta, the Dynamic Margin Constraint (DMC) can be
formulated as:

Lta

dmc =

N−2∑
i=1

γ(αb,ni
− µ) + γ(αw,ni

− µ) (5)

Decrease in the Dm-RC loss does not guarantee an in-
crease in the number of fulfilled relations. Since margins
can decrease overall without affecting order relationships. To
avoid this, we have added a final loss directly derived from
the Dm-RC loss which accounts, for a given trial ta, to the
number of unfulfilled relations within the trial divided by the
number N of elements in the trial.

Lta

fr =
nta

v

N
(6)

We introduce the scalars λdmc, λfr ≥ 0 and define the
global BWSNet loss for a trial ta as:

Lta = Lta

dmrc + λdmcLta

dmc + λfrLta

fr (7)
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Fig. 2. The Mel-Spectrograms of the N = 4 samples related to a BWS trial ta investigating the attribute a are passed to
BWSNet. The model yields BWS embeddings of which relative position is changed over training.

3. EXPERIMENTS

We used data from two previous BWS studies to train and
test our model. We provide short descriptions of these in the
following.

3.1. Data for Experiment

3.1.1. Study I: Speech Social Attitude

We carried out this first study on Att-HACK [20], a 30-hour
speech dataset composed of 9 male and 11 female actors
portraying four different social attitudes - friendliness, domi-
nance, distance and seduction - over 100 sentences in French.
96 participants (48 women) were recruited to evaluate the
perception of its related sounds for each a priori attitude,
i.e. the ones already produced with aim of conveying this
specific attitude. Model trainings were thus conducted on the
four attitudes separately. For the sake of feasibility, only a
fourth of the dataset has been assessed with each sound being
evaluated eight times.

3.1.2. Study II: Instrumental Timbre

With the purpose of giving acoustic portraits of timbre con-
cepts, sound expert participants (N=16, sound engineers
and conductors) evaluated a dataset of musical instruments
(N=520) on four well-known timbral concepts, namely
brightness, warmth, roundness and roughness. The sounds
showcase a great diversity of instruments, playing techniques,
dynamics and registers. Unlike Study I, each sample is eval-
uated with respect to all concepts.

3.2. Implementation Details

3.2.1. Input Pipeline

Mel-Spectrograms are obtained through computing Short-
Term-Fourier-Transform (STFT) with FFT 2048, hop 200,
window 800 and 80 mel filters. Our custom RC loss takes
two tensors as input, in addition to the BWS embeddings:
a tensor made of the corresponding trial names - which en-
sures the loss is computed trial-wise even if several trials

lie in a single batch - and a tensor made of each element’s
corresponding judgement labels (b, w, n).

3.2.2. Architecture Design

The BWSNet architecture was inspired by a promising ver-
sion of ACRNN [21] initially proposed for speech emotion
recognition. We previously assessed the role of its various
components for speech attitude recognition in [12] using the
same attitudinal dataset [20]. Based on this study, the best
configuration used 2 convolutional layers with 64 filters, tem-
poral and feature kernel of sizes 5 and 3 respectively, and an
8 head attention mechanism with 512 dimensions. Here, we
reuse the same architecture for our task - which is close to the
one for which it has proved optimal - without further exper-
imenting. Finer adjustments to the architecture, e.g. latent
space dimension d, could improve performance depending
on the input data, especially for timbral concepts. Here we
choose d = 32 and focus on the relative importance of the
aforementioned cost functions and constraints.

3.2.3. Training Procedure

In both experiments, we split data into three groups, first we
selected 10% of the samples and dropped out any trial they
were involved in. Then, we split the remaining data trial-wise
into training (80%) and validation (20%) trial sets. We fed
our model with batches of size 80 with as many data of each
concept for Experiment II and used ADAM optimizer with
0.0001 as learning rate. We found the euclidean distance for
∥.∥, γ : x → ReLU(−x) for DMC and µ = γ = 1 as margin
learning module M parameters to yield the best results.

3.2.4. Evaluation Criteria

To evaluate the performance of BWSNet, we used two met-
rics, reflecting the arrangement of speech samples in the la-
tent space at two levels: FR and WAT - respectively the per-
centages of fulfilled relations and well-arranged trials within
the set - both computed on relations from dropped trial set,
involving at least one unseen sample. We chose lowest FR
value as early stopping criterion.



4. RESULTS & DISCUSSION

We carried out an ablation study to demonstrate the influence
of each cost function and constraint on the model’s perfor-
mance. Then, we sought to explore the latent spaces yielded
by BWSNet for both studies.

4.1. Ablation Study

Table 1 displays FR and WAT mean and standard deviation
values for various BWSNet configurations evaluated on un-
seen samples across both BWS studies’ sets of attributes.
First, as expected, the fixed-margin configuration (A-f) did
not generalize well, as some trials’ best and worst could be
either very distant in the latent space or rather close. Then,
when considering learnt margin configurations, it appeared
that with no constraint on margins (A-l) the latent space was
collapsing into one single point, turning distances between
any pair of points null. Adding such a constraint (A-l-d)
tended to help the model converge and fulfill just under one
relations in two on attitudes and slightly more than one rela-
tions in two for timbre, which is insufficient to claim that our
model accurately predicts BWS judgements. However, we
found that BWSNet alternatively uses two strategies to lower
Dm-RC loss: it could seek to fulfill more relations within
trials otherwise it could reduce the margins. The addition of
FR loss as training criterion (A-l-d-fr) appeared to prevent
the model from engaging in the second strategy and led to
improvements by 27.7% and 27.5% in both FR and WAT
respectively for attitudes and by 4.7% in FR for timbre. The
model performed better for attitudinal than for timbral data,
which may be due to the choice of neural architecture that we
deliberately adapted to the former.

Study I: Attitudes Study II: Instrument Timbre
Model λdmc λfr FR (%) WAT (%) FR (%) WAT (%)

A-f - - 21.4± 8.5 5.8± 3.6 37.5± 2.5 4.7± 0.5
A-l 0 0 1.0± 0.4 0.2± 0.0 26.1± 2.1 26.0 ± 1.3
A-l-d 1 0 40.1± 18.7 22.4± 17.1 51.6± 3.5 19.9± 2.6
A-l-d-fr 1 1 67.7 ± 4.5 49.9 ± 8.9 56.3 ± 2.4 23.9± 1.2

Table 1. FR & WAT mean and standard deviation values for
various BWSNet configurations evaluated on unseen samples
across both BWS studies’ sets of attributes.

4.2. Exploring BWSNet’s Latent Space

To further analyse our results, we investigated the relation be-
tween item scores, obtained with the original scoring algo-
rithm [10] used in both studies, with our latent space’s dimen-
sions. Figure 3 shows the BWSNet latent spaces correspond-
ing to each attitude (left) and timbre qualities (right) with the
original scores characterised with color and size respectively.

By assessing attitudes independently in the BWS exper-
iment, we obtained four distinct latent spaces with different
degrees of polarisation with regard to BWS scores. For in-
stance, for friendliness and seductiveness - that were found
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Fig. 3. BWSNet’s latent space UMAP vizualization for social
attitudes (left) and timbral qualities (right). Each point is a
sample whose BWS score is represented by its colour (left)
and size (right) respectively.

the most consensual [12] - high and low score samples are
located in opposite ends of the space. Furthermore, regard-
ing the latent spaces obtained for distance and dominance,
BWS scores may be an inaccurate depiction of their multi-
dimensional nature.

As for timbral concepts, the original study sought to un-
cover their mutual interactions which leads to have all sam-
ples lying in the same space. To report on these interactions,
we associated each sound with its most salient attribute (i.e.,
the highest scored concept for each sound). We observe sim-
ilar interactions to those in the original study, e.g. warmth
and roundness are blended together in the timbral space while
showing strong opposition to brighthness.

5. CONCLUSION

This paper presents BWSNet, a model dedicated to automatic
audio perceptual assessment based on BWS judgements. Dis-
tances between learnt sample embeddings in the resulting la-
tent space represent their perceptual similarity. By fulfilling
almost 70% of relations involving an unseen sample for atti-
tudinal speech data, BWSNet provides a rather accurate esti-
mation of how this sample is perceived based on its distance
with previously judged samples in the latent space. Its per-
formance on timbral data (56% fulfilled relations) also in-
dicates potential for application to a manifold of judgement
tasks. These results, obtained on two very different datasets,
mark a first step towards automating the BWS perceptual as-
sessment. Furthermore, as the analysis of its latent space sug-
gests, BWSNet could be a relevant tool for representing and
understanding human perception. Provided that participants
agree to a certain extent, using more BWS judgements for
training would likely yield a more comprehensive map of the
perceptual space for a chosen sound attribute.
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