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A B S T R A C T

The biopsy Gleason score is an important prognostic marker for prostate cancer patients. It is,
however, subject to substantial variability among pathologists. Artificial intelligence (AI)ebased
algorithms employing deep learning have shown their ability to match pathologists’ performance in
assigning Gleason scores, with the potential to enhance pathologists’ grading accuracy. The per-
formance of Gleason AI algorithms in research is mostly reported on common benchmark data sets
or within public challenges. In contrast, many commercial algorithms are evaluated in clinical
studies, for which data are not publicly released. As commercial AI vendors typically do not publish
performance on public benchmarks, comparison between research and commercial AI is difficult.
The aims of this study are to evaluate and compare the performance of top-ranked public and
commercial algorithms using real-world data. We curated a diverse data set of whole-slide prostate
biopsy images through crowdsourcing containing images with a range of Gleason scores and from
diverse sources. Predictions were obtained from 5 top-ranked public algorithms from the Prostate
cANcer graDe Assessment (PANDA) challenge and 2 commercial Gleason grading algorithms.
Additionally, 10 pathologists (A.C., C.R., J.v.I., K.R.M.L., P.R., P.G.S., R.G., S.F.K.J., T.v.d.K., X.F.) evaluated
the data set in a reader study. Overall, the pairwise quadratic weighted kappa among pathologists
ranged from 0.777 to 0.916. Both public and commercial algorithms showed high agreement with
pathologists, with quadratic kappa ranging from 0.617 to 0.900. Commercial algorithms performed
on par or outperformed top public algorithms.

© 2024 THE AUTHORS. Published by Elsevier Inc. on behalf of the United States & Canadian Academy
of Pathology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.

org/licenses/by-nc-nd/4.0/).
the United States& Canadian Academy of Pathology. This is an open access article
-nc-nd/4.0/).
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Introduction

The biopsy Gleason score is the primary tissueebased prog-
nostic marker for prostate cancer patients.1 However, Gleason
grading suffers from significant interobserver and intraobserver
variability.2,3 Artificial intelligence (AI)ebased algorithms utilizing
deep learning have demonstrated the ability to attain perfor-
mance levels on par with pathologists when assigning a Gleason
score.4,5 In addition, studies have indicated that pathologists can
enhance their Gleason grading performancewith the assistance of
such AI-based systems.6,7

The number of AI-based products for histopathology has
rapidly increased over the course of past years. For instance, the
number of AI exhibitors at the annual meeting of the United States
and Canadian Academy of Pathology and European Congress of
Pathology has tripled in the time span of 2018-2023.8-11

AI models are often trained using data from a limited number
of clinical environments, which can inadvertently introduce biases
concerning certain patient groups, image acquisition protocols,
and imaging devices.12 As a result, the lack of generalizability may
hinder the real-world effectiveness of AI in histopathology.
Moreover, the testing data often originate from clinical environ-
ments similar to those where training data were obtained and
potentially provide an optimistic estimate of the AI algorithm’s
final performance in real clinical practice. However, obtaining
access to larger diverse data sets to develop and test models is
complicated because of regulatory factors.

For an extended period of time, the evaluation and validation
of novel research methods were based on the private data sets of
the authors’ institution, making it unfeasible to conduct a fair
and direct comparison of various solutions.13 The initial en-
deavors to tackle this issue can be traced back to the late 1990s
when the first14 international comparative evaluation of inter-
modality brain image registration methods was conducted. To
guarantee a fair comparison of the algorithms, participants in the
study did not have access to the reference standard until after
they had submitted their own results. Later, more biomedical
imaging algorithm competitions were organized.15,16 The first
so-called grand challenge17 in biomedical image analysis was
organized in the framework of the 2007 International Confer-
ence on Medical Image Computing and Computer-Assisted
Intervention. As time passed, research methodologies began to
change, resulting in a consistent rise in the annual count of
organized challenges.18

In recent years, AI-based algorithm challenges, such as Prostate
cANcer graDe Assessment (PANDA)4 and CAncer MEtastases in
LYmph nOdes challeNge (CAMELYON),19 have played a pivotal role
in fostering the development and validation of cutting-edge al-
gorithms for various tasks in pathology. Concurrently, the land-
scape of regulatory approvals for medical software has evolved,
with companies20 actively pursuing Food and Drug Administra-
tion (FDA) and Conformit�e Europ�eenne (CE) approval for their
algorithmic solutions. Notably, these academic and commercial
spheres, although aligned in their overarching goal of algorithm
development and validation, often operate in distinct parallel
universes. Academic algorithms are often evaluated on public
benchmarks. Commercial algorithms are evaluated within trials,
the data from which have limited accessibility to the academic
community. Moreover, commercial entities infrequently partici-
pate in academic challenges, citing various reasons ranging from
licensing constraints to concerns over potential under-
performance. The present study aims to bring together these
distinct tracks by explicitly comparing the performance of leading
2

academic challenge algorithms and top commercial algorithms on
a single, diverse, and challenging crowdsourced data set.

First, we have curated a data set of whole-slide images (WSIs)
of prostate biopsies obtained through crowdsourcing. We utilized
social media and personal contacts to engage pathologists from
various centers and collect 138 anonymized prostate biopsy slides.
Following a quality review process, we curated a final set of 113
cases from 7 different sources, providing a diverse and compre-
hensive data set that mimics real-world clinical scenarios.
Furthermore, the data set exhibits a high variability in scanning
and staining protocols. This diversity challenges the AI algorithms
to generalize and adapt effectively to varying conditions,
mimicking the complexity encountered in actual clinical practice.
Second, we asked pathologists from around the world to grade
this set of slides. Third, we obtained predictions from top-
performing publicly available AI-based Gleason grading algo-
rithms (the winning solutions of the PANDA challenge4) on this
data set. Finally, we reached out to commercial providers of AI-
based Gleason grading algorithms, 2 of which provided entries
of their official product predictions on the collected data. We
additionally extended the possibility of commercial AI-based
Gleason grading vendors to obtain their scores on these data
through the biomedical imaging challenge platform gleason-
grading-in-the-wild.grand-challenge.org.
Materials and Methods

Slide Crowdsourcing

A call for slide collection was posted on social media; addi-
tionally, pathologists from various centers around the world were
contacted. We requested anonymized prostate biopsy slides from
their routine clinical practice.

We initially received 138 slides from 8 sources. The received
slides were reviewed by a pathology expert, who checked whether
the slides (1) contained prostate tissue, (2) were biopsies, (3) were
stained with hematoxylin and eosin, and (4) were of sufficient
quality for grading. The slides that did not satisfy the above criteria
were excluded. The excluded slides were prostate resections, were
immunohistochemically stained slides, or had insufficient quality to
perform grading, or the data sharing policy did not allow the use of
slides for all parts of the study (see Fig. 1 for details).

The final set consisted of 113 cases. Most of the cases included
multiple biopsies. A pathology resident under a subspecialized
uropathologist’s supervision reviewed the slide’s original grade
and selected 1 representative biopsy per case.
Data Diversity

The final data set consisted of 113 cases from 7 sources. The
data set included data from 5 scanners: 3DHISTECH P1000,
Hamamatsu, Leica Aperio, Philips, and KFBIO. We obtained slides
in 5 different data formats: “tiff,” “svs,” “mrxs,” “ndpi,” and “kfb.”
The color profile of the slides was not specified; thus, no color
profile correction was performed. The obtained slides had varying
original minimal pixel sizes: 0.23, 0.24, 0.25, 0.46, 0.48, and 0.5 mm
per pixel. The original slides had either red, green, blue or red,
green, blue, alpha channel format. Some slides included artifacts,
such as colored ink, markers, and foreign tissue, from the colon. All
slides used in this studywere stainedwith hematoxylin and eosin;
in addition, the staining of the slides obtained from institutions in

http://gleason-grading-in-the-wild.grand-challenge.org
http://gleason-grading-in-the-wild.grand-challenge.org


Figure 1.
Slide inclusion pipeline. H&E, hematoxylin and eosin; IHC, immunohistochemistry; TMA, tissue microarray.

Khrystyna Faryna et al. / Mod Pathol 37 (2024) 100563
France included saffron in addition to hematoxylin and eosin.
Figure 2 shows the examples of diversity in the data.
Preprocessing

First, a single representative biopsy, selected by a pathology
resident, was cropped from each slide because slides could
contain multiple biopsies or different levels of the same biopsy.
The obtained slides had heterogeneous original micron per pixel
resolution, for example, 0.23, 0.46, 0.92,… or 0.48, 0.96,1.92, ... mm
per pixel. Thus, from each slide, we extracted the level closest to
0.5-mmper pixel spacing. The slides were subsequently resampled
to have 0.50, 1.00, 2.00, 4.00, 8.00, ... mm per pixel resolution each.
All slides were saved as 3-channel red, green, blue multiresolution
slides in a standard pyramidal tiff format.
Reference Standard

During the data collection, we requested pathologists from the
data-contributing centers to provide a Gleason grade for each case
submitted, among other metadata. After selecting a single biopsy
per case, the Gleason grade was assigned to each biopsy by a
Figure 2.
Variation among images present in the data set. First row, staining variation; second row

3

pathology resident (L.T.) under the supervision of a subspecialized
uropathologist (J.v.I.).
Reader Study

The reader study was handled through https://grand-
challenge.org/ platform using a Cirrus Core (https://www.
radboudumc.nl/en/research/radboud-technology-centers/deep-
learning/hardware-software/cirrus-core) viewer. In total, 10 pa-
thologists (A.C., C.R., J.v.I., K.R.M.L., P.R., P.G.S., R.G., S.F.K.J., T.v.d.K.,
X.F.) graded the slides in a reader study. The participants reported
an average of 17.5 and a median of 18.5 years of experience in
general pathology. Nine of 10 pathologists who participated in this
study were subspecialized in uropathology. The participants re-
ported an average of 14 and a median of 15.5 years of experience
in uropathology. The readers were presented with 113 slides
containing a single prostate biopsy and were asked to answer 3
questions about each slide:

1. Is there a tumor on this slide, and if so, what Gleason grade
would you assign to it? (mandatory)

2. Percentage of majority Gleason pattern? Considering the tu-
mor area, what’s the percentage of the most common Gleason
, fixation artifacts, ink; and third row, hematoxylin and eosin with saffron staining.

https://grand-challenge.org/
https://grand-challenge.org/
https://www.radboudumc.nl/en/research/radboud-technology-centers/deep-learning/hardware-software/cirrus-core
https://www.radboudumc.nl/en/research/radboud-technology-centers/deep-learning/hardware-software/cirrus-core
https://www.radboudumc.nl/en/research/radboud-technology-centers/deep-learning/hardware-software/cirrus-core


Figure 3.
The Gleason grade group score for each case in the data set provided by each algorithm and pathologist in the study. The reference standard is the majority vote of all the
pathologists. First, we calculated whether the case was graded as malignant or benign by the majority of pathologists. Second, for malignant cases, a majority grade group was
calculated. In the case of ties, the higher value group was assigned.
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pattern you assigned to this tumor? For example: If you said
Gleason 3þ4, with the Gleason 3 pattern representing 70% of
the tumor area, enter 70. If you said 3þ3 or 4þ4, then enter
100. If you said no tumor: enter 0. Please enter only numbers
from 0 to 100. (mandatory)

3. Comment. Do you have any comments you want to share on
this specific slide? (optional)
Artificial Intelligence Algorithms

Public Artificial Intelligence Algorithms
The PANDA4 was a Gleason grading AI algorithm challenge that

was hosted on https://kaggle.com platform in 2019, with >1000
participating teams from around the world. In this study, we use
the 5 top-performing algorithms based on generalization perfor-
mance: NS_Pathology, PND, BarelyBears, Kiminya, and Vanda. A
more detailed description of the algorithms can be found in Bulten
et al (2022).4

Commercial Artificial Intelligence Algorithms
We have published a call for the evaluation of Gleason grading

AI-based algorithm on social media. We have also sent personal
4

invitations to 3 out of 3 companies we found to have a Conformit�e
Europ�eenne In-Vitro Diagnostic (CE-IVD) marked Gleason grading
algorithm at the time of the study launch (beginning ofMay 2022),
of which 1 was accepted. The search for companies was based on
publicly available information. At the time of the study launch,
there was no central register of CE-marked AI-based products in
histopathology. Two companies provided entries of their algo-
rithm predictions for the data: Paige and AIRA Matrix.

Paige: Paige Prostate
The details about Paige Prostate (PaPr) AI-based algorithm

have been reported elsewhere.21,22 Briefly, PaPr is a deep
learningebased system trained using multiple-instance learning.
This weakly supervised approach did not require pixel-level
manual annotations. A large data set comprising >32,000 pros-
tate biopsy WSIs from approximately 7000 patients scanned
at �20 magnification was used. The pathology report was the
ground truth for eachWSI. Slides were prepared and diagnosed by
genitourinary pathologists at the Memorial Sloan Kettering Can-
cer Center, New York, New York. PaPr is made of different mod-
ules. PaPr Detection outputs a binary WSI-level classification for
suspicion of cancer based on applying a cutoff value to the
continuous score, and if a WSI is suspicious, it displays a location

https://kaggle.com


Figure 4.
Regions of interest from cases with high disagreement among algorithms or pathologists. The grades provided by pathologists and algorithms are shown on the right.
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Figure 5.
Performance of pathologists and algorithms at clinically relevant decision thresholds: left, benign vs tumor; middle, benign þ GG 1 vs the rest; and right, benign þ GG 1 þ GG 2
vs GG 3 þ GG 4 þ GG 5. The sensitivity and specificity of each single pathologist were calculated against the majority vote of the rest of the pathologists. GG, grade group.
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on theWSI with the greatest probability for cancer. This module is,
to date, the only AI tool in pathology authorized by the Food and
Drug Administration in the United States for clinical use.22 In
addition, PaPr is CE-IVD and United Kingdom Conformity
Assessed-approved.

PaPr Grade and Quantify grades and quantifies tumor content
on the WSI, providing a slide-level Gleason score. It highlights
areas suspicious for cancer by Gleason pattern and determines
overall tumor percentage and length. It is CE-IVD and United
Kingdom Conformity Assessed-approved. In this study, versions
3.3.7 (Detection) and 3.0.4 (Grade and Quantify) were used.

AIRA Matrix: AIRAProstate
A description of the AIRA Matrix Prostate tumor identification

and Gleason grading algorithm (AIRAProstate) has been previ-
ously reported.23 AIRAProstate is an approach for segmenting and
grading epithelial tissue that is based on deep learning. The sys-
tem selects samples for annotation using active learning and un-
certainty measures in a semisupervised manner. For increased
generalizability, a novel convolutional neural network architec-
ture has been implemented, which learned domain-agnostic
features. During training, the system was exposed to >10,000
WSIs from needle core biopsies. Furthermore, it underwent vali-
dation on >11,000 cases originating from the United States,
Europe, and India. The system offers a range of clinically relevant
measurements, including core length, tumor length, percentage of
Figure 6.
Individual agreement (quadratic weighted kappa) of each pathologist with the majority v
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tumor area, percentage of the area classified as grades 3, 4, and 5
and the International Society of Urologic Pathologists grade group.
The system was designed specifically to identify and classify in-
dividual tumor glands according to their correspondence with
Gleason patterns 3, 4, and 5. In addition, the identification of gland
levels facilitates more precise quantification of the tumor and
various Gleason patterns, leading to enhanced classification ac-
curacy when distinguishing between the International Society of
Urologic Pathologists grade groups 2 and 3.

Evaluation Metrics
To evaluate the pathologists’ performance, we computed the

quadratic weighted kappa (QWK) of each pathologist against the
majority vote of the rest and the pairwise agreement of patholo-
gists against each other. In addition, the sensitivity and specificity
of each pathologist against the majority vote of the rest were
computed for clinically relevant thresholds: benign vs tumor,
benign þ grade group 1 vs the rest, and benign þ grade group 1 þ
grade group 2 vs the rest.

To evaluate AI algorithms, we computed their QWK against the
majority vote of all the pathologists. In case of ties, themajority vote
output was assigned to the higher Gleason grade group. In addition,
the sensitivity and specificity of each algorithm against themajority
vote of all the pathologist rest were computed for clinically relevant
thresholds: benign vs tumor, benign þ grade group 1 vs the rest,
and benign þ grade group 1 þ grade group 2 vs the rest. The
ote of the rest.



Figure 7.
Pairwise agreement (quadratic weighted kappa) of pathologists against each other.
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statistical significance was assessed using a 2-sided permutation
test, with .05 as the significance level.
Results

The grade for each case, assessed both by pathologists and by
public and commercial algorithms, is shown in Figure 3. Overall,
there is a high agreement between algorithms and pathologists.

A pathology resident assessed the slides that had a high
disagreement among pathologists or algorithms and selected re-
gions that could have been a possible source of confusion. Figure 4
shows regions from the slides with high disagreement among
algorithms or pathologists. For case 1 in Figure 4, there was a high
disagreement both among pathologists and algorithms, the
possible sources of variation could be the resemblance of the
cribriform pattern (1A) and high-grade prostatic intraepithelial
neoplasia (1C). This slide (1A, 1B, and 1C) is also stained with
saffron in addition to hematoxylin and eosin. Case 2 in Figure 4 has
a crowdedness of small glands (2C) and growth patterns that can
be misinterpreted for a higher Gleason pattern (2A or 2B). The
original clinical conclusion for the whole case was reported as
grade group 2. Case 3 was graded higher by algorithms than by
pathologists. This case is an uncommon variant of prostate cancer
called “foamy gland adenocarcinoma”; this variant has a high
density of glands with minimal cytologic atypia (3B) and a basal
layer difficult to evaluate (3A). Some areas could have potentially
been misinterpreted as Gleason 5 (3C) by an algorithm. Case 4 has
considerable fixation and stretch artifacts (4C), tissue folds (4B),
and, likely, a higher tissue thickness that resulted in a darker
stained slide. Case 5 was unanimously graded as benign by all
pathologists but caused a high disagreement among algorithms.
This case includes inflammation and hypercellular areas (5A, 5B,
Figure 8.
Individual agreement (quadratic weighted kappa) of algorithms with the majority vote of
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and 5C). Pathologists reach higher specificity when distinguishing
between tumor and benign cases (Fig. 5, left); algorithms, in turn,
reach a higher sensitivity score (Fig. 5, left).
Reader Study

The QWK of each pathologist against the majority vote of the
rest is shown in Figure 6, and the pairwise agreement of pathol-
ogists against each other is shown in Figure 7. The average QWK of
pathologists against the majority vote of the rest is 0.890, and it
ranges from 0.840 to 0.929. The average pairwise agreement of
pathologists is 0.858, and it ranges from 0.777 to 0.916.
Artificial Intelligence Algorithms

To evaluate the performance of AI algorithms, we first compute
a majority vote of pathologists for each case. In case of ties, the
higher Gleason grade is selected. We compute the agreement
(QWK) of algorithmswith themajority vote of pathologists (Fig. 8)
and the performance of the algorithms at clinically relevant
thresholds (Fig. 5): identifying benign cases vs tumor, benign þ
grade group 1 vs the rest, and benign þ grade group 1 þ grade
group 2 vs the rest.
Public Artificial Intelligence Algorithms

Among public AI algorithms, PND, BarelyBears, and NS_Pa-
thology show better performance in comparison to the rest, with
their QWK against pathologists being 0.862, 0.845, and 0.760,
respectively (Fig. 8). NS_Pathology archives the highest specificity
pathologists.



Figure 9.
The Food and Drug Administrationeapproved Paige Prostate Detection is a binary detector that classifies WSIs as either benign or suspicious for cancer. When cancer is detected
on a WSI, a crosshair indicates the location with the greatest probability for cancer. This is helpful when assessing WSIs with low tumoral burden. WSI, whole-slide image.
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of 0.945 among all algorithms at a sensitivity of 0.938 in tumor vs
benign detecting threshold, outperforming both public and com-
mercial algorithms in distinguishing tumor vs benign prostate
Figure 10.
Paige Grade and Quantify displays all regions suspicious for cancer by reducing the contr
interest (top). In addition, a side panel (right-hand side) displays the overall tumor perce
patterns present and their corresponding percentages. An overall Gleason score is also gi

8

tissue (Fig. 5, left). At the clinically relevant threshold of benign þ
grade group 1 vs the rest, NS_Pathology, PND, and BarelyBears
reach specificities of 0.915, 0.750, and 0.827 at sensitivities of
ast of the benign areas. The pathologist’s attention is thus directed to the regions of
ntage present on the slide, tumor length, and a breakdown of the different Gleason
ven. Perineural invasion is also detected and displayed (bottom).



Figure 11.
The AIRAProstate system identifies and classifies tumor glands subsequently assigning them to one of the Gleason patterns.
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0.849, 0.984, and 0.967, respectively (Fig. 5, middle). At the clini-
cally relevant threshold of benign þ grade group 1 þ grade group
2 vs the grade group 3 þ grade group 4 þ grade group 5, PND and
Figure 12.
The AIRAProstate software generates vector annotations that are visually represented in d

9

BarelyBears reach specificities of 0.803 and 0.761 at sensitivities
of 0.952 and 1.000 outperforming other public algorithms
(Fig. 5, right).
ifferent colors, each relating to a certain clinically significant parameter.
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Commercial Artificial Intelligence Algorithms

Overall, commercial AI algorithms perform either on par or
outperform the public ones. On this data set, the QWK of AIRA
Matrix and Paige against the majority vote of pathologists is 0.900
and 0.860, respectively (Fig. 8). The difference between QWK
values of PaPr and AIRAProstate is not statistically significant (P ¼
.326). At the tumor vs benign detection threshold, Paige reaches a
specificity of 0.879 at a sensitivity of 0.988, whereas AIRA Matrix
reaches a specificity of 0.918 at a sensitivity of 0.988 (Fig. 5, left). At
the clinically relevant threshold of benign þ grade group 1 vs the
rest, Paige reaches a specificity of 0.923 at a sensitivity of 0.934,
whereas AIRA Matrix reaches a specificity of 0.904 at a sensitivity
of 0.934 (Fig. 5, middle). At the clinically relevant threshold of
benign þ grade group 1 þ grade group 2 vs the grade group 3 þ
grade group 4þ grade group 5, AIRAMatrix reaches a specificity of
0.944 at a sensitivity of 0.929, whereas Paige reaches a specificity
of 1.000 at a sensitivity of 0.714 (Fig. 5, right). The visual results of
PaPr and AIRAProstate prediction are shown in Figures 9 and 10
and Figures 11 and 12, respectively.
Discussion

To the best of our knowledge, this is the first study providing an
estimate of top-performing public and commercial AI-based
Gleason grading algorithms on an independent benchmark data
set. The data collected via crowdsourcing carry a high degree of
variability and thus closely resemble real-world data. This chal-
lenge aims to assess the generalizability of AI-based Gleason
grading algorithms by testing their performance on data sets that
may significantly differ from those used during their initial
development. The ability to generalize is crucial for ensuring
optimal performance across diverse populations, without addi-
tional calibration or retraining. Overall, on this data set, both
public and commercial top-performing AI-based Gleason grading
algorithms have a high agreement with pathologists. The pairwise
QWK among pathologists ranges from 0.777 to 0.916. Both public
and commercial algorithms have shown a high agreement with
pathologists, with the QWK ranging from 0.600 to 0.908. The
highest performance was achieved by commercial algorithms,
whereas the top-performing public algorithms achieved compa-
rable performance to the commercial ones.

On average, commercial algorithms have a higher agreement
with pathologists in comparison to public ones on these data.
Commercial algorithms have a tendency to undergrade cases in
comparison to academic ones, the possible reason behind this is
that algorithms from the PANDA challenge were specifically
optimized for kappa, whereas commercial algorithms were opti-
mized for clinical decision-making.

It is important to mention that the intended use of AI-based
Gleason grading algorithms presented in this study is as an
adjunct and diagnostic aid to the pathologists and not as a stand-
alone diagnostic tool. Therefore, pathologist supervision remains
an essential part of the diagnostic equation. To the best of our
knowledge, to this date, no stand-alone AI-based algorithms have
been approved by relevant authorities for decision-making within
histopathology clinical practice.

As for limitations, this research only covers a subset of
currently available commercial Gleason grading algorithms. In the
scope of this study, we did not investigate AI’s performance
against pathologists in the context of clinical outcomes for pa-
tients or treatment selection through AI-driven approaches.
Additionally, it is noteworthy that leading academic algorithms
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from the PANDA challenge provide only a single value as an output
prediction and, therefore, lack interpretability.

In future research, it would be beneficial to cover a larger
number of commercial algorithms. Additionally, there is a growing
need for a comprehensive evaluation of the potential impact of AI-
based algorithmic grading on improving patient outcomes. To
facilitate robust evaluations and comparisons of AI-based algo-
rithms in histopathology, it is imperative to develop extensive,
diverse, and multiinstitutional benchmark data sets that can serve
as a testing ground for both public and commercial software
applications.

The lack of standardization in digital pathology leads to sig-
nificant variations in the properties of resulting images. These
variations encompass aspects, such as image resolution, color
calibration, and file formats, making it challenging to ensure
consistency and reliability in digital pathology workflows. Stan-
dardization efforts are crucial to mitigate these discrepancies,
ensuring that pathologists and AI algorithms can consistently and
accurately interpret and analyze digital pathology images, ulti-
mately improving patient diagnosis and care.

Although public model performance is often reported on both
private and public data, commercial algorithms undergo a certi-
fication process primarily based on private data evaluation. Unlike
commercial algorithms, public algorithms are commonly assessed
through public benchmarks and challenges. There exists a notable
absence of comprehensive evaluation that encompasses both
public and commercial algorithms. This research paper aims to
bridge this gap by providing an independent evaluation of public
and commercial algorithms on a common benchmark.
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