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Abstract: Strong localization of electromagnetic waves in 3D has never been experimentally
achieved in uncorrelated disordered systems. By going beyond the paradigm of disordered
systems, this goal has been recently reached in deterministic aperiodic planar Vogel spiral arrays
in the microwave regime. Here we present a comprehensive description of the experimental
details that have been used to observe electromagnetic localization in Vogel spirals beyond
2D. By providing an experimental roadmap to describe microwave transport in Vogel spirals
we introduce a novel system platform to demonstrate electromagnetic localization in 3D that
outperforms traditional disordered systems for that purpose.

© 2024 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Interference of matter waves can inhibit classically allowed transport in quantum electronic
systems. Anderson demonstrated in his 1958 seminal paper that the existence of uncorrelated
disorder in the crystalline lattice can lead to localized wave functions [1]. Due to the localization
of electrons, they cannot participate in conduction, leading to a disorder-driven phase transition
from metal to insulator. As it typically occurs in phase transitions, Anderson localization (AL)
depends on the dimensionality of the system. The scaling theory of localization [2] states that in
1D and 2D systems any disorder is sufficient to localize a wavefunction, whereas in 3D there is a
phase transition between a conducting phase (extended states) and an insulating phase (localized
states) at a critical disorder. These phenomena are connected to the wave nature of electrons,
and can therefore be extended to any type of waves propagating in a disordered medium—such
as electromagnetic waves—as proposed by Anderson [3]. Despite a significant experimental
effort, studies claiming to have observed AL of light in 3D systems have all failed due to various
experimental artifacts [4]. In recent years, numerous theoretical and numerical studies have led
to significant progress towards a better understanding of AL of light [5–8]. Maxwell equations’
specific nature is theoretically invoked to explain the challenge of localizing light in 3D systems.
In 2D, it has been numerically shown that scalar electromagnetic waves were easier to localize
than vector waves [9]. Additionally, correlations in the disorder are recognized to facilitate it
[10].

It is worth noting that localization of light does not require disorder. For example, it has
been observed in periodic photonic lattices exhibiting a flat band [11,12], or in photonic moiré
superlattices [13]. Recently, it has been shown that deterministic planar arrays of point dipoles
arranged in Vogel spirals support long lived, localized modes in 3D using the full vector
field [14], even though the geometrical support of the array is bidimensional. In addition to
localization of vectorial waves, Vogel spirals have been shown to exhibit unique electromagnetic
properties that cannot be found in disordered, periodic, and quasiperiodic structures [15–18].
The observed localization of electromagnetic waves in completely deterministic Vogel spirals is
different from Anderson localization where uncorrelated disorder is a key ingredient. However,
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light localization in Vogel spirals has characteristics in common with Anderson localization in
uncorrelated disorered 3D systems as the scaling behavior of the Thouless conductance and level
spacing statistics [14].

In this paper, using a microwave setup and dielectric cylindrical scatterers, we show experi-
mentally that aperiodic Vogel spirals localize much more efficiently electromagnetic waves than
disordered structures when the field is not confined in 2D. The paper is organized as follows:
In § 2, we introduce the experimental setup and the data extraction procedure to retrieve the
individual modes. In § 3, we show that the Vogel spirals display two full bandgaps, in contrary to
disordered systems. We will look for localized modes in the vicinity of these bandgaps. Finally,
in § 4, we show how the change in dimension affects the localization properties in Vogel spirals
and in disordered systems.

The structure of the paper allows for a full and comprehensive description of the experimental
details, such as data acquisition and processing stages, which have been used to observe
electromagnetic localization in Vogel spirals. By providing an experimental roadmap to describe
microwave transport in Vogel spirals reported in [19], we demonstrate that the latter can
outperform uncorrelated disordered systems to achieve electromagnetic localization in higher
dimensions. Indeed, we show how the dimensionality of the system can be controlled in the
experimental setup, enabling us to demonstrate that the electromagnetic modes supported by
Vogel spirals are robust against the 2D to 3D crossover. By doing so we introduce and describe
a novel system platform to demonstrate electromagnetic localization in 3D, which has never
been experimentally observed with uncorrelated disordered dielectric systems so far, yet recently
predicted numerically in metallic systems [8].

2. Setup and data extraction

2.1. Microwave setup

We investigate two different lattice structures, both comprised of N identical dielectric cylinders
made of TiZrNbZnO ceramics (from Exxelia Temex manufacturer), with a dielectric permittivity
of ε ≈ 45 (refractive index n ≈ 7), a radius of 3 mm and a height of 5 mm. One type of lattice
features aperiodicity, as the cylinders are arranged in a Vogel spiral. The second type exhibits
positional disorder.

Positions in a Vogel spiral array are defined in terms of polar coordinates (r, θ) as

ri = a0
√

i,
θi = iα,

(1)

where i = 1, 2, . . . is an integer, the scaling factor a0 is a positive constant that sets the particle
separation, and the divergence angle α determines the constant aperture between successive
points. One of the possible definitions of the angle α is as a function of an irrational number ξ,
as α = 2π [1 − frac(ξ)] where frac(ξ) is the fractional part of ξ. With α/(2π) irrational, Vogel
spirals are characterized by the absence of rotational and translational symmetries. Here, we study
the Golden-Angle (GA) Vogel spiral, also known as “sunflower spiral” which is obtained when ξ
equals the golden number: ξ = (1 +

√
5)/2, resulting in α ≈ 2.4 (137.508◦), also known as the

“golden angle”. Experimentally, we implement a GA spiral made up by N = 390 cylinders, and a
scaling factor a0 = 6.93 mm, leading to a radius R0 = 140 mm with a planar two dimensional
(2D) density ρ ≈ 0.65 cm−2. The sketch of the GA spiral map used to place the cylinders is
shown in Fig. 1(a).

The disordered array (DS) is composed by placing N hard disks according to the algorithm
developed in [20]. We chose hard disks correlations as they are easily implemented in our setup:
the resulting point patterns automatically fulfill the fact that the dielectric cylinders can not
overlap. On the other hand, it has been shown that the precise type of disorder does not influence
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Fig. 1. (a) Golden-angle spiral array consisting of 𝑁 = 390 cylinder created with
𝑎0 = 6.93 mm and 𝜉 = (1 +

√
5)/2. (b) Disordered array consisting of 𝑁 = 497 hard

disks created by the software in [20] with 𝜙 = 0.2199 (blue and gray dots). The circle
of radius 140 mm encloses 𝑁 = 388 sites (blue dots). In both (a) and (b), the black
dot indicates the position of the fixed antenna (2), which determines the origin of the
reference system. (c) Image of the 2D GA spiral array of dielectric cylinders. (d) Image
of the 2D disordered array of dielectric cylinders. In both (c) and (d), the top plate
has been removed to reveal the details of the sample. (e) Typical configuration of the
experimental microwave setup. Cylinders are placed between two parallel aluminum
plates separated by a distance ℎ > 5 mm. A vector network analyzer measures the
complex signal of transmission between the fixed antenna (2), placed at the center
of a fixed aluminum bottom plate, and the antenna (1), positionned at the center of
the movable top plate. (f) The experimental map used to scan the cavity (gray dots).
Golden (blue) circle delineates the the GA spiral (DS lattice).

conditions. At a given time, the center positions of the 𝑁 disks generate a pattern of points, with92

a packing density 𝜙 = 𝑁𝜋𝑅2/𝐴. To get the disordered array, an initial random configuration93

is compressed up to the target density and then relaxed to reach equilibrium. As mentioned94

in [20], an equilibration time set at 104 Monte Carlo sweeps is sufficient to equilibrate the sample.95

The lattice used in our experiments consists of 𝑁 = 497 disks of radius 𝑅 = 3.25 mm confined96

in a squared box of side 140 mm, leading to the packing density 𝜙 = 0.2199 and to the same97

2D density than the GA spiral 𝜌 ≈ 0.65 cm−2. For comparison with the GA spiral, only sites98
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𝑁 = 388 sites as shown in Fig. 1(b).100
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using a motorized XY-stage (Newport IMS600C). Images of the GA and DS lattices are shown102

in Fig. 1(c) and (d), respectively. The cavity is made of two parallel aluminum plates separated103

by a distance ℎ > 5 mm. The bottom plate is covered by a self-adhesive thin plastic film assuring104

uniform electrical contact with the cylinders, thus improving reproducibility [see Fig. 1(e)]. The105

electric field in the cavity is induced and measured by two straight antennas placed at the center106
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of the reference system (𝑥, 𝑦) = (0, 0). As the two antennas are linear and perpendicular to the108
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Fig. 1. (a) Golden-angle spiral array consisting of N = 390 cylinder created with a0 = 6.93
mm and ξ = (1 +

√
5)/2. (b) Disordered array consisting of N = 497 hard disks created by

the software in [20] with ϕ = 0.2199 (blue and gray dots). The circle of radius 140 mm
encloses N = 388 sites (blue dots). In both (a) and (b), the black dot indicates the position
of the fixed antenna (2), which determines the origin of the reference system. (c) Image
of the 2D GA spiral array of dielectric cylinders. (d) Image of the 2D disordered array of
dielectric cylinders. In both (c) and (d), the top plate has been removed to reveal the details
of the sample. (e) Typical configuration of the experimental microwave setup. Cylinders are
placed between two parallel aluminum plates separated by a distance h>5 mm. A vector
network analyzer measures the complex signal of transmission between the fixed antenna
(2), placed at the center of a fixed aluminum bottom plate, and the antenna (1), positioned at
the center of the movable top plate. (f) The experimental map used to scan the cavity (gray
dots). Golden (blue) circle delineates the GA spiral (DS lattice).

much the bandgap and localization properties [20]. The code is basically an isochoric Monte
Carlo simulation of hard disks of radius R in a square surface of area A with periodic boundary
conditions. At a given time, the center positions of the N disks generate a pattern of points, with
a packing density ϕ = NπR2/A. To get the disordered array, an initial random configuration is
compressed up to the target density and then relaxed to reach equilibrium. As mentioned in
[20], an equilibration time set at 104 Monte Carlo sweeps is sufficient to equilibrate the sample.
The lattice used in our experiments consists of N = 497 disks of radius R = 3.25 mm confined
in a squared box of side 140 mm, leading to the packing density ϕ = 0.2199 and to the same
2D density than the GA spiral ρ ≈ 0.65 cm−2. For comparison with the GA spiral, only sites
enclosed within a circular area of radius 140 mm are selected, resulting in a disordered lattice of
N = 388 sites as shown in Fig. 1(b).

Dielectric materials are precisely (±0.1 mm) positioned on the bottom plate of a metallic cavity
using a motorized XY-stage (Newport IMS600C). Images of the GA and DS lattices are shown
in Fig. 1(c) and (d), respectively. The cavity is made of two parallel aluminum plates separated
by a distance h>5 mm. The bottom plate is covered by a self-adhesive thin plastic film assuring
uniform electrical contact with the cylinders, thus improving reproducibility [see Fig. 1(e)]. The
electric field in the cavity is induced and measured by two straight antennas placed at the center
(1) of the movable top plate and (2) of the bottom plate, the antenna (2) also defines the origin
of the reference system (x, y) = (0, 0). As the two antennas are linear and perpendicular to the
plane of the cavity, they excite only the z-component Ez of the electric field E⃗, thus imposing
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transverse magnetic (TM) polarization in a 2D cavity. For this polarization, cylinders act as Mie
scatterers on the electromagnetic field [21,22]. We refer the reader to Fig. 1 in the Sup. Mat. of
Ref. [23] where the scattering efficiency of an individual cylinder is presented in the pure 2D
limit (h = 5 mm). Under this polarization, the electromagnetic field can be reduced to a scalar
field below the cutoff frequency νcut = c0/(2h), where c0 is the speed of light in air, because
only the fundamental TM0 mode can propagate [Ez(x, y) does not depend on z] and the empty
cavity can be completely considered as 2D. Our experiments are carried out considering three
different values of h (13 mm, 15 mm and 17 mm) in the frequency range [5.5 GHz, 15 GHz],
corresponding to wavelengths in the range [55 mm, 20 mm]. It is worth noting that the cavity
cannot be viewed as purely 2D over the whole range, a transition to a three-dimensional regime
occurs: the higher the cavity height, the lower the transition frequency.

Using the movable antenna (1), a 160 mm radius disk centered on the origin is mapped using a
5 × 5 mm2 square grid. Additionally, the electric field outside the lattice is measured on sites
belonging to the upper right corner of a 165 mm size square enclosing the disk [see Fig. 1(f)]. The
final measured map contains 3675 points and is shown in Fig. 1(f), where the golden [blue] circle
delineates the GA spiral [DS lattice], whose geometrical center is located at (x, y) = (−5 mm, 0)
[(x, y) = (0, 0)], and grey points represents the measured positions. At each position (x, y), both
complex reflected and transmitted signals are registered (S11(ν) and S21(ν), respectively) using a
Vector Network Analyser (VNA, ZVA 24 from Rohde & Schwarz). Examples of the intensity of
both measured signals, |S11 |2 (purple line) and |S11 |2 (orange line), are presented in Fig. 2(a) and
(b) for the GA spiral and the DS lattice, respectively. Both panels show measurements taken at a
given distance d ≈ 106 mm between the antennas for a distance between plates h = 13 mm. The
weak coupling regime between the antenna and the field explains the low transmission values
observed in both panels. In Fig. 2(a), frequency regions with values of the reflection close to 1
and vanishing transmission values indicate the presence of bandgaps. Particularly, two frequency
windows with these characteristics are identified around ∼ 9 GHz and ∼ 11 GHz for the GA
spiral case. In comparison, a unique and smaller frequency range with low transmission and high
reflection is observed for the DS array around ∼ 9 GHz [see Fig. 2(b)]. A posterior analysis of the
transmitted signal is conducted using the harmonic inversion method, as described thoroughly in
the following section.
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Fig. 2. Reflected |𝑆11 (𝜈) |2 (orange line) and transmitted coefficients |𝑆12 (𝜈) |2 (purple
line) for (a) the GA spiral and (b) the DS lattice at a distance 𝑑 ≃ 106 mm from the
origin (𝑥 = 75mm, 𝑦 = 75mm) in a cavity with ℎ = 13 mm.
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corresponding to wavelengths in the range [45 mm, 16.5 mm]. It is worth noting that the cavity118
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occurs, the higher the cavity height, the lower the transition frequency.120

Using the movable antenna (1), a 160 mm radius disk centered on the origin is mapped using a121

5 × 5 mm2 square grid. Additionally, the electric field outside the lattice is measured on sites122

belonging to the upper right corner of a 165 mm size square enclosing the disk [see Fig. 1(f)].123

The final measured map contains 3675 points and can be observed on Fig. 1(f), where the124
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interest is observed for the DS array around ∼ 9 GHz [see Fig. 2(b)]. A posterior analysis of the137

transmitted signal is conducted using the harmonic inversion method, as described thoroughly in138

the following section.139

Fig. 2. Reflected |S11(ν)|2 (orange line) and transmitted coefficients |S12(ν)|2 (purple line)
for (a) the GA spiral and (b) the DS lattice at a distance d ≃ 106 mm from the origin
(x = 75mm, y = 75mm) in a cavity with h = 13 mm.

2.2. Finding the resonances of the system

According to the Breit-Wigner decomposition of the S-matrix [24], the transmission and reflection
signals can be viewed as the superposition of complex resonances, each of which being represented
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by a Lorentzian function, i.e., by four parameters: the frequency νk, the width δνk, and the
complex amplitude Ak. Due to the specific use we will make of it, we will concentrate here
only on the complex resonance sum decomposition of the transmission signal. The latter can be
written for any given measurement position as

S21(ν) =
∑︂

k

Ak

ν − νk + iδνk
, (2)

where the sum runs over all resonances.
Given the huge amount of unknown parameters, the extraction of the resonances from the raw

signal is not a trivial task. Here, we use a powerful tool known as harmonic inversion to obtain all
the resonances parameters of a complex signal. This method was firstly introduced by Wall and
Neuhauser [25], and then improved by Mandelshtanm and Taylor [26,27]. To apply the harmonic
inversion to our experimental signals, we start by choosing a frequency filter g(ν) defined as

g(ν) =
⎧⎪⎪⎨
⎪⎪⎩

1 for ν ∈ [ν0 − ∆ν, ν0 + ∆ν],
0 everywhere else,

(3)

where the spectrum (2) is expected to have just K ∼ 50 − 200 resonances inside the interval
[ν0 − ∆ν, ν0 + ∆ν]. Then, the filtered spectrum S′

12(ν) = f (ν) × g(ν) = ∑︁K
k=1

Ak
ν−νk+iδνk

is Fourier
transformed to the time domain to obtain a band-limited signal

C(t) = 1
2π

∫ ν0+∆ν

ν0−∆ν
S′

12(ν)e−i(ν−ν0)tdν = i
K∑︂

k=1
Ake−i(ωk−ν0)t, (4)

with the complex resonance frequency ωk = νk − iδνk, and νk ∈ [ν0 − ∆ν, ν0 + ∆ν]. Additionally,
the introduction of ν0 into the exponential shifts the signal by −ν0 in the frequency domain and
relocates it around 0, decreasing the phase oscillations of the band-limited signal C(t). Finally,
Eq. (4) can be discretized in a 2K equidistant grid with time step τ = π/∆ν

cj = C(t = jτ) = i
K∑︂

k=1
Ake−i(ωk−ν0)jτ , j ∈ [[0, 2K − 1]], (5)

reducing the problem of finding the resonances to the resolution of a set of 2K nonlinear equations

cj = i
K∑︂

k=1
Akzj

k, j ∈ [[0, 2K − 1]], (6)

where zk = e−i(ωk−ν0)τ .
The strategy to solve Eq. (6) is to convert the system of nonlinear equations into a linear

algebra problem. We start by expressing K of its elements in a matrix representation

⎛⎜⎜⎜⎜⎝

cj+1
...

cj+K

⎞⎟⎟⎟⎟⎠
= i

⎛⎜⎜⎜⎜⎝

zj+1
1 . . . zj+1

K
...

...

zj+K
1 . . . zj+K

K

⎞⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎝

A1
...

AK

⎞⎟⎟⎟⎟⎠
−→

⎛⎜⎜⎜⎜⎝

zj+1
1 . . . zj+1

K
...

...

zj+K
1 . . . zj+K

K

⎞⎟⎟⎟⎟⎠

−1 ⎛⎜⎜⎜⎜⎝

cj+1
...

cj+K

⎞⎟⎟⎟⎟⎠
= i

⎛⎜⎜⎜⎜⎝

A1
...

AK

⎞⎟⎟⎟⎟⎠
, (7)

then, we replace Eq. (7) into Eq. (6) to get

cj =
(︂
zj
1. . .z

j
K

)︂ ⎛⎜⎜⎜⎜⎝

zj+1
1 . . . zj+1

K
...

...

zj+K
1 . . . zj+K

K

⎞⎟⎟⎟⎟⎠

−1 ⎛⎜⎜⎜⎜⎝

cj+1
...

cj+K

⎞⎟⎟⎟⎟⎠
=

K∑︂
k=1

akcj+k, (8)
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where, we observe that every signal point cj can be computed from a linear combination of the
next K points, and is determined by the coefficients ak with k = 1, . . . , K. Now, by substituting
Eq. (6) into both sides of Eq. (8), we obtain

i
K∑︂

k=1
Akzj

k = i
K∑︂

k=1

K∑︂
l=1

alAkzj+l
k −→

K∑︂
k=1

[︄
K∑︂

l=1
alzj+l

k − zj
k

]︄
Ak = 0, (9)

which is satisfied for an arbitrary set of amplitudes Ak. Thus, the values zk = e−i(ωk−ν0)τ are given
as the zeros of the polynomial

K∑︂
l=0

alzl = 0 with a0 = 1, (10)

and finding them represents the only nonlinear step of the method. The roots of a polynomial can
be found by the diagonalization of the Hessenberg matrix

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− aK−1
aK

− aK−2
aK

. . . − a1
aK

− a0
aK

1 0 . . . 0 0

0 1 . . . 0 0
...

...
...

...

0 0 . . . 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (11)

which is highly robust for finding the zeros of a high degree polynomial. As a last step, the values
of zk are substituted in Eq. (6) to compute the values of the amplitude Ak.

To summarize, the four parameters of each of the resonances that make up the signal are given
by (i) the solutions of the set of linear Eqs. (8), for ak; (ii) the diagonalization of the matrix (11),
for the complex frequency ωk = ν0 +

i
τ ln zk; (iii) the solution of the non linear system of Eqs. (6),

for the amplitude Ak.
To apply the harmonic inversion to our experimental data, the complex spectrum at each

position is first divided into 19 frequency intervals, each one with a bandwidth of 0.6 GHz,
overlapping each other by 0.05 GHz to avoid the interval of interest of being spoiled by spurious
resonances generated by the filtering of the signal. Figure 3(a) shows the intensity of the
transmitted signal |S21 |2 at a distance d ≈ 106 mm [(x = −75mm, y = −75mm)] between
antennas in the GA spiral and vertical dash-dotted lines indicate the limits of one of the chosen
windows (7.95 GHz to 8.55 GHz). The complex nature of the signal is presented in Fig. 3(b),
and (c) (purple lines) by means of the amplitude |S21 | and phase arg(S21); or in Fig. 3(d), and
(e) by the real Re(S21), and imaginary parts Im(S21) of the filtered signal shown in Fig. 3(a).
As expected up to this point, no guess about the resonances that compose the signal can be
done from the raw measurement. During the harmonic inversion method, the complex spectrum
is Fourier transformed to obtain the band-limited signal whose intensity is shown in Fig. 3(f).
|C(jτ)| is characterized by sharp peaks for small values of j up to certain limit (j ∼ 250 in this
case). Such peaks disappear and the signal falls below the level of noise. We use twice the value
of this transition to set the value of 2K needed in Eq. (5). Note that this value is different for
each studied interval. In this example, the harmonic inversion algorithm was fed with the value
2K = 500 [dashed line in Fig. 3(f)]. The choice of K sets exactly the number of resonances that
will be found by the algorithm.

To ensure the robustness of the result, three different criteria are used to discriminate spurious
resonances recovered by the harmonic inversion. As a first criterion, the non linear system (6) is
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Fig. 3. (a) Transmitted intensity |𝑆12 (𝜈) |2 for the GA spiral at a given distance
𝑑 =

√︁
𝑥2 + 𝑦2 (𝑥 = −75mm, 𝑦 = −75mm) from the origin of the reference system.

Golden dash-dotted lines indicate the frequency interval considered in this example
(7.95 ≤ 𝜈 ≤ 8.55). (b) Amplitude |𝑆12 (𝜈) |, (c) phase arg(𝑆12 (𝜈)), (d) real part
Re(𝑆12 (𝜈)) and (e) imaginary part Im(𝑆12 (𝜈)) of the complex filtered signal shown
in (a). Purple continue line represent the original signal while indigo dashed lines
are Eq. (2) evaluated for the resonances obtained by the harmonic inversion. Blue
vertical lines in (e) display the frequencies Re{𝜔𝑘} recovered by the harmonic inversion
method. (f) Intensity of the band-limited signal |𝐶 ( 𝑗𝜏) |2 corresponding to the Fourier
transform of the filtered signal shown in (b), (c), (d) and (e). The black dash-dotted line
indicates the value 2𝐾 = 500 considered in this example.
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Fig. 3. (a) Transmitted intensity |S12(ν)|2 for the GA spiral at a given distance d =
√︁

x2 + y2

(x = −75mm, y = −75mm) from the origin of the reference system. Golden dash-dotted
lines indicate the frequency interval considered in this example (7.95 GHz ≤ ν ≤ 8.55 GHz).
(b) Amplitude |S12(ν)|, (c) phase arg(S12(ν)), (d) real part Re(S12(ν)) and (e) imaginary part
Im(S12(ν)) of the complex filtered signal shown in (a). Purple continuous line represent
the original signal while indigo dashed lines are Eq. (2) evaluated for the resonances
obtained by the harmonic inversion. Blue vertical lines in (e) display the frequencies ℜPωk
recovered by the harmonic inversion method. (f) Intensity of the band-limited signal |C(jτ)|2
corresponding to the Fourier transform of the filtered signal shown in (b), (c), (d) and (e).
The black dash-dotted line indicates the value 2K = 500 considered in this example.

solved twice, once by considering j = 0, . . . , 2K − 1 and, then with j = 1, . . . , 2K. Later, both
results are compared, and the resonances depending on the choice of j or out of the limits of the
filter, are discarded. The second discrimination is carried on by considering that all resonances
whose amplitude |Ak |<10−8 GHz are the result of the noise in the original signal, and are also
discarded. Finally, only resonances with sufficient resonance depth/height are taken into account.
To do this, we compare the amplitude Ak versus the width of the resonance given by δνk of the
resonance. Numerically we choose |Ak |/δνk>10−4. The result of the harmonic inversion after
filtering with the three discriminating criteria is shown in in Fig. 3(b), (c), (d), and (e), where
a reconstruction of the corresponding complex signal is represented by the dashed indigo line.
A good agreement between the original signal and its reconstruction is observed. In this case,
a total of 61 resonances were found in this interval, and their absolute frequencies ℜPωk are
plotted in Fig. 3(e) where each vertical blue line represents a resonance.

2.3. Recovering the spatial distribution of an eigenstate

Once we are able to find the parameters of the resonances that compose one complex signal, the
process can be repeated over all the measured spatial positions shown in Fig. 1(f). Each resonance
k extracted using the HI procedure is therefore associated with a position on the map (xk, yk) and
can then be represented in a 6-dimensional space. An example of the resulting data is shown in
Fig. 4 for the GA spiral, where resonance density maps (from dark blue to yellow) are depicted.
In Fig. 4, the spatial positions (a) xk and (b) yk as well as (c) the phases arg(Ak), (d) the widths
δνk and (e) the amplitudes |Ak | of each resonance extracted by the harmonic inversion are plotted
as a function of the frequencies νk in a short frequency window (8.42 GHz ≤ νk ≤ 8.52 GHz).
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Fig. 4. Spatial positions (a) 𝑥𝑘 and (b) 𝑦𝑘 , (c) phases arg(𝐴𝑘), (d) widths 𝛿𝜈𝑘 and (e)
logarithm of the amplitudes |𝐴𝑘 | as a function of the frequencies 𝜈𝑘 extracted by the
harmonic inversion for the GA spiral. Density plots allows the identification of modes
and regions with high-density of resonances. Brown and pink dots show two different
examples of clusters.
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of the system and their correct identification and delimitation was previously used to find the220

Fig. 4. Spatial positions (a) xk and (b) yk, (c) phases arg(Ak), (d) widths δνk and (e)
logarithm of the amplitudes |Ak | as a function of the frequencies νk extracted by the harmonic
inversion for the GA spiral. Density plots allows the identification of modes (regions with
high-density of resonances). Brown and pink dots show two different examples of clusters.

As a result of the high point density in certain regions, different structures made up of clusters
emerge. Such clusters are directly related with the eigenmodes of the system and their correct
identification and delimitation was previously used to find the number of states carried by the
system [23] [which is proportional to the density of states (DoS) introduced below].

All resonances belonging to the same cluster should ideally possess the same frequency. Due
to the presence of the measurement antenna, the resonance frequencies extracted at a given
spatial position are affected differently and slightly shifted according to the electromagnetic field
intensity at that point [28]. By allowing the mobile antenna to penetrate only slightly into the
cavity, in practice 3 mm, this effect is reduced, but still present [24]. Additionally to the presence
of the antenna, small local variations in the cavity height also modify the resonance frequencies.
To reduce this effect, the distance between plates is measured at different positions ensuring a
variation <1 mm. The combination of these two effects explains the dispersion of the Lorentzian
parameter values observed in Fig. 4.
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For the identification of all data points belonging to a certain cluster [see e.g. Figure 4], a
density-based algorithm [29] is implemented. Specifically, we use in a slightly modified version
of the C-DBSCAN algorithm [23], firstly proposed by Ruiz, et al. [29]. C-DBSCAN identifies
point neighbourhoods in a d-dimensional metric space and requires no a priori knowledge of
the shape, number of points or data distribution of the cluster. In our case, the metric space can
be freely chosen as (x, y, ν), (x, y, ν, δν), (x, y, ν, ln |A|), or (x, y, ν, δν, ln |A|) in order to obtain
the best clustering results at the desired frequency. In addition, each cluster must satisfy the
constraint of not containing two points with the same (x, y) coordinates. The procedure is highly
efficient, but cannot be fully automated. The main difficulties are of two kinds: (i) when the
amplitude of the resonances is of the order of the noise, the harmonic inversion procedure fails;
(ii) when two or more clusters interpenetrate too densely, preventing their identification.

After selecting a given cluster [see, e.g., brown dots in Fig. 5(a) for the DS], a phase rotation is
applied on the complex amplitudes Dk = eiαAk such that their real and imaginary parts become
independent variables [30]

tan 2α = − 2⟨Re(Ak)Im(Ak)⟩
⟨Re(Ak)⟩2 − ⟨Im(Ak)⟩2 . (12)

Figure 5(b) illustrates the effect of rotation in the complex plane when applying Eq. (12). The
existence of a phase reference allows to represent the complex mode through its signed amplitude:

Ek = |Dk |sgn [Re (Dk)] . (13)

The spatial modal structure (Eq. (13)) of the cluster shown in Fig. 5(a) and (b) is reconstructed
in Fig. 5(c).
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Fig. 5. (a) Density plot of the amplitudes |𝐴𝑘 | as a function of the frequencies 𝜈𝑘 ,
extracted via the harmonic inversion for the DS lattice. Brown dots represent one
selected cluster. (b) Real and imaginary parts of the complex amplitudes 𝐴𝑘 (brown
dots) and 𝐷𝑘 (blue dots). The amplitude 𝐴𝑘 is directly extracted from (a) while 𝐷𝑘
is its corresponding phase rotated amplitude. (c) The spatial modal structure of the
cluster shown in (a) after the rotation.
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Fig. 6. Experimental density of states (DoS) computed from Eq. 6 for both (a) the GA
spiral and (b) the DS in a cavity with ℎ = 13 mm. Frequency windows identified as
bandgaps are highlighted (grey stripes). Dash-dotted black vertical lines mark the 2D
frequency limit 𝜈cut ≈ 11.52 GHz.
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Fig. 5. (a) Density plot of the amplitudes |Ak | as a function of the frequencies νk, extracted
via the harmonic inversion for the DS lattice. Brown dots represent one selected cluster.
(b) Real and imaginary parts of the complex amplitudes Ak (brown dots) and Dk (blue dots).
The amplitude Ak is directly extracted from (a) while Dk is its corresponding phase rotated
amplitude. (c) The spatial modal structure of the cluster shown in (a) after the rotation.

3. Formation of bandgaps in spirals

3.1. Density of states

As the harmonic inversion technique is unable to extract all the resonances within the entire
frequency domain, we have to cope with an incomplete set of resonances and thus cannot build
correctly the density of states. Yet this quantity is of crucial interest to identify different transport
regimes [19]. Fortunately, due to its connection with the singularities of the Green’s function [31],
the Local Density of States (LDoS) is directly related to the real part of the reflection term of
the scattering matrix (see Appendix A of [32]). In the regime of weakly coupled antennas, an
excellent approximation of the LDoS is given by LDoS(r⃗) = 1 − |S11 |2, where antenna (1) is
positioned at r⃗. The advantage of using the absolute value instead of the real part is that the raw
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experimental reflection spectra have a global frequency-dependent phase factor, which requires
an additional experimental step to eliminate [33]. Since the error is second-order in the weak
coupling parameter, we will use the latter LDoS expression in the following. Consequently, up to
an inversion, oranges curves in Figs. 2 can be reinterpreted as the LDoS at different positions for
the two lattices. It is worth noting that the LDoS reconstruction via the scattering matrix does
not rely on the perfect knowledge of all individual resonances.

Straightforwardly, the density of states (DoS) can be obtained by averaging the LDoS over all
measured positions

DoS = ⟨LDoS⟩all positions = 1 − ⟨|S11 |2⟩all positions. (14)

In Fig. 6, the DoS corresponding to (a) the GA spiral and (b) the DS lattice in a cavity with
height h = 13 mm are plotted as a function of the frequency, both curves being computed
according to Eq. (14). Additionally vertical dash-dotted black lines are added to indicate the
2D threshold in the empty cavity νcut(h = 13 mm) ≈ 11.52 GHz. An increment in the number
of states supported by the structures is recognized above the cutoff frequency in both cases.
Nevertheless, the GA spiral presents two long flat valleys, identified as bandgaps, which are
highlighted by two grey stripes in Fig. 6(a). The peaks inside the first gap are a signature of the
lattice’s defect modes, which are caused by slight scatterers imperfections. In contrary to the GA
spiral case, the DoS of the DS lattice does not present any clear bandgap [Fig. 6(b)]. However
a reduction in the number of states is still visible in the frequency region where the GA spiral
possesses its first gap, while the second bandgap has completely disappeared. Instead of the
narrow defect peaks observed in the GA spiral at approximately 9.1 GHz, this case displays a
distributed set of small peaks throughout the region between 8.5 GHz and 9.7 GHz.
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Fig. 5. (a) Density plot of the amplitudes |𝐴𝑘 | as a function of the frequencies 𝜈𝑘 ,
extracted via the harmonic inversion for the DS lattice. Brown dots represent one
selected cluster. (b) Real and imaginary parts of the complex amplitudes 𝐴𝑘 (brown
dots) and 𝐷𝑘 (blue dots). The amplitude 𝐴𝑘 is directly extracted from (a) while 𝐷𝑘
is its corresponding phase rotated amplitude. (c) The spatial modal structure of the
cluster shown in (a) after the rotation.
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Fig. 6. Experimental density of states (DoS) computed from Eq. 6 for both (a) the GA
spiral and (b) the DS in a cavity with ℎ = 13 mm. Frequency windows identified as
bandgaps are highlighted (grey stripes). Dash-dotted black vertical lines mark the 2D
frequency limit 𝜈cut ≈ 11.52 GHz.
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Fig. 6. Experimental density of states (DoS) computed from Eq. (6) for both (a) the GA
spiral and (b) the DS in a cavity with h = 13 mm. Frequency windows identified as bandgaps
are highlighted (grey stripes). Dash-dotted black vertical lines mark the 2D frequency limit
νcut ≈ 11.52 GHz.

3.2. Spiral defect modes extraction

We now focus on the first bandgap to study the defect modes of the GA spiral system. As
explained above, the amplitude of the electric field of an eigenmode can be recovered thanks to
harmonic inversion and the clustering methods. Figures 7(a) and (b) show the reconstruction
of the amplitude of two localized defect modes with frequencies νk ≈ 9.2 GHz. Such modes
are characterized by the fact that they are supported by a small quantity of cylinders (<10), and,
in contrary to the states previously studied in those structures [19], they are not centered at the
center of the spiral. Thus, the radial decay of the mode amplitudes is not easy to determine



Research Article Vol. 14, No. 3 / 1 Mar 2024 / Optical Materials Express 826

unambiguously. In this case, the most suitable quantity for correctly studying the decay law of
these modes is given by the spatial autocorrelation (SA) [34], with the property of being centered
at the origin. In 2D, the SA function is defined as

Cor(Ek)(x′, y′) =
∫ ∞

−∞

∫ ∞

−∞
E∗

k(x, y)Ek(x + x′, y + y′)dxdy. (15)

where the Wiener-Khinchin theorem allows to reinterpret Eq. (15) in terms of the Fourier
transform of the complex amplitude Ek as

Cor(Ek)(x′, y′) =
|︁|︁F −1 {︁ |F {Ek(x, y)}|2}︁|︁|︁ . (16)

The evaluations of Eq. (16) for the defect states shown in Figs. 7(a) and (b) are depicted on
Figs. 7(c) and (d), respectively. The radial decay of the SA is computed by angular averaging
around the well-defined origin. The corresponding radial decays are plotted in Figs. 7(e) and (f),
showing an exponential law in both cases. Here r′ =

√︁
x′2 + y′2 is the radial coordinate of the

autocorrelation space with (x′, y′) the corresponding Cartesian coordinates. Additionally, in the
particular case of an exponential function, Eq. (16) allows us to prove that

Cor(Ek) ∝ e−r′/ξlkoc , (17)
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Fig. 7. (a) [(b)] Spatial modal structure, (c) [(d)] spatial autocorrelation field, and
(e) [(f)] radial profile of the spatial autocorrelation field of a representative defect
eigenmode in the GA spiral with ℎ = 13 mm. Amplitude maps are normalized
such that max( |𝐸𝑘 |) = 1, thus max( |Cor(𝐸𝑘) |) = 1. Both modal structures are just
supported by a few dielectric cylinders and present similar spatial extension than
their spatial autocorrelation. Radial decays (pink dots) are obtained by performing
an angular average in the autocorrelation space (𝑟′ is measured from the well defined
autocorrelation center).
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Fig. 7. (a) [(b)] Spatial modal structure, (c) [(d)] spatial autocorrelation field, and (e) [(f)]
radial profile of the spatial autocorrelation field of a representative defect eigenmode in the
GA spiral with h = 13 mm. Amplitude maps are normalized such that max(|Ek |) = 1, thus
max(|Cor(Ek)|) = 1. Both modal structures are just supported by a few dielectric cylinders
and present a spatial extension similar to their spatial autocorrelation. Radial decays (pink
dots) are obtained by performing an angular average in the autocorrelation space (r′ is
measured from the well defined autocorrelation center).
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where ξloc is the localization length which can thus be extracted from the experimental data. This
quantity indicates the spatial extension of an exponentially localized mode allowing to define a
criterion to determine if the states are (ξloc ⪅ R0) or not (ξloc>R0) confined inside the structure.

4. Dimensional robustness of the modes

In the previous section, we have shown how all resonance parameters are extracted from the
original signal via the harmonic inversion method. Then, by identifying the points belonging
to the same cluster, we can determine the characteristics of each individual mode. Besides
the local mode analysis, we also presented how the DoS can be directly computed from the
measured reflected signal, providing an overview of the characteristics of different frequency
regions. We now use the results of harmonic inversion, together with the DoS, to unravel the
global consequences of the 2D/3D transition, achieved by changing the distance between the
top and bottom plates. The local frequency behavior is then studied via the eigenmodes of the
system. We start by computing the quality factor Qk = νk/δνk for all resonances extracted by
the harmonic inversion. The quality factor estimates the strength of the energy confinement in
the system for a given resonance. In Figs. 8(a), (c), and (e) [(b), (d), and (f)], Qk is plotted as
a function of νk for the GA spiral [DS] in the cases h = 13 mm, h = 15 mm, and h = 17 mm,
respectively. The corresponding DoS are also depicted in Figs. 8(g) [(h)].

4.1. Golden-angle spiral

We start our analysis by focusing on the GA spiral case. At low frequency (ν<8.5 GHz) and for
all values of h, we observe in Figs. 8(a), (c) and (e) an increase of the quality factor Qk of the
resonances, going from values close to zero when ν ∼ 8 GHz, to reach a maximum at the border
of the first bandgap. This is in agreement with all three DoS curves that present a similar behavior
between them, being just differentiated by their intensity [Fig. 8(g)]. Since this frequency region
always lies below the estimated 2D threshold, the difference in the signal intensity simply reflects
the variation in the antenna coupling with the height.

Three representative states populating the bandgap edge are shown in Fig. 9(a), (b) and, (c) for
h = 13 mm, h = 15 mm, and h = 17 mm, respectively. Figs. 9(d), (e) and (f) present the radial
averages of these modes performed from the geometrical center of the spiral (x, y) = (−5 mm, 0).
As in Ref. [19], we test different radial decays (Gaussian, power-law, or exponential) and show the
best fit discriminated by minimizing the sum of the squared residuals (Gaussian in the three cases
presented here). Additionally, all three modes are characterised by huge Qk values as expected
from Fig. 8. Confined Gaussian band edge states result from Bragg scattering in the arms of
the spiral given the inhomogeneity distribution of spacing between neighbouring cylinders [35].
The existence of such modes is attributed to the specific correlations of the cylinder positions in
the structure and is predicted to take place for ρc2

0/ν2>3.5 (ν<12.9 GHz in our experimental
spiral) [14].

As already mentioned, in the h = 13 mm case, the first bandgap (8.5 GHz<ν<9.7 GHz) is
populated by defect states at ∼ 9.1 GHz. These peaks stay unchanged when increasing the height
of the cavity and are composed of states such as those observed in Fig. 7 for h = 13 mm, keeping
similar quality factors (Qk ∼ 1500) for all different values of h. When increasing the height of
the cavity, the upper band edge is pushed toward lower frequencies. In the h = 17 mm case, the
second half of the bandgap almost completely vanishes. This closing of the gap as a function
of the cavity height is due to the appearance of 3D states which can appear above the cutoff
frequency. The cutoff frequencies plotted as black lines in Fig. 8 are calculated for an empty
cavity, i.e., with an effective refractive index of n = 1. The presence of the high-refractive index
scatterers in the cavity increases the value of the effective refractive index, and thus decreases the
cutoff frequencies explaining the shift between the vertical lines and the upper band edge of the
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Fig. 8. Density plots of the quality factors 𝑄𝑘 as a function of the resonant frequencies
𝜈𝑘 extracted via the harmonic inversion with a distance between plates (a) [(b)]
ℎ = 13 mm, (c) [(d)] ℎ = 15 mm, and (e) [(f)] ℎ = 17 mm for the GA spiral [DS].
Arrows indicate the frequencies of the states presented in Figs. 7, 9, 10, 11, and 12. (g)
[(h)] Experimental DoS for the GA spiral [DS] as a function of the frequency. Black
vertical lines indicate the 3 different cut-off frequencies 𝜈cut respectively associated
with the 3 heights.
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Fig. 8. Density plots of the quality factors Qk as a function of the resonant frequencies νk
extracted via the harmonic inversion with a distance between plates (a) [(b)] h = 13 mm,
(c) [(d)] h = 15 mm, and (e) [(f)] h = 17 mm for the GA spiral [DS]. Arrows indicate the
frequencies of the states presented in Figs. 7, 9, 10, 11, and 12. (g) [(h)] Experimental DoS
for the GA spiral [DS] as a function of the frequency. Black vertical lines indicate the 3
different cut-off frequencies νcut respectively associated with the 3 heights.

first bandgap. Just above the upper band edge, the quality factors extracted from the harmonic
inversion are of the same order of magnitude than the one measured for the Gaussian states found
just below the lower band edge at ∼ 8.5 GHz (Qk ∼ 2000). Unfortunately, given the high density
of clusters in this region, single mode can not be clearly distinguished and separated, hindering
their reconstruction with our current tools.

The first bandgap is followed by a long frequency region (9.6 GHz<ν<11 GHz) with states
characterized by low quality factors (Qk → 0, apart from two bands located around 10 GHz and
10.4 GHz). Note that all DoS curves computed for the three different height keep a constant value
all along this interval: The expected difference in the intensity of the signal is compensated by
the new 3D emerging states. The Qk − νk maps also show two stripes with higher quality factors
(Qk ∼ 2000) located around ν ∼ 10 GHz and ν ∼ 10.4 GHz that are also robust to the dimensional
change. Figures 10(a), (b) and (c) shows the spatial reconstruction of three representatives modes
found at ν ∼ 10 GHz when h = 13 mm, h = 15 mm and h = 17 mm, respectively. On the
other hand, at ν ∼ 10.4 GHz our harmonic inversion and clustering algorithms are just able to
recover a few states for h = 13 mm [see Fig. 10(d)]. Spatial distributions of states are centered
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Fig. 9. [(a), (b), and (c)] Spatial modal structure and [(d), (e), and (f)] the radial
profile of representative Gaussian eigenmodes. Quality factor of the modes: (a)
𝑄𝑘 ≈ 3931; (b) 𝑄𝑘 ≈ 4375; (c) 𝑄𝑘 ≈ 3586. Amplitude maps are normalized such
that max( |𝐸𝑘 |) = 1. Radial decays (pink dots) are obtained by performing an angle
averaging where 𝑟 =

√︁
(𝑥 + 5)2 + 𝑦2 is measured from the center of the spiral and

expressed in mm.
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Fig. 9. [(a), (b), and (c)] Spatial modal structure and [(d), (e), and (f)] the radial profile
of representative Gaussian eigenmodes. Quality factor of the modes: (a) Qk ≈ 3931; (b)
Qk ≈ 4375; (c) Qk ≈ 3586. Amplitude maps are normalized such that max(|Ek |) = 1. Radial
decays (pink dots) are obtained by performing an angle averaging where r =

√︁
(x + 5)2 + y2

is measured from the center of the spiral and expressed in mm.

around "defects", instead of the center of the spiral, but in contrary to the modes populating
the first bandgap, their spatial extensions occupy the whole measured space. The analysis of
the corresponding SA functions (not shown) leads to radial decay functions that are neither
power-law, exponential, nor Gaussian [see Fig. 10(e), (f), and (g)]. Given the robustness of these
states to the distance between plates, their insensitivity to a complete reconstruction of the spiral
with the same sequence of cylinders, and their high quality factors, we think that their nature is
related to the imperfections of the cylinders (in size or in dielectric permeability).

For all values of h, Fig. 8 shows that the quality factor of the resonances near ν ∼ 11 GHz are
close to zero, illustrating a very high loss rate. On the other hand, the DoS [Fig. 8(g)] indicates
the emergence of new states as the height increases. These new leaky modes which appear at
frequencies much higher than the cut-off frequencies are clearly modes that exist only beyond
2D. It is therefore remarkable that the clustering analysis reveals the existence of modes whose
properties are robust to the dimensional change. Three different states found in the same GA
spiral in a cavity characterized by (a) h = 13 mm, (b) h = 15 mm, and (c) h = 17 mm are
shown in Fig. 11. Notably, the mode’s shape, frequency, quality factor, and radial decay function
remain almost invariant and this, even beyond the 2D threshold [see Fig. 11(d), (e) and (f)]. By
averaging from the center of the spiral, decay-laws are well described by Gaussian functions.
These "Gaussian modes" surviving the 2D/3D transition in Vogel spirals is one of the main points
reported in Ref. [19].

For h = 13 mm, the last studied Gaussian state has been found in the upper limit of a populated
band. At higher frequency (11.5 GHz<ν<12 GHz), the presence of a second bandgap is well
visible in the DoS and in the quality factors. Opening the cavity suppresses the second bandgap,
which, for h = 15 mm and h = 17 mm is occupied by resonances with low quality factor (Qk → 0)
that are attributed to the 3D nature of the system. Finally, in the frequency region where the
three systems are 3D (ν>12 GHz), resonances with Qk ∼ 2000 are recovered by the harmonic
inversion. Unfortunately, in these 3D situations, the large modal overlap regime (mean mode
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Fig. 10. [(a), (b), (c), and (d)] Spatial modal structure, and [(e), (f), and (g)] radial
profile of the SA field (not shown) of representative eigenmodes found in the same GA
spiral. Quality factors of the modes: (a) 𝑄𝑘 = 2206; (b) 𝑄𝑘 = 2616; (c) 𝑄𝑘 = 2905;
(d) 𝑄𝑘 = 4095. Amplitude maps are normalized such that max( |𝐸𝑘 |) = 1, thus
max( |Cor(𝐸𝑘) |) = 1. Radial decays are obtained by performing an angular average in
the autocorrelation space (𝑟′ is measured from the well defined autocorrelation center).
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Fig. 10. [(a), (b), (c), and (d)] Spatial modal structure, and [(e), (f), and (g)] radial profile
of the SA field (not shown) of representative eigenmodes found in the same GA spiral.
Quality factors of the modes: (a) Qk = 2206; (b) Qk = 2616; (c) Qk = 2905; (d) Qk = 4095.
Amplitude maps are normalized such that max(|Ek |) = 1, thus max(|Cor(Ek)|) = 1. Radial
decays are obtained by performing an angular average in the autocorrelation space (r′ is
measured from the well defined autocorrelation center).

spacing much smaller than the modal width) obliterates DoS details, thus making eigenstate
reconstruction impossible.

4.2. Disordered system

Figures 8(b), (d), and (f) depict the distribution of the quality factors extracted for DS lattice.
At low frequency (ν<8.8 GHz), the behaviour of Qk is similar to the one presented by the GA
spiral, i.e., the quality factors go from values close to zero at ν ∼ 8 GHz to a maximum at ν ∼ 8.7
GHz. Likewise, the DoS curves are quite similar to each other being only differentiated by
their intensity. As explained before, this difference is given by the coupling of the antenna to
the electromagnetic field. However, a difference between the two structures, GA spiral and DS
lattice, can be observed by reconstructing in real space some typical eigenstates carried by the
DS and comparing them with those previously depicted in the GA. Figures 12(a), (b), and (c)
present three modes with frequencies νk ∼ 8.3 GHz at different heights h. Given the lack of a
geometrical center in disordered structures, radial decay functions are only achieved by means of
the SA (not shown) and are depicted in Figs. 12(m), (n), and (o) [purple lines]. As expected for a
2D disordered system, this analysis leads to exponential radial decays in all three cases. Low
frequency states (ν ∼ 8.3 GHz) with ξloc ∼ 200 mm reach the boundaries of the structure and
subsequently leak, giving rise to poor quality factors.
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Fig. 11. Spatial modal structure [and corresponding radial profile] of representative
Gaussian eigenmodes with characteristic quality factor (a) 𝑄𝑘 ≈ 5170, (b) 𝑄𝑘 ≈ 4846,
and (c) 𝑄𝑘 ≈ 4159. Amplitude maps are normalized such that max( |𝐸𝑘 |) = 1. Radial
decays (pink dots) are obtained by performing an azimuthal average operation where
𝑟 =

√︁
(𝑥 + 5)2 + 𝑦2, i.e., 𝑟 is measured from the geometrical center of the spiral and

expressed in mm.
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Fig. 11. Spatial modal structure [and corresponding radial profile] of representative
Gaussian eigenmodes with characteristic quality factor (a) Qk ≈ 5170, (b) Qk ≈ 4846, and (c)
Qk ≈ 4159. Amplitude maps are normalized such that max(|Ek |) = 1. Radial decays (pink
dots) are obtained by performing an azimuthal average operation where r =

√︁
(x + 5)2 + y2,

i.e., r is measured from the geometrical center of the spiral and expressed in mm.

As confirmed by the DoS curves in Fig. 8(h), quality factor maps show the disappearance of
the first bandgap observed for the GA spiral (8.5 GHz<ν<9.1 GHz). The unpopulated regions
corresponding to the bandgaps in the GA spiral are here rich in states, and the thin well-defined,
defect peaks are broader for all h. The impact of the distance between plates is illustrated at
ν ∼ 9.1 GHz, where well-spaced eigenmodes with high quality factors (Qk ∼ 4000) are found at
h = 13 mm, while 3D states with lower quality factors (Qk ∼ 3000) emerge for h = 15 mm and
h = 17 mm. At ν ∼ 9.6 GHz [see Fig. 12(f)], a huge reduction of Qk is specially observed at
h = 17 mm where Qk → 0.

Similarly to the GA spiral, the DoS curves display an increase of the number of modes with
respect to h at ν ∼ 9.2 GHz (h = 17 mm) and ν ∼ 9.6 GHz (h = 15 mm) followed by a constant
behaviour for all h values (10 GHz<ν<11 GHz). As previously, this tendency is related with 3D
emerging states that compensate the decrease given by the coupling of the antenna to the field. In
this frequency range, the quality factors present similar behaviours for all h with values between
1000 and 4000 until dropping to zero at ν ∼ 10.7 GHz. At highest energies (ν>11.5 GHz), an
increment in the quality factors from zero to ∼ 2000 is noticeable for all values of h. The biggest
increment occurs for h = 13 mm, and is smaller for the other two heights. In this frequency range,
a huge difference between the number of states carried by the structure at h = 13 mm against the
cases h = 15 mm and h = 17 mm is also detected.

The spatial reconstruction of some eigenmodes are shown in Figs. 12 for [(d), (g), and (j)]
h = 13 mm, [(e), (h), and (k)] h = 15 mm, and [(f), (i), and (l)] h = 17 mm. The corresponding
radial decay of SA functions (the SA are not shown) are also depicted in Figs. 12(m)-(o). As
expected, the analysis of the radial functions reveals a clear exponential decay in all presented
cases, allowing to study the behavior of the localization length with respect to the frequency and
the distance between plates. Our results reveal the presence of well-confined states (ξloc ∼ 50 mm)
with large quality factors (Qk ∼ 3500) around ν ∼ 8.8 GHz. Remarkably, this localized behaviour
is robust against the change of h. In contrary to the GA spiral, no defect-like modes supported by
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Fig. 12. [(a)-(l)] Spatial modal structure, and [(m)-(o)] radial profile of the field SA (not
shown) of representative eigenmodes found in the same DS. States are characterised
by quality factors, and localization lengths: (a) 𝑄𝑘 = 1479, 𝜉loc = 195 mm; (b)
𝑄𝑘 = 1368, 𝜉loc = 207 mm; (c) 𝑄𝑘 = 1117, 𝜉loc = 165 mm; (d) 𝑄𝑘 = 3981,
𝜉loc = 81 mm; (e) 𝑄𝑘 = 2542, 𝜉loc = 40 mm; (f) 𝑄𝑘 = 4512, 𝜉loc = 28 mm;
(g) 𝑄𝑘 = 3596, 𝜉loc = 196 mm; (h) 𝑄𝑘 = 3029, 𝜉loc = 227 mm; (i) 𝑄𝑘 = 2541,
𝜉loc = 436 mm; (j) 𝑄𝑘 = 2435, 𝜉loc = 241 mm; (k) 𝑄𝑘 = 2671, 𝜉loc = 337 mm; (l)
𝑄𝑘 = 2399, 𝜉loc = 449 mm; Amplitude maps are normalized such that max( |𝐸𝑘 |) = 1,
thus max( |Cor(𝐸𝑘) |) = 1. Radial decays are obtained by performing an angular average
in the autocorrelation space (𝑟′ is measured from the well defined autocorrelation
center).

ℎ = 13 mm, while 3D states with lower quality factors (𝑄𝑘 ∼ 3000) emerge for ℎ = 15 mm and410

ℎ = 17 mm. At 𝜈 ∼ 9.6 GHz [see Fig. 12(f)], a huge reduction of 𝑄𝑘 is specially observed at411

Fig. 12. [(a)-(l)] Spatial modal structure, and [(m)-(o)] radial profile of the field SA (not
shown) of representative eigenmodes found in the same DS. States are characterised by quality
factors, and localization lengths: (a) Qk = 1479, ξloc = 195 mm; (b) Qk = 1368, ξloc = 207
mm; (c) Qk = 1117, ξloc = 165 mm; (d) Qk = 3981, ξloc = 81 mm; (e) Qk = 2542,
ξloc = 40 mm; (f) Qk = 4512, ξloc = 28 mm; (g) Qk = 3596, ξloc = 196 mm; (h)
Qk = 3029, ξloc = 227 mm; (i) Qk = 2541, ξloc = 436 mm; (j) Qk = 2435, ξloc = 241
mm; (k) Qk = 2671, ξloc = 337 mm; (l) Qk = 2399, ξloc = 449 mm; Amplitude maps are
normalized such that max(|Ek |) = 1, thus max(|Cor(Ek)|) = 1. Radial decays are obtained
by performing an angular average in the autocorrelation space (r′ is measured from the well
defined autocorrelation center).

only a couple of cylinders were detected all around the “bandgap” area (8.5 GHz<ν<9.1 GHz).
The third and fourth rows of Fig. 12 shows modes with frequencies around ν ∼ 10 GHz and
ν ∼ 10.7 GHz [last 2 red arrows in Figs. 8(b), (d), and (f)]. Due to the mixture of states, we
observe a huge increase in the noise, in contrast with the states in the first row. Both rows display
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a steady increase in the localization length ξloc and a reduction in quality factor as a function of
frequency and distance h. Note that at ν ∼ 10 GHz only the mode at h = 13 mm [Fig. 12(g)] can
be considered quasi-localized (ξloc = 196 mm) while the others can easily reach the structure’s
boundaries and leak.

5. Conclusion

In the remarkably vivid domain of localization of electromagnetic waves, microwaves experiments
play an important role in the understanding of how spatial correlations can enhance or halt
transport [36]. In this paper, we use a well-controlled experimental setup consisting of microwaves
propagating through lattices composed of dielectric Mie scatterers, in a metallic cavity of variable
height. The simplicity of our platform allows us to efficiently study different kind of arrays such
as disordered structures or aperiodic lattices with some hundreds of scatterers. Reflected and
transmitted complex fields are detected and emitted by two straight antennas at the center of
the structures and at the center of the top plate constituting the cavity. The cavity is mapped
in frequency and space with a high degree of accuracy thanks to the VNA and to the fact of
having a movable top plate and therefore a movable antenna. After the data acquisition, the
density of states as well as the properties of the resonances of the system are extracted via the
direct reflection measurement and the harmonic inversion/clustering methods applied to the
transmission spectra. Another characteristic of this versatile experimental setup is the ability
to control the distance between the two plates, thus breaking the translation invariance in the
z-direction, and studying the wave propagation in the system beyond the pure 2D limit. Altogether
we provide a full description of the experimental details that allowed us to experimentally
demonstrate the existence of robust localization of microwaves reported in Ref. [19].

The above experimental setup allows us to investigate the resonance density and the corre-
sponding quality factors as a function of two variables for two different systems: a traditional
disordered lattice and a golden-angle Vogel spiral. By varying the frequency and the distance
between both plates, we can investigate the behavior of the electromagnetic resonances as the
system undergoes a 2D-3D crossover. Our findings reveal not only a huge difference in the shape
of the eigenmodes corresponding to each structure and their radial decay, but also the robustness
of Gaussian modes against varying the dimensionality of the cavity. This can be contrasted to
disordered lattices, where eigenmodes always exhibit exponentially decreasing radial profiles,
and typically are not spatially confined at high frequency where the cavities are not 2D anymore.

In summary, by providing a full description of the experimental setup to investigate microwave
transport in Vogel spirals, we pave the way for a broader application of such structures to achieve
electromagnetic localization in 3 dimensional dielectric media, which turns out to be very difficult
in uncorrelated disordered systems [4,8].
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