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Abstract. Empirical studies show that federated learning exhibits con-
vergence issues in Non Independent and Identically Distributed (IID)
setups. However, these studies only focus on label distribution shifts,
or concept shifts (e.g. ambiguous tasks). In this paper, we explore for
the first time the effect of covariate shifts between participants’ data in
2D segmentation tasks, showing an impact way less serious than label
shifts but still present on convergence. Moreover, current Personalized
(PFL) and Clustered (CFL) Federated Learning methods intrinsically
assume the homogeneity of the dataset of each participant and its con-
sistency with future test samples by operating at the client level. We
introduce a more general and realistic framework where each participant
owns a mixture of multiple underlying feature domain distributions. To
diagnose such pathological feature distributions affecting a model being
trained in a federated fashion, we develop Deep Domain Isolation (DDI)
to isolate image domains directly in the gradient space of the model.
A federated Gaussian Mixture Model is fit to the sample gradients of
each class, while the results are combined with spectral clustering on the
server side to isolate decentralized sample-level domains. We leverage
this clustering algorithm through a Sample Clustered Federated Learn-
ing (SCFL) framework, performing standard federated learning of several
independent models, one for each decentralized image domain. Finally,
we train a classifier enabling to associate a test sample to its corre-
sponding domain cluster at inference time, offering a final set of models
that are agnostic to any assumptions on the test distribution of each
participant. We validate our approach on a toy segmentation dataset
as well as different partitionings of a combination of Cityscapes and
GTA5 datasets using an EfficientVIT-B0 model, showing a significant
performance gain compared to other approaches. Our code is available
at https://github.com/MatthisManthe/DDI_SCFL.

Keywords: Federated learning · Image segmentation · Clustered feder-
ated learning
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1 Introduction

Federated learning was initially proposed in [15] as a decentralized privacy-
preserving machine learning paradigm enabling multiple data owners to col-
laboratively train a model on their combined data without ever sharing them,
introducing the now well established Federated Averging (FedAvg) algorithm. It
was rapidly shown that this paradigm suffers from Non Independently and Iden-
tically Distributed (Non-IID) samples between clients [20], with a large amount
of works devoted to solve this problem since then [13,17,12,14,19]. One can sum-
marize the current state-of-the-art methods to mitigate the effect of Non-IID
training data on convergence into three categories. First, global methods, such
as FedProx [13] or SCAFFOLD [10], alter the server-side aggregation or regular-
ize local learning to obtain one better single model at the end. Later, the notion
of personalized methods (PFL) emerged, such as FedPer [1], pFedMe [5], Ditto
[12] or FedEM [14]. They focus on training one model per participant in the
federation whilst still benefiting from collaboration. Finally, hybrid or clustered
methods (CFL) were also proposed in case of existence of groups of clients with
similar data distribution. We can cite the original CFL method [17], or IFCA
[8].

Almost all state-of-the-art methods experimented on Non-IID setups with la-
bel shifts or concept shifts. Only few works examined the effect of covariate shift
on federated learning in segmentation tasks such as FedDrive [7], while using
batch normalization layers. They show that SiloBN [2] enables to recover the
lost performance from FedAvg. One question that remains unexplored is how
covariate shifts can affect FedAvg for segmentation tasks when using normal-
ization layers which do not require batch statistics updates, such as Instance
Normalization [18] more standard in segmentation models [9], or Group and
Layer Normalization as in more recent vision transformers [6], which we try to
answer in this article.

Moreover, personalized and clustered federated learning trade in a decrease
of generalization of final models for a faster convergence and better local per-
formance, i.e. desired specialization. Depending on the segmentation task and
practical application, one can prefer personalizing or clustering models for one
type of shift while preserving their generalization power for others. In this ar-
ticle, we explore this idea for covariate shifts, susceptible to be true underlying
image domains. In the case of medical image segmentation, different hospitals
are likely to use scanners from a small set of existing ones potentially altering
the appearance of the elements to segment. In autonomous driving, the features
distribution of images obtained in a country (road, vegetation and people ap-
pearance, ambient luminosity and colours, cars’ brands, etc.) is quite likely to
be similar in neighbouring countries, while relatively constant in time. Thus, we
propose to build a federated clustering algorithm focusing on types of covariate
distributions (i.e. image domains). We resume federated learning on each decen-
tralized cluster to perform focused clustered federated learning. For each cluster,
global methods such as SCAFFOLD can be used to fix the convergence issues
due to local label distribution discrepancy if any, preserving the generalization



Deep Domain Isolation and Sample Clustered Federated Learning 3

power of the clustered models with respect to labels and concepts.

Finally, current personalized and clustered federated methods intrinsically
assume the homogeneity of the dataset of each participant and its consistency
with future test samples by working at a client level. The existence of multiple
underlying feature domains from which each participant owns a mixture of is
a more general and realistic framework (large hospitals can own multiple scan-
ners). This idea was already proposed in FedEM [14], and extended to include
covariate and concept shifts recently in [19], making these the closest works to
ours. Both methods output a collection of models and a set of weights for a
linear combination of their output per client. They thus remain client-based,
assuming the strict consistency of future test samples of a client with its train-
ing ones, and requiring labeled samples for clients outside of the federation to
compute its combination weights before the usage of the models. These are two
large constraints we try to remove. We instead propose to perform the cluster-
ing of image domains at the sample level, effectively defining a Sample Clustered
Federated Learning (SCFL) framework. We train a classifier after clustering, en-
abling to associate a test sample to its corresponding cluster at inference time.
The set of cluster models combined with a cluster assignment method becomes
self-sufficient on any test sample without any further assumptions.

Summary of contributions

– We explore for the first time the impact of covariate shifts on federated
learning for 2D segmentation tasks without batch normalization layers.

– We formalize a novel federated framework, named Sample Clustered Fed-
erated Learning (SCFL), to resume federated training on multiple sim-
plified decentralized image domains enhancing federated convergence speed.
The final set of cluster models operate in a way that is agnostic to any
assumptions on the further test samples of a client. It enables local test dis-
tribution shifts without loss in performance, and direct application of the
set of models on clients outside of the federation.

– We develop Deep Domain Isolation (DDI), a clustering method in class-
specific gradient spaces of a model during federated training to isolate image
domains orienting the optimization in different directions. It focuses its ac-
tion on image domains requiring a model with different features to perfectly
segment them, in a centralized or decentralized fashion. This can call atten-
tion to a mismatch between segmentation task and model or, in the federated
case of interest, a Non-IID distribution potentially altering convergence.

2 Method

2.1 Notations, global federated objective and FedAvg

Data distribution and models Let’s assume the existence of M image do-
mains and K clients, each with a local dataset Dk := {(xk,i, yk,i)}nk

i=1 composed
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of an arbitrary number of images from each domain, xk,i ∈ X = R3×h×d the
image to segment and yk,i ∈ Y = Ch×d its ground-truth segmentation map,
C = [C] the set of C classes. We note nk the local dataset size of institution k

and N =
∑K

k=1 nk the total number of samples. We note w ∈ W = Rp the pa-
rameters of the neural network to be optimized for the downstream segmentation
task.

Global federated learning Using L : W×X×Y → R a pixel-wise loss function

L(w, x, y) =
1

hd

h∑
i

d∑
j

l(w, x, yi,j) (1)

such as a Cross-Entropy loss, the standard federated objective can be written

w∗ = argmin
w∈W

K∑
k=1

nk∑
i=1

L(w, xk,i, yk,i) . (2)

With FedAvg [15], during each communication round t, each client performs E
local epoch(s) of Stochastic Gradient Descent (SGD) using the previous global
model wt as initialization. These K updates ∆wt

k = wt
k −wt are communicated

to the server and aggregated following wt+1 = wt +
∑K

k=1
nk

N ∆wt
k to conclude a

communication round.

2.2 Sample Clustered Federated Learning (SCFL)

We provide in Figure 1 an overview of the proposed framework. It is composed
of four sequential blocks.

1. Federated Pretraining. We first apply FedAvg for several communication
rounds on the complete federation to obtain an initial model winit. It enables the
model to be in a state where sample gradients are informative. A model benefits
from being trained conjointly on all image domains as long as they are not
conflicting. This primary step gives a good initialization for a well-performing
specialization on each domain.

2. Clustering. We then apply our Deep Domain Isolation, a federated gra-
dient clustering method isolating image domains while ignoring sample label
distributions. We extensively describe this method in Section 2.3. It provides a
sample-level clustering Clusterwinit : X × Y → [M ].

3. Sample Clustered Federated Refinement. Standard FedAvg on the com-
plete federation leads to complicated local optimizations and can lead to client
drift similarly to label or concept shifts in case of Non-IID federations [10]. We
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Fig. 1: Overview of the Sample Clustered Federated Learning (SCFL) framework.
It is composed of four sequential blocks. 1. Federated pretraining providing
a model with informative gradients and a good initialization for further do-
main specialization. 2. Deep Domain Isolation clustering image domains in a
federated fashion. 3. Sample Clustered Federated Refinement performing
federated learning on each decentralized image domain. 4. Test-time cluster
assignment on a test sample to select its matching cluster model.

apply FedAvg on each isolated cluster using winit as the initialization, effectively
solving

{w∗
m}Mm=1 = argmin

{wm}M
m=1∈WM

K∑
k=1

nk∑
i=1

L(wClusterwinit
(xk,i,yk,i), xk,i, yk,i) (3)

with a common pretraining between image domains. This objective differs from
standard CFL [17] as each client can contribute to multiple clusters if they own
images from multiple domains. This produces one cluster model per domain.
Note that a variety of global optimizers such as SCAFFOLD could be used
instead.

4. Test-time cluster assignment and inference. To select the right cluster
model for a label-free test image, we train a classifier using as input an image,
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and outputting a cluster identifier in a federated fashion to mimic the computed
clustering function Clusterwinit

. Training details to make it converge in a Non-
IID setup are provided in Section 3.4.

2.3 Deep Domain Isolation (DDI) for semantic segmentation

Given the parameters of a model winit and a decentralized dataset D :=
⋃K

k=1 Dk,
we aim at isolating image domains from D which are altering the current op-
timization, in a federated fashion i.e. without ever sharing a large amount of
information at sample-level to the server. We also want to limit the influence of
the class distribution of a sample on the computed clusters.

To this end, we define the class-masked averaged losses

Lc(w, x, y) =
1∑h

i

∑d
j 1{yi,j=c}

h∑
i

d∑
j

1{yi,j=c}l(winit, x, y
i,j),∀c ∈ C (4)

isolating the influence of a single class from the total loss. We note Dc =
{(xi, yi)| i < N,

∑h
i

∑d
j 1{yi,j=c} > 0} the decentralized subset of samples

containing at least one pixel of a class c. The hyperspheres of normalized class-
specific gradients to be clustered are Gc = { ∇Lc(winit,x,y)

||∇Lc(winit,x,y)|| | {x, y} ∈ Dc}.

We compute a Federated Gaussian Mixture model (Fed-GMM) proposed in
[19] with M clusters and diagonal covariance matrices on each set Gc. While
other models such as von Mises-Fisher mixtures might have been more adapted
to fit distributions on hyperspheres of normalized class-specific gradients, we
chose GMMs with diagonal covariance matrices for their simplicity, straightfor-
ward applicability in a federated setup and a per-parameter variance estimation
well-adapted to the exploration of gradient spaces, at the cost of representation
power. This provides

Πc ∈ RM , µc,m ∈ Rp, Σc,m ∈ Rp×p, ∀m < M (5)

the optimized mixture weights, means and diagonal covariance matrices, giving
membership likelihoods sc,(x,y),m of a sample (x, y) to a cluster m for a class c
following

∀(x, y) ∈ Dc, sc,(x,y),m ∝ Πc,mN (
∇Lc(winit, x, y)

||∇Lc(winit, x, y)||
|µc,m, Σc,m) (6)

and class-wise normalized membership vectors ŝc,(x,y) :=
[sc,(x,y),0, ..., sc,(x,y),M ]∑M

m=1 sc,(x,y),m
.

These membership vectors are communicated to the server and used to com-
pute a similarity measure between samples server-side. With Cyi,yj

= {c | c ∈
C, (xi, yi) ∈ Dc, (xj , yj) ∈ Dc} the common classes between two train samples
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(xi, yi) and (xj , yj), we define their similarity Ŝ as the average similarity between
their normalized cluster assignments for each of their common classes

Ŝ(xi,yi),(xj ,yj) =
1

|Cyi,yj
|

Cyi,yj∑
c

S(ŝc,(xi,yi), ŝc,(xj ,yj)) (7)

based on a chosen similarity function S between two discrete distributions with
M values. We used the Bhattacharyya coefficient defined as

∀pi, pj ∈ [0, 1]M , S(pi, pj) =

M∑
m

√
pi,mpj,m (8)

This finally gives a similarity matrix Ŝ = [Ŝ(xi,yi),(xj ,yj)]i,j<N between each
pair of samples server-side, on which we perform spectral clustering to obtain a
sample-level decentralized clustering of image domains, for which the number of
final cluster M is a hyperparameter. Intuitively, sample class-specific gradients
in segmentation are sufficiently well behaved and averaged to enable simple
diagonal GMMs to work decently, while we use the presence of multiple classes
on each sample to link class-specific clusterings and compute a final sample-level
clustering. This would not generalize to single-label classification tasks.

Complexity reduction This process can be expensive in memory (saving mul-
tiple gradients locally), time (computations on large sized-gradients) and com-
munication (GMMs parameters represent 2Mp values). Since the effect of co-
variate shift tends to be redundant on the large amount of parameters of neural
networks, the server can send to the participant a random list of parameter in-
dices, to then perform Deep Domain Isolation on pruned gradients. We name
this variant Pruned Deep Domain Isolation, with a parameter α ∈ [0, 1] defining
the proportion of saved parameters in gradients. With α sufficiently small, the
cost in time, memory and communication of this clustering becomes negligible
compared to federated training, while potentially helping Federated GMMs to
converge better by decreasing the dimensionality of the problem.

3 Experiments

3.1 Datasets and models

Main experiments were led on two segmentation tasks. While we propose the
SCFL framework to work on M image domains, we experimented on datasets
composed of two domains each, enabling a better control on the introduced
covariate shift while simplifying the limitation of other forms of shifts.
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(a) Clear image (left) and labels (right) (b) Grayscale inverted

Fig. 2: TMNIST-Inv example

TMNIST-Inv We generated this segmentation toy dataset using MNIST, named
Triple MNIST Segmentation (TMNIST-Seg). An example is given in Figure 4a.
Each 64× 96 image is composed of three randomly selected 0, 1, 3 and 4 digits
from MNIST. The ground-truth segmentation masks are 0 intensity pixels for
the background class, and non-zero pixels of class 1 to 4 for each digit 0, 1, 3
and 4 in order, giving a 5 classes segmentation task. There are 50 samples for
each arrangement of three digits, giving 3200 samples in training with a com-
pletely homogeneous label distribution. 1280 validation and test samples were
generated the same way, with train and validation samples using train samples
from MNIST, and test images using test samples from MNIST.

To simulate a strong covariate shift, we applied a grayscale inversion (Figure
4c) to half of this clean dataset (on train, validation and test sets). We name the
resulting dataset TMNIST-Inv. We chose a simplification of a UNet-type seg-
mentation model of around 71k parameters using instance normalization layers
and reducing the decoder to one full resolution convolutional layer followed by
a point-wise convolution for this task.

Cityscapes+GTA5 We also use a more complex segmentation dataset from
the autonomous driving field composed of the complete Cityscapes dataset [4]
as well as randomly selected samples from the GTA5 dataset [16]. Cityscapes is
composed of real photos of roads in Germany, while GTA5 consists of segmented
images from the video game GTA5 (Figure 3). While extremely consistent across
classes, the domain shift present between these datasets is complex and currently
studied as one of the state-of-the-art domain adaptation task in computer vision.

Three cities were isolated from Cityscapes train dataset to form the validation
set, giving 5036 train, 914 validation and 1000 test samples, each composed of
50% of each domain. To limit training times, every image (train and test) was
resized to 512×1024 pixels, using categories as the training targets and ignoring
the background, giving a simplified 7-class segmentation task. We chose to use
the EfficientVIT-B0 from [3] for its small number of parameters (around 700k)
and competitive performance.
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(a) A sample from Cityscapes dataset.

(b) A sample from GTA5 dataset.

Fig. 3: Two samples (image and target categories) from the two image domains
of Cityscapes+GTA5 dataset.

(a) IID (b) Full non-IID (c) Dirichlet non-IID

Fig. 4: Federated repartition of samples per client

3.2 Federated splits

For each dataset, we explore three data splits into 10 clients. An IID split, with
each client owning 50% of their data from each domain. A Full non-IID split,
with each client owing samples from only one domain. Finally, a more realistic
Dirichlet non-IID partitioning sampled using a Dirichlet distribution with pa-
rameter 0.25. While there are no real clusters of participant In this last case,
there remains two underlying image domains. These distributions are illustrated
in Figure 4.

3.3 Baselines and experiments

In Section 4.1, we first study the effect of covariate shift on FedAvg on mod-
els deprived of batch normalization layers using different local learning rates. In
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Section 4.2, we compare our approach to multiple baselines on TMNIST-
Inv and Cityscapes+GTA5 for each distribution. Included baselines are stan-
dard FedAvg [15], a state-of-the-art global method SCAFFOLD [10], a standard
baseline of personalization local finetuning (FedAvg+), and standard clustered
federated learning method CFL [17]. We also define Prior SCFL as applying
SCFL with prior clustering and test-time cluster assignment as if the informa-
tion of image domains was public. This mimics the "best possible" performance
of SCFL for each dataset and split at the cost of privacy. To illustrate the limi-
tations of Personalized and Clustered FL, we also test these methods trained on
non-IID splits on an IID test split, simulating a distribution shift between local
training and tests samples (named w/ test shift). In Section 4.3, we explore for
each dataset the clustering performance of our Deep Domain Isolation,
with and without random gradient pruning, and varying the chosen amount of
communication rounds of FedAvg pretraining. Finally in Section 4.4, we explore
for each dataset the performance of the source domain classifier on prior
and computed imperfect clustering results. We report semantic segmentation
performance using the standard intersection over union metric averaged over all
classes (mIoU). IoU computes the ratio of the intersection over the union of the
predicted and ground truth segmentation for each class.

3.4 Training parameters

Overall training setup We use SGD locally with a batch size of 16 for the toy
dataset and 2 for Cityscapes+GTA5. Federated optimizations were performed
for a total of 700 communication rounds for every method, with one local epoch
per round. If a split in multiple clusters was performed by CFL or SCFL at round
T, 700-T rounds of clustered federated training was then performed. This does
not enable to reach complete convergence for Cityscapes+GTA5, the required
number of communication rounds is outside of our computational capabilities.
Our experiments give however a clear idea of the convergence speed of each
method. A dropout of 0.1 was applied after depth-wise convolution layers of
MBConvs in the EfficientVIT-B0. We did not use any data augmentation. An
exponential local learning rate decay of 0.9985 and 0.9975 was applied after
each communication round for Cityscapes+GTA5 and TMNIST-Inv respectively.
Local finetuning (FedAvg+) was performed on the best FedAvg model after 600
rounds of training and selected on best local validation for 100 local epochs.
As the hyperparameters of the original CFL method [17] were impossible to
tune, the communication round to which the federation was split in two is a
hyperparameter for CFL and SCFL. Best round splits were 30 for TMNIST-Inv
with IID and Dirichlet non-IID splits and 100 for the Full non-IID. It was 500,
400 and 500 in Cityscapes+GTA5 for the IID, Full non-IID and Dirichlet non-
IID splits respectively. Implementations were made in Pytorch and computations
performed on one NVIDIA V100 GPU and 80GB of RAM. Training one model
on the Cityscapes+GTA5 dataset takes around 30 hours.
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Table 1: FedAvg test performance (mIoU) for different datasets, federated dis-
tributions and initial local learning rates λ0. Performances were averaged over 3
independent training runs for TMNIST-Inv dataset.

Dataset TMNIST-Inv TMNIST-Inv Cityscapes+GTA5(batch normalization)

Distribution IID Full Dirichlet IID Full Dirichlet IID Full Dirichlet
non-IID non-IID non-IID non-IID non-IID non-IID

FedAvg 0.941 0.517 0.931 0.866 0.865 0.871 0.731 0.728 0.735
λ0 = 0.032

FedAvg 0.940 0.643 0.942 0.894 0.899 0.898 0.753 0.749 0.756
λ0 = 0.1

FedAvg 0.936 0.412 0.937 0.933 0.933 0.923 0.762 0.764 0.773
λ0 = 0.32

SCFL’s Source classifier training In an IID federated split, training a do-
main classifier is trivial. In the pathological Full non-IID setup however, training
such a classifier is a classification task where each client owns samples of only
one class. They can also own mislabeled samples as our clustering is not per-
fect. Applying FedAvg on such a task does not converge for both datasets. We
used SCAFFOLD [10] instead of FedAvg and a local weight decay of 0.001. We
also used an extremely small local learning rate, 0.005, essentially training the
CNN in a distributed full batch mode with SCAFFOLD’s momentum. This was
enough for the classifiers to converge to close to perfect accuracy in less than
100 communication rounds in every setup.

4 Results

4.1 On the effect of covariate shift on FedAvg

We show in Table 1 the performance of FedAvg on the chosen tasks. A model
trained with FedAvg on TMNIST-Inv with batch normalization layers is highly
affected by domain distribution, with validation and test performances (not
training) collapsing in the Full non-IID case. For TMNIST-Inv, instance normal-
ization and the low number of local iterations between aggregations seem enough
to completely counter the effect of heterogeneous covariate shift on FedAvg what-
ever the learning rate and federated distribution. On Cityscapes+GTA5, a large
initial learning rate tends to limit the gap between optimizations on IID and
Non-IID splits, although only when using an abnormally high initial learning
rate of 0.32. The local instability brought by such a high learning rate might
mitigate local overfitting (e.g. client drift), surprisingly giving the best perfor-
mances. Also, the Dirichlet non-IID distribution gives the best results when
dealing with covariate shifts on Cityscapes+GTA5. Overall, with adapted nor-
malization layers, the effect of covariate shift on FedAvg is very limited compared
to what could be seen in the literature in case of label skew.
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4.2 SCFL performance and comparison to baselines

Table 2: Test performance (mIoU) of different methods on TMNIST-Inv and
Cityscapes+GTA5. mIoUs were averaged over 3 independent training runs for
TMNIST-Inv dataset.

Dataset TMNIST-Inv Cityscapes+GTA5

Distribution IID Full Dirichlet IID Full Dirichlet
non-IID non-IID non-IID non-IID

FedAvg 0.933 0.933 0.923 0.762 0.764 0.773
SCAFFOLD 0.930 0.916 0.913 0.763 0.763 0.7563

FedAvg+ 0.942 0.949 0.941 0.760 0.769 0.770
CFL - 0.970 - - 0.776 -

Prior SCFL (ours) 0.937 0.970 0.956 0.765 0.776 0.780
SCFL (ours) 0.937 0.970 0.956 0.764 0.775 0.780

FedAvg+ w/ test-shift - 0.866 0.925 - 0.754 0.768
CFL w/ test-shift - 0.646 - - 0.711 -
SCFL w/ test-shift - 0.970 0.956 - 0.775 0.780

We compare in Table 2 SCFL to other baselines. Our approach outperforms
them in each tested case, with a clear performance gain in the Full and Dirichlet
non-IID setups. Note that using SCFL on IID setups implies that the model of
each cluster is trained using half the number of local iterations per communica-
tion round of standard FedAvg. The fact that a very slight gain in performance
is perceptible in this case for both datasets is surprising.

For Full non-IID setups, SCFL and CFL are equivalent if the clusterings
agree. They both bring a clear performance gain. CFL’s clustering recovers the
underlying image domains whatever the local learning rate for Cityscapes+GTA5,
and only when using a small learning rate on TMNIST-Inv, while becoming
highly inconsistent with the large learning rate enabling to reach the best feder-
ated performances. It is highly dependent on the local optimization scheme and
affected by the symmetries of the loss landscape. Deep Domain Isolation does
not have these limitations. We chose to put CFL in its best position by using a
small learning rate during the rounds computing its clustering.

SCFL brings a performance gain over other baselines in the Dirichlet non-IID
case when CFL is not applicable.

Finally, evaluating personalized and clustered baseline methods trained on
Full and Dirichlet non-IID splits on an IID test split (w/ test-shift entries) show
their high vulnerability to test set distribution shifts. Since SCFL works at a
sample level, it is not affected by this.
3 SCAFFOLD diverged on Cityscapes+GTA5 Dirichlet non-IID with a high learning

rate. An initial learning rate of 0.1 instead of 0.32 was used in this case, justifying
the poor result.



Deep Domain Isolation and Sample Clustered Federated Learning 13

Table 3: Clustering performance (rand index) of Deep Domain Isolation (DDI)
with clustering performed at different split rounds during FedAvg training and
with different domain distributions (seed 1-seed 2). A split round of 0 designates
the clustering on a randomly initialized model. Pruned DDI was performed on
gradients after random selection of 1% of the parameters by the server.

Split round 0 300 400 500 600

DDI
IID

0.591
0.9996 (1 mistake)

Full Non-IID 0.987-0.985 0.988-0.991 0.994-0.996 0.993-0.993
Dirichlet non-IID 0.987-0.993 0.992-0.994 0.996-0.996 0.994-0.994

Pruned DDI
IID

-
0.998-0.997 0.9996

Full Non-IID 0.986-0.987 0.982-0.989 0.983-0.992 0.993-0.990
Dirichlet non-IID 0.991 0.995-0.993 0.997-0.995 0.995

4.3 Clustering performance

Deep Domain Isolation performance A perfect clustering was obtained for
TMNIST-Inv for any distribution and split round (rand index of 1.0). We show
in Table 3 the agreement between Deep Domain Isolation results and image
domains on models pretrained with FedAvg on Cityscapes+GTA5 for different
number of communication rounds and federated splits for two seeds. It isolates
close to perfectly the image domains in each setup. The more pretraining rounds
are performed the better the clustering results, FedAvg converging towards an
optima where image domains’ gradients diverge into clusters. It also performs
better in the IID setup than others, the federated distribution seems to alter the
distribution of the gradients.

We show in Figure 5 PaCMAP representations of sample gradients, with
colors representing the image domains and markers the assigned cluster by Deep
Domain Isolation. Plain gradient clustering can be difficult compared to class-
specific Fed-GMMs as it is affected by the class distribution of each sample.
Class-specific gradients tend to behave in a simpler way.

Moreover, while each class-specific Fed-GMM gives a close to perfect domain
isolation for TMNIST-Inv, they do not for Cityscapes+GTA5. We show in Figure
6 similar PaCMAP representations for Cityscapes+GTA5 dataset. Fed-GMMs
can have difficulty matching the image domains for some classes. However, link-
ing class-specific clusterings together with server-side spectral clustering brings
robustness to the final results.

Pruned Deep Domain Isolation performance Clusterings remain perfect
on TMNIST-Inv whatever the distribution and split round. We show in Table
3 the clustering performance of Pruned Deep Domain Isolation with α = 0.01
on models pretrained with FedAvg on Cityscapes+GTA5. Overall, Deep Domain
Isolation performs similarly to its non-pruned counterpart even when pruning
99% of the parameters of the gradients. The domain shift is sufficiently consistent
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(a) Plain sample gradients (rand index
0.5)

(b) Digit 4 sample gradients (rand index
1.0)

Fig. 5: PaCMAP representations of sample gradients of a model trained with
FedAvg on TMNIST-Inv for 30 rounds on the Dirichlet non-IID split. Colors
represent the image domains and markers the assigned clusters by Fed-GMM.
Plain gradient clustering tends to be more difficult than per-class clustering.
Note that PaCMAPs seem to nicely capture the image domains in both cases,
while they are not applicable in a federated setup due to privacy constraints.

and spread over all classes to affect every part of the model, we do not need to
use the full gradients for clustering.

4.4 Test time cluster assignment evaluation

An average F1-score of 1.0 is obtained for domain classifiers trained on TMNIST-
Inv clusterings, whatever the federated split. For Cityscapes+GTA5, they clas-
sify the image domains with an average F1-scores of 0.998, 0.997 and 0.998 when
trained respectively on IID, Full non-IID and Dirichlet non-IID distributions
and associated computed clustering. Even in the hardest setup of Full non-IID
split with noisy labels, the domain classifier reaches close to perfect performance
without overfitting on the noisy labels.

5 Conclusion and future works

We proposed in this work a framework for Sample Clustered Federated Learn-
ing on decentralized segmentation datasets where each client’s data distribution
is a different mixture of image domains. We think that this framework has a
high potential, as it is much practical, and closer to the fields of Meta-Learning,
Multi-Task learning or Domain Adaptation than client-based federated personal-
ization and clustering. We showed that FedAvg on segmentation tasks simplified
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(a) Class construction sample gradients
(rand index 0.97)

(b) Class human sample gradients (rand
index 0.64)

Fig. 6: PaCMAP representations of sample gradients of a model trained with
FedAvg on Cityscapes+GTA5 for 400 rounds on the Full non-IID split. Colors
represent the image domains and markers the assigned clusters by Fed-GMM.
Server-side’s spectral clustering is robust to imperfections of per-class clustering.

through Deep Domain Isolation converges faster while being agnostic to any
client distribution assumption. It can also be used in a straight forward fashion
on clients outside of the federation, as long as it is used on the same image
domains. We only tested our framework on datasets composed of only two well
distinguished domains. Further validation of the method should be led on more
complex ones, although building such datasets is difficult.

We proposed in this article a baseline version of this novel framework. The
choice of Fed-GMMs to cluster gradients could be refined, as the assumption of
Gaussian distribution of gradients per image domain may be limiting for more
complex covariate shifts. We showed in Figures 5 and 6 that PaCMAP is well
able to capture the gradient distribution, but its application in a federated setup
seems impossible for now. It would require the communication of every sample
gradient for every class to the server, which seems prohibitive both in terms
of communication cost and privacy. Developing advanced federated clustering
algorithms for extremely high dimension spaces would improve the clustering
performance and benefit our framework, as the intuition of well-behavedness of
gradients per image domain in segmentation tasks seems validated by our exper-
iments. We could also develop interactions between cluster trainings to further
boost the performance instead of isolated FedAvg per cluster. We showed that
gradient pruning is a good lead to reduce the dimensionality of the problem
without altering sample gradient distributions. We showed that a random selec-
tion of parameters is already performing well but more specific methods could
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be to use curvature information for example. Other forms of test-time cluster
assignment could be imagined instead of training a domain classifier.

Finally, while we chose to focus on covariate shifts, Deep Domain Isolation
should also capture concept shifts. A variant of our framework based on DDI
could be applicable on ambiguous tasks such as in [11]. This is subject to further
work.
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