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Abstract
With the growing success of Large Language models (LLMs) in
information-seeking scenarios, search engines are now adopting
generative approaches to provide answers along with in-line ci-
tations as attribution. While existing work focuses mainly on at-
tributed question answering, in this paper, we target information-
seeking scenarios which are often more challenging due to the
open-ended nature of the queries and the size of the label space in
terms of the diversity of candidate-attributed answers per query.
We propose a reproducible framework to evaluate and benchmark
attributed information seeking, using any backbone LLM, and dif-
ferent architectural designs: (1) Generate (2) Retrieve then Generate,
and (3) Generate then Retrieve. Experiments using HAGRID, an at-
tributed information-seeking dataset, show the impact of different
scenarios on both the correctness and attributability of answers.

CCS Concepts
• Information systems→ Information retrieval.
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1 Introduction
Large Language Models (LLMs) [1, 5] have shown great potential
in information-seeking scenarios. This has led to a paradigm shift
from document ranking to natural language answer generation to
address the user’s query. While this new approach helps overcome
several challenges previously faced by traditional search solutions,
it also brings new ones to light. One such challenge stems from
LLMs’ tendency to generate unfaithful text often referred to as
“hallucination” [21]. This problem becomes critical in information-
seeking and knowledge-intensive scenarios where users expect
contextually rich, up-to-date, and reliable responses to their queries
[16]. Attribution has emerged as a new solution where texts are
generated by LLMs with supporting sources called attributions, al-
lowing users to fact-check the model’s claims [3, 9]. Current works
on attributed search often leverage existing Question Answering
(QA) datasets to benchmark and evaluate the performance of differ-
ent attribution methods [3, 8, 9]. However, attributed information
seeking is more challenging due to the open-ended nature of the
query and the scale of the label space of the query and its answer, as
well as the answer and its attribution [3]. A query can have multiple
possible answers, supported by multiple possible sources. These
aspects are important to consider for the evaluation of attributable
information-seeking approaches, but QA frameworks do not inher-
ently account for them [3, 9]. While there has been a continuous rise
in the number of contributions in this field [2, 12, 16], there is still
a critical lack of open-source frameworks useful for designing, de-
veloping, and evaluating attributable information-seeking systems.
This paper tackles this gap with the hope of fostering research in
this area.While our proposed framework can be used for any dataset
targeting an information-seeking task, we perform experiments
and report results obtained using the recently designed HAGRID
dataset [15], establishing its baselines following three architectures
commonly used for attribution: 1) Generate (G) [5, 23, 24] where
the model is prompted to generate an answer with or without its
attribution; 2) Retrieve then Generate (RTG) [2, 4, 10] where the
system first retrieves a list of documents relevant to the user query
and then generates an answer based on the query and the relevant
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Figure 1: LLM-based scenarios for IR with attribution.

Table 1: Statistics on HAGRID dataset. #Q is the number of
queries. #A the number of answers. #Inform is the number of
informative answers. #Attrib is the number of Attributable
answers. avg # P and avg # Cit are resp. the average number
of relevant passages per query and citations by answer.

Split #Q #A #Inform #Attrib avg #P avg #Cit

Train 1922 3214 3214 754 2.73 2
Dev 716 1318 1157 826 2.91 2.5

documents, and 3) Generate then retrieve (GTR) [8, 13] where attri-
bution is added in a post-generation stage. While our framework is
also agnostic to backbone LLMs used, we report experiment results
using Zephyr3𝑏1, a 3 billion parameter finetuned version of mistral
[14]. Regarding evaluation, we measure both the correctness of the
answer and the quality of the attribution using a set of different
metrics reported in the literature [3, 8, 9], relying on either human-
built golds or automatically-built references. In the latter case, we
use evaluation metrics based on Natural Language Inference (NLI)
models [26] which has been found to correlate well with human
judgments [3] making attribution evaluation and benchmarking
possible without the need for gold citation annotation.

The contributions of this paper are as follows: 1) we provide an
open-source framework that implements key architectures using
any backbone LLM, and provides several automatic evaluation
metrics for attributed information seeking using different references
either automatically built-up or human-assessed; 2) we perform a
systematic analysis of the different proposed architectures and key
parameters and components, including the impact of retrieval on
generation; 3) as of the time of this writing and to our knowledge,
this is the first benchmarking of the dataset HAGRID, that could be
easily used with new datasets adequate for attributable generative
information seeking scenarios. All implementations of scenarios
and metrics as well as the generated outputs are available online2.

2 Experimental design
2.1 Task formulation
The task of attributed information seeking is formalized as follows:
given a user query𝑞0 and a corpus of document passages𝐷 , the goal
is to generate an attributed answer𝐴𝑎𝑡𝑡 in response to the query 𝑞0.
𝐴𝑎𝑡𝑡 is a set of 𝑛 distinct statements (i.e. sentences) 𝑎𝑖 , where each
statement 𝑎𝑖 has in line citations referring to a set 𝐶𝑖 = {𝑐𝑖1, 𝑐𝑖2,...}
of documents that support the statement 𝑎𝑖 , with 𝑐𝑖 𝑗 ∈ 𝐷 . Following
these notations, an attributed answer is represented as 𝐴𝑎𝑡𝑡 =

{(𝑎1,𝐶1), (𝑎2,𝐶2), ...(𝑎𝑛,𝐶𝑛)}, while an answer without attribution
is represented as 𝐴 = {𝑎1, 𝑎2, ..., 𝑎𝑛}.
1https://huggingface.co/stabilityai/stablelm-zephyr-3b
2https://github.com/hanane-djeddal/Attributed-IR

2.2 Dataset
We use the HAGRID dataset [15], built on top of the MIRACL Eng-
lish subset [29] where each query and its human-assessed relevant
documents are fed to an LLM (GPT-3.5 turbo) to generate answers.
Human annotators evaluate the LLM-generated answers according
to two criteria: 1) informativeness refers to the correctness of the
answer statements regarding the query; 2) attributability refers to
the correspondence between the answer statements and the gold
citations. Statistics on the dataset are shown in Table 1. Unlike
other datasets used for attributed generative question-answering
[3, 9], the HAGRID dataset has three main peculiarities that moti-
vate us to use it for designing our benchmark: 1) its core dataset
MIRACL targets an-ad-hoc information retrieval task; 2) it provides
a gold set of answers with attributions and human annotations
w.r.t to both informativeness of answer statements 𝑎𝑖 and their
attribution quality; and 3) despite its great usefulness for the IR and
NLP communities to evaluate attributable generative information-
seeking models, it is not so far used for a baseline evaluation with
LLM-based approaches.

2.3 Scenarios
Here, we describe the three main architectures used for answer
generation with attribution in literature [3, 9, 18] depicted in Figure
1. We report our experiment results using Zephyr3𝑏 but results with
other LLMs are provided with the code demo 3.
(1) Generate (G): this scenario directly generates an answer 𝐴
using an LLM in response to an input query 𝑞0 in a closed-book
fashion. Since the model solely depends on its pre-training data, we
stick to the simple case of generating an answer𝐴 without citations.
(2) Retrieve Then Generate (RTG): this scenario first retrieves
a list 𝑃 = {𝑑1, .., 𝑑𝑘 } of 𝑘 candidate supporting documents to the
query 𝑞0 from the corpus 𝐷 , which are then fed to the LLM with 𝑞0
to generate an attributed answer𝐴𝑎𝑡𝑡 . We investigate two scenarios:

• Vanilla retrieval (vanilla): we use a two-stage ranker based
on BM25 [22] and MonoT5 [19] to retrieve the list 𝑃 of relevant
documents to query 𝑞0 used to generate the attributed answer𝐴𝑎𝑡𝑡 .

• Retrieval with query generation (query-gen): we propose a new
variant of the RTG architecture where we leverage the LLM’s para-
metric memory to guide the retrieval towards documents that align
with the model’s internal knowledge using query reformulations.
We hope to bridge the gap between the model’s stored knowl-
edge and externally retrieved content [16, 25, 27]. To do so, given
the user query 𝑞0, the LLM first generates a list of subqueries
𝑄 = {𝑞1, .., 𝑞𝑚} based on 𝑞0. For each generated query 𝑞𝑡 ∈ 𝑄

as well as the user query 𝑞0, we retrieve 𝑘 candidate relevant doc-
uments 𝑃𝑡 = {𝑑𝑡1, 𝑑𝑡2, .., 𝑑𝑡𝑘 } to the query 𝑞𝑡 , for 𝑡 = 0, ..,𝑚, using
the retrieval model used in the vanilla scenario. Then, we aggregate

3https://github.com/hanane-djeddal/Attributed-IR
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using a data fusion technique (Cf. Section 2.4) the different lists of
documents 𝑃𝑡 with 𝑡 = 0, ..,𝑚 to produce one final list of candidate
documents 𝑃 = {𝑑1, .., 𝑑𝑘 } which is then fed to the LLM to generate
a grounded attributed answer 𝐴𝑎𝑡𝑡 .
(3) Generate Then Retrieve (GTR): This scenario first gener-
ates an answer 𝐴 without citations, which is then used to identify
relevant documents that support it. More specifically, to generate
inline citations along answer 𝐴, we split it into statements 𝑎𝑖 for
which the retriever returns a ranked list 𝑃𝑖 of 𝑘 relevant documents
𝑃𝑖 = {𝑑𝑖1, 𝑑𝑖2, .., 𝑑𝑖𝑘 } that we consider as the associated citations to
build the attributed answer 𝐴𝑎𝑡𝑡 . Similar to vanilla and query-gen
scenarios, we use BM25+MonoT5 for the retrieval.

2.4 Variants and baselines
To better understand the impact of retrieval on performances in the
RTG scenario, we establish a baseline RTG-gold where the LLM
generates the answer using the gold documents. To evaluate the
quality and the impact of our new scenario of generating𝑚 queries
(RTG-query-gen), we test different ranking aggregation methods
from the literature: 1) CombSum [7], 2) CombSumMNZ [7] and
3) PM2 [6]. We also define additional baseline methods: 4) Sort:
sorting the documents from the various lists by their normalized
MonoT5 score, and 5) Rerank: reranking the documents from the
different lists using MonoT5. We also report the best possible per-
formance for query-gen (MAX) by evaluating the retrieval results
of each generated query separately and choosing the best score
for each metric. For the answer generation, we use the documents
issued from Rerank.

2.5 Evaluation metrics
We consider in our framework two main categories w.r.t the output
structure including both answer statements and citations.

Answer correctness. Contrary to QA settings where answers
can be short and exact, in information-seeking scenarios, answers
tend to be long and can vary in form. Therefore we use different
n-gram-based and semantic-based metrics: ROUGE [17], BLEU [20],
and BertScore [28] to evaluate the accuracy of the answer based on
the gold answer. Since a query can havemultiple possible answers in
the ground truth, we report for eachmetric, the best score calculated
by comparing the generated answer with each candidate answers.

Citation quality. We apply different metrics to measure either
the answer statements’ attribution w.r.t. the associated citations in
the answer or the gold citations.

• AutoAIS [8]: This metric was originally defined for the task of
attributed QA where the citations are not in line with the answer
but reported in a separate list associated with the answer as a whole.
In our case, each statement 𝑎𝑖 has its own set of citations 𝐶𝑖 in line
with the answer 𝐴𝑎𝑡𝑡 . Thus, we adapt this metric:

𝐴𝑢𝑡𝑜𝐴𝐼𝑆𝑐𝑖𝑡 (𝐴𝑎𝑡𝑡 ) = 𝑎𝑣𝑔(𝑎𝑖 ,𝐶𝑖 ) ∈𝐴𝑎𝑡𝑡 [𝑎𝑟𝑔𝑚𝑎𝑥𝑐𝑖 𝑗 ∈𝐶𝑖
(𝑁𝐿𝐼 (𝑐𝑖 𝑗 , 𝑎𝑖 ))]

(1)
where NLI (premise, hypothesis) is the output of an NLI classifier (1
if the premise entails the hypothesis, and 0 otherwise). This first
application of AutoAIS determines whether a statement is attrib-
uted to at least one of its associated citations.
Moreover, to investigate to which extent an answer 𝐴𝑎𝑡𝑡 is attrib-
utable to the retrieved documents 𝑃 = {𝑑1, .., 𝑑𝑘 } fed to the LLM in

the RTG scenario, we introduce a variant of the AutoAIS metric,
𝐴𝑢𝑡𝑜𝐴𝐼𝑆𝑝𝑠𝑠𝑔 (𝐴𝑎𝑡𝑡 ), as follows:

𝐴𝑢𝑡𝑜𝐴𝐼𝑆𝑝𝑠𝑠𝑔 (𝐴𝑎𝑡𝑡 ) = 𝑎𝑣𝑔𝑎𝑖 ∈𝐴 [𝑎𝑟𝑔𝑚𝑎𝑥𝑑𝑙 ∈𝑃 (𝑁𝐿𝐼 (𝑑𝑙 , 𝑎𝑖 ))] (2)

• Citation Recall and Precision: Facing the lack of gold citations,
the framework ALCE [9] introduced a citation recall and citation
precision using the automatic binary score (0,1) of an NLI classifier
between the statements and the citations. Citation recall determines
if a statement 𝑎𝑖 is entirely supported by its cited documents by
examining the NLI score between the statement and the concatena-
tion of its cited documents denoted 𝑐𝑜𝑛𝑐𝑎𝑡 (𝐶𝑖 ) i.e. by computing
𝑁𝐿𝐼 (𝑐𝑜𝑛𝑐𝑎𝑡 (𝐶𝑖 ), 𝑎𝑖 ). Citation precision measures to which extent a
citation 𝑐𝑖 𝑗 is irrelevant by checking whether 𝑁𝐿𝐼 (𝑐𝑖 𝑗 , 𝑎𝑖 ) = 0 and
if it can be removed without affecting the attribution score of its
statement 𝑎𝑖 such that 𝑁𝐿𝐼 (𝑐𝑜𝑛𝑐𝑎𝑡 (𝐶𝑖 \ 𝑐𝑖 𝑗 ), 𝑎𝑖 ) = 1. We use the
implementation provided in the ALCE framework4 and refer to
them using NLI_prec and NLI_rec in the rest of the paper.

• Citation Overlap: Since HAGRID provides gold answers𝐴𝑎𝑡𝑡

with gold citations C𝑔𝑜𝑙𝑑 , we perform a more direct evaluation of
citation attributability by computing for each query the overlap
between the gold citations C𝑔𝑜𝑙𝑑 and the whole citations in the
generated answer C𝑔𝑒𝑛 . We define citation overlap precision and
recall for answer 𝐴𝑎𝑡𝑡 to query 𝑞 as:

𝑂𝑣𝑒𝑟𝑙𝑎𝑝 (𝐴𝑎𝑡𝑡 ) =
|C𝑔𝑜𝑙𝑑 ∩ C𝑔𝑒𝑛 |

|𝑋 | (3)

Where C𝑔𝑒𝑛 =
⋃

(𝑎𝑖 ,𝑐𝑖 ) ∈𝐴𝑎𝑡𝑡 𝐶𝑖 , |.| is the cardinality of the set. 𝑋
equals to C𝑔𝑒𝑛 or C𝑔𝑜𝑙𝑑 for computing the overlap precision or
overlap recall, resp..

3 Experiments
3.1 Effectiveness results
We report the main results of the different scenarios (cf. Section
2.3) in Table 2 using the evaluation metrics presented in Section
2.5. For RTG-vanilla and RTG-query-gen, we fix the number of
supporting documents to 2 for a fair comparison with the RTG-
goldwhich relies on 2.7 gold documents on average (cf. Table 1). For
theGTR scenario, we retrieve 1 document per statement to be close
to the attributed answers in the ground truth including 2.5 citations
per answer on average. From a general point of view, we can see that
RTG scenarios have the best overall performances which confirms
the benefit of retrieval-augmented answer generation [11]. This
can also be seen through the lower results obtained by the GTR
scenario suggesting that using attribution at a post-generation
stage can propagate the hallucinations in the generated answer
making it hard to identify supporting documents. Moreover, RTG-
gold sets a strong upper bound, showcasing the importance of the
quality of the retrieved documents. Among the evaluated RTG
variants, RTG-query-gen has the best performance in citation
quality regarding AutoAIS and NLI-based metrics. It also obtains
higher results than the RTG-gold scenario regarding NLI-based
metrics. This confirms our intuition that query reformulation helps
in exhibiting parametric knowledge in LLMs towards information-
seeking needs.

4https://github.com/princeton-nlp/ALCE/tree/main
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Table 2: Main results for G, RTG, and GTR scenarios using the HAGRID dataset. Gold answer reports the citation quality in the
gold answer using automatic metrics. Since the scenario G does not include citations, only answer correctness is evaluated.
The generated simple answer in scenario GTR and G are the same, thus the answer correctness measures are equal. The best
performance measures are in bold, and the second best is underlined.

Correctness Citations
BLEU ROUGE-L BertScore Overlap AutoAIS NLI prec/rec

Prec. Rec. F-score Prec. Rec. F-score Prec. Rec. Cit. Pssg. Prec. Rec.

Gold answer - - - - - - - - 87.97 89.21 83.65 79.80
G 11.06 30.41 46.08 31.58 87.88 90.02 88.87 - - - - - -

RTG - gold 28.22 44.00 63.81 46.72 90.02 93.36 91.69 75.29 68.89 42.81 80.67 56.55 42.31
RTG - vanilla 18.44 33.83 56.40 36.65 87.94 91.52 89.63 36.17 32.69 41.86 78.95 57.90 41.63

RTG - query-gen 18.33 33.58 56.13 36.43 87.89 91.55 89.62 35.89 32.46 42.68 80.10 59.59 42.48
GTR 11.06 30.41 46.08 31.58 87.88 90.02 88.87 45.53 30.53 26.69 26.69 26.65 26.66

Figure 2: Citations and Correctness metrics for varying values of
the number of supporting documents in RTG-user-query scenario

(a) Correctness metrics (b) Citation metrics

Table 3: Retrieval results for the RTG scenario. Best performances
are in bold and the second best is underlined.

Setting Agg @1 @10
Precision Recall Precision Recall nDCG

user query - 48.04 23.29 16.45 63.31 53.21

query-
gen

sort 36.17 17.87 13.84 57.03 43.88
combSum 47.07 22.37 16.17 62.45 51.39
combSum-MNZ 45.39 21.22 16.28 61.98 50.49
Rerank 46.79 22.83 16.33 63.99 53.21
PM2 48.60 23.16 16.33 63.43 52.83
MAX 66.34 32.42 18.66 72.69 63.58

We also note the difference between citation quality and faithful-
ness to input documents. AutoAIS𝑐𝑖𝑡 scores can be lower than half
the scores of AutoAIS𝑃𝑠𝑠𝑔 across different scenarios. This means
that while input documents can correctly support the sentences in
the answer, they are not always correctly cited.

3.2 Complementary analysis
3.2.1 Impact of the number of supporting documents. Figure 2
shows the performances of the RTG-vanilla scenario when vary-
ing the number of supporting documents. Please note that trends
are similar for the RTG-query-gen scenario. Regarding the cor-
rectness metrics (Figure 2(a)), the number of documents has a slight
impact, with a small tendency towards the decrease of ROUGE met-
rics. Focusing on the citation metrics (Figure 2(b)), the number of
documents seems to have little impact on AutoAIS𝑝𝑠𝑠𝑔 , contrary to
the other metrics which overall decline when increasing the num-
ber of documents. This suggests that the model may struggle to cite

correctly when increasing the number of input documents, which
may stem from a tendency to over-cite (increase in NLI precision
without necessarily improving recall). We also note that the recall of
citations-overlap peaks at around 2 documents which corresponds
to the average number of gold documents in the dataset.

3.2.2 Impact of Retrieval. Using the generated queries in the RTG-
query-gen scenario can improve the retrieval scenario, especially
in citation quality.We, therefore, analyze in Table 3 the impact of the
different aggregation approaches over the generated queries on the
retrieval effectiveness. We can see that the re-ranking aggregation
method (Rerank) seems to give the best retrieval score @10 though
not improving much from the vanilla scenario. The best obtainable
results using query-gen scenario can go up to 72% recall @10,
leaving room to investigate other aggregation methods.

3.2.3 Correlation between NLI and Annotations. We evaluate the
gold answers provided in HAGRID using the automatic citation
metrics and examine how they correlate with the provided human
annotation of attributability. We find that the Pearson correlation
coefficient between 𝐴𝑢𝑡𝑜𝐴𝐼𝑆𝑐𝑖𝑡 and the attribution annotation is
pretty modest at 0.36, similarly with citation precision and recall at
0.35 and 0.36 respectively. This is an interesting finding as previous
work [3] found a strong correlation between human annotations
and AutoAIS when using QA dataset for attribution, which testify to
the complexity of attributed information-seeking and its distinction
from attributed QA.

4 Conclusion
In this work, we propose an extensible open-source framework to
benchmark attributable information-seeking using representative
LLM-based approaches. We consider a set of up-to-date SOTA eval-
uation metrics to measure both the correctness of the generated
answer and the quality of the in-line citations. Our work provides
valuable baseline models and insights from empirical results and
trends allowing to strengthen the maturity of research that targets
faithful generative information-seeking.
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