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ABSTRACT: The Gulf Stream (GS) is one of the strongest ocean currents on the planet. Eddy-rich resolution models are
needed to properly represent the dynamics of the GS; however, kinetic energy (KE) can be in excess in these models if not
dissipated efficiently. The question of how and how much energy is dissipated and in particular how it flows through ocean
scales thus remains an important and largely unanswered question. Using a high-resolution (;2 km) ocean model [Coastal
and Regional Ocean Community (CROCO)], we characterize the spatial and temporal distribution of turbulent cascades
in the GS based on a coarse-grained method. We show that the balanced flow is associated with an inverse cascade while
the forward cascade is explained by ageostrophic advection associated with frontogenesis. Downscale fluxes are dominant
at scales smaller than about 20 km near the surface and most intense at the GS North Wall. There is also strong seasonal
variability in KE flux, with the forward cascade intensifying in winter and the inverse cascade later in spring. The forward
cascade, which represents an interior route to dissipation, is compared with both numerical and boundary dissipation pro-
cesses. The contribution of interior dissipation is an order of magnitude smaller than that of the other energy sinks. We
thus evaluate the sensitivity of horizontal momentum advection schemes on energy dissipation and show that the decrease
in numerical dissipation in a high-order scheme leads to an increase in dissipation at the boundaries, not in the downscale
flux.

KEYWORDS: Nonlinear dynamics; Small-scale processes; Ocean models

1. Introduction

The Gulf Stream is a strong, deep, and persistent western
boundary current. It is characterized by a separation near Cape
Hatteras and penetration into the NorthAtlantic basin, where it
acts as the main conduit for the upper branch of the meridional
overturning circulation. According to Sverdrup’s linear theory,
the volume transport of western boundary currents should vary
with the intensity of the basinwide wind curvature. However,
many observations and high-resolution simulations contradict
this simple picture, suggesting a more complex one with a large
influence of topography and eddies (Spall 1996; Chassignet and
Marshall 2008; Özgökmen and Chassignet 2002; Bryan et al.
1995, 2007; Couvelard et al. 2008; Gula et al. 2015, 2016; Renault
et al. 2016b, 2019; Debreu et al. 2022). The limitations of low-
resolution (.100 km) oceanmodels in reproducing Gulf Stream
dynamics have been clearly demonstrated and significant biases
have been observed near the separation of the Gulf Stream as
well as in its northwestward penetration (Chassignet and Xu
2017; Bryan et al. 2007). On the other hand, if the refinement of
the computational grid to reach an eddy-rich resolution largely
improves the Gulf Stream representation and in particular its
separation, a truly realistic representation seems only possible
with adequate energy sinks.

At large scale, balanced motions dominate the ocean.
Mesoscale eddies, generated by baroclinic and barotropic in-
stabilities of the mean Gulf Stream (drawing energy from its
potential energy), are also dominated by geostrophic balance.
The quasigeostrophic theory then predicts that their kinetic

energy is essentially transferred to larger scales (i.e., an inverse
cascade; Charney 1971; Arbic et al. 2013; Renault et al. 2019). To
maintain the energy balance, the energy input in the Gulf Stream
system must be dissipated. Some of the energy is dissipated at
the surface (Renault et al. 2016b, 2019) and bottom boundaries
(top and bottom drag, respectively), but another, more uncer-
tain, portion may follow an interior route to dissipation when the
momentum balance is broken}i.e., a direct transfer to smaller
scales or forward cascade. For the models to produce a forward
cascade, quasi-geostrophy must be relaxed (Molemaker et al.
2010), which is most likely to occur in the detached Gulf Stream
jet (Jamet et al. 2021), allowing ageostrophic motions to reverse
the spectral energy fluxes (e.g., Brüggemann and Eden 2015;
Klein et al. 2008; Capet et al. 2008a; Molemaker et al. 2010).
However, the persistence (in space and time) and effectiveness
of this dissipation route is unclear.

Submesoscale oceanic fronts and eddies are mostly unbal-
anced motions and carry a substantial ageostrophic compo-
nent. They are a relatively recent discovery, and their interest
as a research topic has grown rapidly (McWilliams 2016).
They occur on an intermediate scale of the order of 0.1–10 km
horizontally, 10–100 m vertically, and from hours to days tem-
porally, that is, smaller and more rapidly evolving than the me-
soscale eddies and with vertical velocities that are one or two
orders of magnitude larger (Capet et al. 2008b; Su et al. 2020;
Siegelman 2020; McWilliams 2021). These can affect momen-
tum, buoyancy, nutrient transport and biogeochemistry (Lévy
et al. 2018; Uchida et al. 2019; Kessouri et al. 2020), and gas ex-
change between the ocean and atmosphere (Su et al. 2018).
Important here, they may also provide an oceanic interior en-
ergy route to dissipation (Gula et al. 2016; Schubert et al.
2020), which may partially justify the use of a high turbulent
viscosity to control Gulf Stream dynamics in eddy-rich models
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(Chassignet et al. 2003; Chassignet andMarshall 2008; Chassignet
and Xu 2017; Schoonover et al. 2016). The principle invoked is
that, at submesoscales, the effect of rotation and stratification
being weaker, the geostrophic or gradient-wind balance is dis-
rupted, allowing the divergent flow component to transfer en-
ergy to smaller scales (Capet et al. 2008b; Klein et al. 2008).
The proposed ageostrophic mechanisms are inertia-gravity wave
emission by eddies (Barkan et al. 2015); frontogenesis (Capet
et al. 2008c); submesoscale quasigeostrophic instabilities at finite
Rossby number (Capet et al. 2016); and at even smaller scales,
ageostrophic instabilities such as centrifugal, symmetric, gravita-
tional, or Kelvin–Helmholtz instabilities (McWilliams 2016;
Thomas et al. 2013; Haine andMarshall 1998).

However, submesoscale processes can also reinforce meso-
scale eddies, extending the inverse kinetic energy (KE) cascade
to a scale of a few tens of kilometers (Klein et al. 2019). This ex-
tension is particularly evidenced for frontogenesis (Klein et al.
2019) and for submesoscale quasigeostrophic instabilities that
draw energy from the mesoscale potential energy at spatial
scales of O(10) km and time scales of O(1) day21, for example,
mixed layer instabilities (MLIs; Schubert et al. 2020; Boccaletti
et al. 2007) and Charney baroclinic instabilities (Capet et al.
2016). The broadening of the inverse cascade suggests that the
KE of the ocean is less controlled by viscosity than one might
think by considering only the effect of submesoscale processes
on the forward cascade. In any case, the overall effect of sub-
mesoscales on the oceanic turbulent cascade is complex and
may vary in space and time.

This study presents a submesoscale simulation at 2-km resolu-
tion, where strain-induced frontogenesis and mixed layer insta-
bilities are resolved, but ageostrophic instabilities and associated
secondary frontogenesis are not. The simulation is carried out
over the Gulf Stream for a period of 5 years with three objec-
tives. First, we assess the temporal and spatial distribution of
cross-scale KE fluxes in the Gulf Stream. The evaluation is en-
abled by the use of a coarse-grained approach (Aluie et al.
2018). Second, we explore the submesoscale mechanisms and
the contributions of rotational and divergent velocity compo-
nents (associated with the balanced and unbalanced motions, re-
spectively), in particular the extent to which they affect energy
fluxes over the Gulf Stream. Last, we quantitatively evaluate the
different energy dissipation processes. We compare the magni-
tude of the forward cascade with the dissipation by the top and
bottom drag and by numerical discretization effects. Next, we an-
alyze the sensitivity of horizontal momentum advection schemes
on energy dissipation. The paper is organized as follows: section 2
describes the model configuration and method. In section 3, the
spatial and season variability of cross-scale KE fluxes is assessed.
Section 4 examines the possible mechanisms involved in the en-
ergy transfer. The quantification of energy pathways is discussed
in section 5, followed by the conclusions.

2. Method

a. Model configuration

The oceanic simulation is performed with the Coastal and
Regional Ocean Community model (CROCO; Shchepetkin

and McWilliams 2005; Debreu et al. 2012). CROCO is a free-
surface, terrain-following coordinate model with split-explicit
time stepping. In the present study, the version with Boussinesq
and hydrostatic approximations is used, and the equations are
discretized with high-order computational methods. A third-
order predictor–corrector time step algorithm, and fifth-order
upstream biased momentum advection (instead of the more
standard third-order scheme) allows reducing numerical dis-
persion and diffusion to achieve an effective resolution of
about 5 times the horizontal resolution (Soufflet et al. 2016;
Ménesguen et al. 2018). The advection of horizontal tracers is
discretized using the rotated split third-order upstream scheme
(Marchesiello et al. 2009; Lemarié et al. 2012). A nonlocal
planetary K-profile boundary layer (KPP) scheme (Large et al.
1994) parameterizes the vertical subgrid-scale eddy effects at
the surface, bottom, and interior of the ocean.

The simulation domain extends from 22.58 to 48.848N and
from 368 to 828W (Fig. 1) with a horizontal resolution of 1/428
(;2.2 km). The topography is obtained from SRTM15-plus
(Shuttle Radar Topography Mission), which is a global bathy-
metric dataset with a nominal resolution of 15 arc s (;0.5 km)
(http://topex.ucsd.edu/WWW_html/srtm30_plus.html). To reduce
errors associated with the pressure gradient in a terrain-following
coordinate model}in addition to the high-order correction
scheme of Shchepetkin and McWilliams (2003)}the bottom
topography is interpolated onto the model grid and its slope
is selectively smoothed when the r-factor dh/h exceeds 0.2,
where h is the bottom depth and dh is its horizontal varia-
tion between two grid points (Penven et al. 2005).

The simulation is performed over the period 2005–09 after
a 5-yr spinup. The initial field and lateral boundary forcing
are derived from the 1/128 daily mean Mercator Glorys12V1
product (Lellouche et al. 2018). The boundary forcing is in-
troduced through open boundary conditions that consist of
an active–passive 2D radiation scheme for the baroclinic mode
(including temperature T and salinity S) and a modified Flather-
type scheme for the barotropic mode (Marchesiello et al. 2001).
We use 50 s levels in the vertical direction (Shchepetkin and
McWilliams 2009), with stretching parameters hcline 5 200 m,
ub 5 2, and us5 7.

Surface momentum, heat, and freshwater fluxes are esti-
mated using the COARE bulk formula (Fairall et al. 2003).
Surface atmospheric fields are derived from the hourly Cli-
mate Forecast System Reanalysis (CFSR; Saha et al. 2010),
which has a spatial resolution of ’35 km. The surface ocean
current feedback to the atmosphere (that controls the top
drag) (Renault et al. 2016b) is parameterized using the stress-
correction approach described in Renault et al. (2020), allow-
ing realistic representation of the (sub)mesoscale momentum
exchange between the ocean and the atmosphere. In our anal-
ysis, 3-h averaged output fields are used.

The simulation is generally in good agreement with the ob-
servations. As an example, Fig. 2 compares the simulated
mean and mesoscale circulations with those observed by the
AVISO product (Ducet et al. 2000) and drifters (Laurindo
et al. 2017). To ensure a fair model–data comparison when
comparing with AVISO, we first apply a 50-km Gaussian
spatial filter and a 7-day average on the simulated Absolute
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Dynamic Topography (ADT; Arbic et al. 2013). Figures 2a
and 2b show the mean ADT as estimated from CROCO and
AVISO as well as the mean Gulf Stream path highlighted
using the contour of 0.5 m s21 of the mean geostrophic cur-
rents. The mean circulation is well reproduced by the model
and in particular the Gulf Stream path shows very good
agreement with the observations.

The surface geostrophic eddy kinetic energy [EKE(ug)] is
computed as a proxy of the mesoscale activity from daily
geostrophic surface current perturbations in CROCO and
AVISO (Figs. 2b,c). The perturbations are estimated as the
deviation of the 3-month average. The Gulf Stream path sta-
bility is associated with the EKE: the larger the EKE, the
more unstable the Gulf Stream trajectory. In agreement

FIG. 1. Snapshots of (a) surface relative vorticity (normalized by f ) and (b) sea surface temperature in March 2007 from CROCO.

FIG. 2. (a),(b) Mean dynamic topography and (c),(d) EKE estimated using geostrophic currents from (top) CROCO and (bottom)
AVISO. The magenta and green contours represent the mean Gulf Stream path (0.5 m s21 contour of the mean geostrophic current)
from AVISO and CROCO, respectively. Also shown is the time average of EKE estimated using the surface total currents from
(e) CROCO and (f) drifter data. The magenta and green contours again represent the mean Gulf Stream path but from the mean total
currents (0.5 m s21 contour) from drifters and CROCO, respectively.
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with previous studies, CROCO and observations show a stable
trajectory separating straight from Cape Hatteras, with a larger
EKE magnitude over the Gulf Stream core after separation.
The simulated EKE(ug) shows very close spatial patterns and
amplitudes to those observed by AVISO (Figs. 2c,d). Similar
results are found when comparing the model EKE [EKE(u)]
estimated from the total surface currents with drifter observa-
tions from the Global Drifter Program (Laurindo et al. 2017)
(Figs. 2e,f)}note that the drifters are also included in the
AVISO estimate of the mean dynamic topography.

b. Coarse-grained method

In the literature, the cross-scale KE flux in the ocean is gen-
erally evaluated using a spectral analysis (e.g., Scott and Wang
2005; Arbic et al. 2013; Marchesiello et al. 2011; Renault et al.
2019). Based on this approach, several studies demonstrate the
existence of direct or inverse energy cascades. However, it has
several drawbacks. First, it assumes a statistically homoge-
neous field and a value for the small-scale flux (Schubert et al.
2020). Second, the spectral approach underestimates the en-
ergy flux due to the windowing required, and the result is very
sensitive to the resolved scales of the model or altimeter data
and the filtering methods used on these data (Arbic et al.
2013).

The coarse-grained method (Leonard 1975; Germano 1992)
is an interesting alternative to assess the cross-scale KE fluxes
in the ocean. Aluie et al. (2018) are the first to apply this
method to ocean dynamics, followed by Schubert et al. (2020)
and Srinivasan et al. (2019) to specifically address the interior
route to dissipation. The coarse-grained approach has several
advantages over spectral analysis, including relaxing the homo-
geneous and isotropic field assumption, avoiding windowing
procedures, and, most importantly, having access to spatial
patterns of energy fluxes.

The coarse-grained approach is based on a “filtering” frame-
work, which separates the signal into large and small scales
around a given scaleL. FollowingAluie et al. (2018) and Schubert
et al. (2020), a low-pass spatial filter is defined using the convolu-
tion of a horizontal field F(x,y) as F(x, y)5 C3 F(x, y), whereC
is a top-hat kernel defined as

C(r) 5
{
1/A if |r| , L/2
0 otherwise

,

A 5 pL2/4 is the circular normalization area of diameter L,
and r is the radial vector.

By applying this convolution to the equation of motion,
we can estimate the term that represents the scale transfer
of kinetic energy:

P 5 2r0[(u2 2 u2)ux 1 (uy 2 u y)(uy 1 yx) 1 (y 2 2 y 2)yy],
(1)

where r0 is the reference density and u5 (u, y, w) are the oce-
anic components of the surface current in the zonal, meridio-
nal, and vertical direction [see Aluie et al. (2018) for the full
derivation]. This term quantifies the energy transferred from

theL scale to larger or smaller scales (i.e., a cross-scale flux atL),
due to nonlinear interactions.

In this study, the coarse-grained approach is applied to the
total surface current as well as its rotational (ur) and divergent
(ud) components using the Helmholtz decomposition. The lat-
ter consists of a separation of the total currents in terms of the
streamfunction c and potential velocity f:

u 5 ur 1 ud 5 cy 1 fx and y 5 yr 1 yd 5 2cx 1 fy:

We obtain ud by solving f of a Poisson equation. We then es-
timate ur as the difference between u and ud. Components ur
and ud are associated with the balanced and unbalanced mo-
tions, which allows us to separate the contributions of these
components to the energy cascade.

3. Description of the turbulent cascade

a. Cross-scale KE fluxes

The kinetic energy flux P is estimated over the Gulf Stream
region using the coarse-grained approach at scales of 9, 22, 61,
and 105 km (Fig. 3). The 9-km scale is the closest wavelength
to the effective resolution of the simulation, 22 km corre-
sponds approximately to a transition scale between mesoscale
and submesoscale currents in this region, and 61 and 105 km
represent scales of high mesoscale activity. Positive (negative)
values indicate a forward (inverse) cascade, i.e., a transfer of
kinetic energy to smaller (larger) scales.

At the 9-km scale (Fig. 3a), P is mostly positive, revealing
the presence of a systematic forward cascade at this scale. In
contrast, at the 22-km scale, P is characterized by a dipole lo-
cated right on the Gulf Stream path (Fig. 3b), with a stronger
downscale flux on its northern edge and a weaker upscale flux
on its southern edge. At larger scales (61 and 105 km), the in-
verse cascade becomes dominant (Figs. 3c,d), which is consis-
tent with an intense mesoscale eddy–mean flow interaction
(Arbic et al. 2013; Renault et al. 2019). However, at these
scales, an intense narrow band of positive values remains near
Cape Hatteras, where the Gulf Stream separates from the
coast.

On all scales analyzed, P is most intense over the Gulf
Stream and its surroundings, i.e., where the eddy activity is im-
portant (Fig. 1a). However, the various mechanisms that drive
the kinetic energy flux}barotropic and baroclinic instabilities,
filamentation and frontogenesis, mixed layer and ageostrophic
instabilities}may bring a spatial dependency. Of particular
importance is the Gulf Stream North Wall where significant
density and temperature gradients (Fig. 1b) would allow for
an intense frontogenesis activity (McWilliams et al. 2019). In
the South Atlantic Bight, the topography plays an additional
role, favoring barotropic destabilization of the flow (Gula et al.
2015) and there is a prominent topographic feature called the
Charleston Bump where mesoscale frontal eddies are gener-
ated (Olson et al. 1983; Gula et al. 2015). Over the Charleston
Bump, Fig. 3 reveals a large forward cascade, not only at small
scales (,22 km) but also at large scales (.61 km), even
though the inverse cascade intensifies in other regions. The
next section will focus on the different components of the
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flow, particularly the role of unbalanced motions in the down-
scale KE flux.

b. Rotational and divergent components

To understand the role of balanced and unbalanced mo-
tions in energy transfer at different scales, we decompose
the surface currents into rotational and divergent components
(i.e., Helmholtz decomposition, see section 2), where the rota-
tional (divergent) velocity component is associated with the
balanced (unbalanced) motion. Note that geostrophic currents

are nondivergent and included in the rotational component.
Using these components, we estimated P from (1) using rota-
tional and divergent components.

Figures 3e–h depict the kinetic energy flux estimated using
the rotational velocity component [P(ur)]. It reveals that, at
all scales (stronger with increasing scale) and almost every-
where, the balanced kinetic energy flux is dominated by up-
scale fluxes (Figs. 3e–h)}there are some exceptions where
P(ur) is positive for a few very localized regions such as near
Cape Hatteras and over the Charleston Bump. These results

FIG. 3. Time-averaged (2005–09) cross-scale surface kinetic energy flux estimated from (left) total currents (P), (center) rotational (bal-
anced) currents [P(ur)], and (right) the interaction of balanced and unbalanced flow [PCT 5 P 2 P(ur) 2 P(ud)]. The cross-scale fluxes
are estimated at 9, 22, 61, and 105 km.
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confirm the important role of balanced motions in the in-
verse cascade of kinetic energy. It is known that when bal-
anced motions dominate, particularly the geostrophy that
prevails at scales larger than 10 km, the effect of rotation
and stratification is to inhibit vertical velocities and promote
quasi-two-dimensional turbulence. However, even at small
scales, the nondivergent part of the flow can hardly drive a
forward cascade.

The KE flux P(ud) estimated using the divergent velocity
component alone (physically representing the advection
of unbalanced motion by itself) is an order of magnitude
smaller than both P and P(ur) (not shown). Therefore, the
total cross-scale KE flux is not explained by the simple addi-
tion of rotational P(ur) and divergent P(ud) components,
but by an additional cross term representing the interaction
of balanced and unbalanced motions. The cross-term contri-
bution to the kinetic energy flux of (1) is thus estimated as
PCT 5 P 2 P(ur) 2 P(ud). In Figs. 3i–l, PCT is generally
positive at all scales and the most intense values are located
over the Gulf Stream. Note that patches of negative PCT

are apparent, particularly along the southern edge of the
Gulf Stream at large scale (.61 km; Figs. 3k,l).

To further quantify the contribution of P(ur), P(ud), and
PCT to the total KE flux, we calculate the percent contribution
of each component as %PX 5 |PX|/[|P(ur)|1|P(ud)|1|PCT|],
where PX can be P(ur), P(ud), and PCT. Averaging %PX

over the entire domain shows that at scales greater than or
equal to 22 km P(ur) explains more than 50% of P and PCT

explains about 39%. At 9 km, the contribution of PCT in-
creases to 68% and P(ur) reduces to 26%. The contribution of
P(ud) to the total cross-scale KE flux is never larger than 6%
at 9 km and falls below 4% at larger scales. Note that over
areas of strong eddy activity in the Gulf Stream, the contribu-
tion of P(ur) can be much higher than in the domain average
(close to 90% at 105-km scales), whereas PCT has a stronger
contribution over regions of weak eddy activity.

Previous studies have examined the origin of the forward
cascade (Brüggemann and Eden 2015; Capet et al. 2008a;
Molemaker et al. 2010). In particular, Capet et al. (2008a)
note that in surface quasigeostrophic models that do not sup-
port momentum advection by ageostrophic currents, the for-
ward cascade is weaker than in primitive equation models.
They suggest that the forward cascade is associated with this
missing part of the advection. Here, to confirm this hypothesis
and extend it to balanced and unbalanced motions, PCT is fur-
ther decomposed into the advection of rotational by divergent
currents (PCTd

) and the advection of divergent by rotational

currents (PCTr
), as follows:

PCTd
5 X[(ud), (ud, ur)] ? (urx , ury ) and (2)

PCTr
5 Y[(ur), (ud, ur)] ? (udx , udy ), (3)

whereX and Y are nonlinear operators, functions of ud or ur and
their combinations. Note that PCT can be defined explicitly as
PCT 5PCTr

1PCTd
or implicitly as PCT 5 P 2 P(ud)1 P(ur),

both yielding the same result. The decomposition is applied at
scales of 9, 22, and 61 km (Fig. 4; similar results are found at

105 km). Figure 4 reveals thatPCT at 9, 22, and 61 km is primar-
ily explained by PCTd

(Figs. 4a–c), i.e., by the advection of
balanced momentum by unbalanced currents (unbalanced
advection). The PCTd

shows dominant downscale fluxes at
all scales, especially over the Gulf Stream North Wall, a re-
gion of strong density gradients. At large scale, upscale
fluxes appear on the southern edge, while weaker positive
and negative values are also present in PCTr

(Figs. 4d–f).
Averaging over the entire region, PCTd

explains a large ma-
jority of PCT at all scales. Similar results were found with
geostrophic and ageostrophic decompositions (not shown).
Note that the advection of unbalanced by balanced currents
may also play some role in specific regions such as the
Charleston Bump. In summary, unbalanced advection has
almost exclusive control over the forward cascade, while
balanced motion drives the inverse cascade.

c. Seasonal variability

A significant seasonal variability of the cross-scale KE flux
has been estimated, based on high-resolution simulations,
over the Agulhas Current (Schubert et al. 2020) and the sub-
tropical western North Pacific (Qiu et al. 2014). Here, we esti-
mate P for the Gulf Stream system (Fig. 5) in winter
(January–March) and summer (July–September). The fluxes
are generally more intense in winter, and the patterns are sim-
ilar to the annual mean during this season. This is particularly
true at the 9- and 22-km scale (Figs. 5a–d), where the summer
fluxes are much reduced. At 61 and 105 km, in winter, the nar-
row band of downscale fluxes stretching from Cape Hatteras
is more evident than in the annual mean and actually disap-
pears in summer.

The inverse cascade given by P has a lesser seasonal cycle
than appears from P(ur) (Fig. 6). This difference is ex-
plained by a compensation between P(ur) and PCT, which
are respectively responsible for upscale and downscale
fluxes. In winter, the inverse cascade driven by P(ur) is in-
tensified (Figs. 6a–d) but the forward cascade due to PCT is
also intensified (Figs. 6i–l), balancing part of the upscale
fluxes. The opposite is true in summer [weakening of both
P(ur) in Figs. 6e–h and PCT in Figs. 6m–p] with a similar
moderate effect on upscale fluxes.

Previous studies suggest that seasonal variability not only
alters the intensity of KE fluxes, but may also affect other in-
dicators of seasonality. For example, Schubert et al. (2020)
observe that the scale at which the peak upscale fluxes occur
varies with the season, as does the scale at which the change
of sign of the KE flux occurs (cross-over scale between down-
scale and upscale fluxes). To better analyze the temporal and
spatial variability of P, we focus on two regions, north and
south of the Gulf Stream (Fig. 7; the areas of integration are
drawn in Fig. 5). These two regions are representative of differ-
ences observed on the maps, focusing on them allows assessing
the evolution of P as a function of wavelength (as in a wave-
length spectrum). Figure 7 reveals that P has lower values in
the southern region than in the northern region. In the
northern region, the cross-over scale is also higher than in
the southern region (;30–50 and ;10–30 km, respectively).
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The cross-over scale shows seasonal variability: in the north-
ern region, it is shorter in spring and longer in winter; in
contrast, in the southern region, it is shorter in fall–winter
and longer in summer.

In both regions, the forward cascade peaks in winter, while
the inverse cascade has its larger values in spring. However, in
the northern region, the inverse cascade is similar in winter,
summer, and fall. In contrast, in the southern region, at scales

FIG. 4. Time-averaged (2005–09) cross-term contribution to the cross-scale KE flux, decomposed into terms associated with the (a)–(c)
advection by unbalanced flow (PCTd

) and (d)–(f) advection by balanced flow (PCTr
). The cross-scale flux is estimated at (top) 9, (middle)

22, and (bottom) 61 km.
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larger than 62 km, the upscale flux is weaker in autumn, and
in summer it shows a more marked decrease toward smaller
scales. Interestingly, in the northern region, the inverse cas-
cade peaks at ’150 km and does not have significant seasonal
variation. In the southern region, the peak scale is larger in
summer (101-km scale) and smaller in winter and autumn
(62-km scale). These results suggest that the mechanisms in-
volved in the kinetic energy flux are different in the two re-
gions (this will be further discussed in section 4).

4. Mechanisms

The objective of this section is to evaluate the mechanisms
that determine the temporal and spatial variability of P, as a
measure of the KE cascade. We will be particularly interested
in the mechanisms of forward cascade.

a. Frontogenesis

As shown in section 3, the forward cascade is produced pri-
marily by the interaction between balanced and unbalanced
motions (PCT), and in particular by the advection of momen-
tum by unbalanced flows (PCTd

).
Frontogenesis occurs in regions where there is a horizontal

buoyancy gradient in a background horizontal deformation
flow. The deformation intensifies the horizontal buoyancy

gradient and disrupts the geostrophic balance along the front.
To restore balance, a secondary ageostrophic circulation ap-
pears, which acts by restratifying the subsurface. The second-
ary circulation mechanism involves the generation of cyclonic
vorticity and downwelling in the cold region and anticyclonic
vorticity and upwelling of weaker amplitude in the warm re-
gion (McWilliams 2016). Based on submesoscale permitting
simulations, Capet et al. (2008a,d); Klein et al. (2008) suggest
that the forward cascade is essentially associated with this
frontogenetic process.

The Gulf Stream presents favorable conditions for fronto-
genesis due to intense temperature gradients, especially at the
North Wall and strong deformation flow (McWilliams et al.
2019). Figures 8a–c represent the annual, winter, and summer
mean relative vorticity (i.e., normalized by the Coriolis pa-
rameter f ). From the Charleston Bump to the Gulf Stream
postseparation, the vorticity is characterized by the presence
of a dipole. On the northern (southern) edge of the Gulf
Stream, the water masses are denser (lighter) and a cyclonic
(anticyclonic) band is present, which is consistent with the ob-
served frontal structure. Interestingly, the cyclonic side is spa-
tially collocated with the 60 mW m22 km21 contour of PCTd

at the 22-km scale (the contour shows the maximum values of
PCTd

). Note that similar consistency is found using contours
of the same magnitude for PCTd

at the scales of 9 and 61 km.

FIG. 6. Winter (JFM) mean of (a)–(d) P(ur) and (i)–(l) PCT, and summer (JAS) mean of (e)–(h) P(ur) and (m)–(p) PCT. Cross-scale en-
ergy fluxes are estimated at (left) 9, (left center) 22, (right center) 61, and (right) 105 km.
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Following Hoskins and Bretherton (1972), the frontogenesis
function is defined as Fs 5 Q ? =hr, where Q is the Q vector.
This function quantifies the rate of increase in the horizontal
buoyancy gradient at the surface. Positive values indicate the
development of frontogenesis and negative values indicate the
development of frontolysis, i.e., a decrease of the buoyancy
gradient. Figures 8d–f show that frontogenesis dominates in
the region, especially at the North Wall of the Gulf Stream. Fs

also presents a strong spatial and temporal coherence with the
60 mWm22 km21 contour ofPCTd

at the 22-km scale.
These results are in agreement with previous studies. In

particular, Capet et al. (2008a) associate the ageostrophic ad-
vection responsible for the forward cascade with the second-
ary circulation generated by frontogenesis. Here, we confirm
and extend their proposition to unbalanced (nondivergent)
rather than ageostrophic motions. Recently, Srinivasan et al.
(2022) use submesoscale-resolving simulations of a North
Atlantic region between Greenland and Iceland and com-
pute as we do the cross-scale energy flux using a Helmholtz
decomposition. They find similar results to ours and con-
clude, with the help of an asymptotic theory, that the pri-
mary mechanism for the forward energy flux at fronts is
frontogenesis.

While frontogenesis is an effective means of transferring en-
ergy to smaller scales, other processes can be considered, such
as ageostrophic frontal instabilities (Molemaker et al. 2010;

Gula et al. 2016; Thomas et al. 2013). Frontal instabilities occur
when chaotic advection by mesoscale eddies, intensified by sub-
mesoscale strain (due, for example, to MLI), drives the process
to frontal collapse (Callies et al. 2016; Hoskins and Bretherton
1972). Because our simulations lack the spatial resolution to ad-
equately reproduce these instabilities, we cannot analyze their
role in the forward cascade. We expect their contribution to be
significant, but perhaps not by increasing the energy flux as
much as by taking over, at finer scales, the processes at work in
finite Rossby number quasigeostrophic dynamics (McWilliams
2016). This hypothesis is also suggested by Marchesiello et al.
(2011), whose model solutions from submesoscale-permitting
to submesoscale-resolving show a continuation of the forward
cascade but no increase in flux intensity.

North of the Gulf Stream, the relation between Fs and
PCTd

appears to be lost: Fs has large values (especially in
summer; Fig. 8f) while PCTd

is weak (Fig. 4b). One possible
explanation is that in this region, the mesoscale EKE is
weak relative to the Gulf Stream region and the frontogene-
sis function may reflect other processes than mesoscale con-
fluent flow deformation.

b. Ekman buoyancy flux

Downstream of the Charleston Bump along the Gulf
Stream, both the forward cascade (P positive) and fronto-
genesis (Fs) show strong seasonal variability. However, it is
unclear why frontogenesis intensifies so strongly in winter,
which raises the question: what processes explain the sea-
sonal variability of frontogenesis? Atmospheric forcing and,
in particular, wind may be good candidates to explain such a var-
iability. Thomas and Lee (2005) suggest that, depending on wind
direction, wind-driven Ekman currents can alter the ageostrophic
secondary circulation. In particular, when the winds blow in the
direction of the frontal jet (downfront winds), they can lead to
an intensification of the front. To assess this hypothesis, following
Thomas and Taylor (2010), the Ekman buoyancy flux (EBF) is
defined as EBF 5 Me ? =hbz50, where Me 5 t 3 z/(r0f ) is
the Ekman transport and t is the wind stress vector. A positive
EBF indicates an intensification of frontogenesis by Ekman
transport.

Figures 8g–i reveal the presence of a dipolar structure in
EBF downstream of the Charleston Bump, where positive and
negative values are observed on the northern and southern
edges, respectively, of the Gulf Stream. This structure corre-
lates well with that of PCTd

and Fs, not only in space but also
in time. In particular, EBF is positive over the Gulf Stream
North Wall in the area covered by the 60 mW m22 km21 con-
tour of PCTd

at the 22-km scale (Fig. 8g). Therefore, wind-
driven mixing contributes here to the transfer of energy to
smaller scales. On the other hand, EBF is negative on the
southern edge of the Gulf Stream, where PCTd

is small or even
weakly negative (Figs. 4a–c). These trends are stronger in win-
ter, when the wind and associated EBF are more intense than
in summer, when the dipole disappears (Figs. 8h–i).

The Ekman buoyancy flux may also have a role in driving
instabilities that promote or continue the forward cascade
initiated by frontogenesis. Thomas et al. (2013) show for the
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in Fig. 5.
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Gulf Stream that a cross-front advection by the Ekman flow
of negative potential vorticity favors the development of
symmetric instabilities that would drive energy farther to-
ward the dissipation scale. D’Asaro et al. (2011) had drawn
similar conclusions for the Kuroshio current. Again, due to
the resolution of our model, we cannot verify these results.

c. Upscaling effect of submesoscale eddies

In geostrophic turbulence theory, an inverse cascade is pro-
duced by the merging of mesoscale coherent eddies starting
from the scales of eddy sources (Vallis 2017). However, sub-
mesoscale-permitting models reveal that the inverse cascade
is intensified by submesoscale processes and extended to
scales down to tenths of a kilometer (Klein et al. 2019). MLIs
are a particularly effective example, and the intensification of
mixed layer eddies in winter due to mixed layer deepening
can be absorbed by mesoscale eddies, strengthening the latter
and producing larger upscale fluxes (Khatri et al. 2021; Qiu
et al. 2014; Schubert et al. 2020).

To investigate the submesoscale effect on the mesoscale ac-
tivity, we use the seasonal analyses presented in section 3c. In
the southern region, the seasonality of P in Fig. 7b suggests
two possible mechanisms related to MLIs and their role in the
inverse cascade. First, consistent with Schubert et al. (2020),
the maximum upscale flux occurs at smaller scales in winter as

compared with summer (;50 vs ;100 km, respectively). Sec-
ond, the cross-over scale between downscale and upscale
fluxes is ;13 km, which is similar to the most unstable MLI
wavelength (15 km; Fox-Kemper et al. 2008). The cross-over
scale of KE fluxes increases in summer to about 30 km, a sea-
sonality perhaps weaker than reported by Schubert et al.
(2020) for the Agulhas system. In the northern region, the up-
scale flux is more intense and its seasonality shows a signifi-
cantly stronger flux in spring and cross-over scale varying
from about 30 km in spring–summer to about 50 km in fall–
winter.

These results agree with Schubert et al. (2020) and their in-
terpretation that submesoscale flows affect the mesoscale sea-
sonal cycle. The peak of MLI activity occurs in winter when
the mixed layer is deeper, but the effect on mesoscale eddies
(an absorption effect according to Schubert et al. 2020) devel-
ops during this season to peak in spring. We thus confirm for
the Gulf Stream a phase shift of a few months in the effect of
submesoscales on mesoscale activity.

5. Quantification of energy pathways

Mesoscale-resolving simulations were associated in the past
with excessive mesoscale activity, reflecting a missing energy
sink (e.g., Renault et al. 2019). Two mechanisms that may

FIG. 8. Time-averaged (2005–09) surface (a)–(c) relative vorticity (normalized by f ), (d)–(f) frontogenesis function (Fs; kg
2 m28 s21),

and (g)–(i) Ekman buoyancy flux (EBF). The black contour represents the 60 mWm22 km21 value of PCTd
at 22 km.
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have been underestimated can explain this: (i) interior dissi-
pation driven by a forward energy cascade and (ii) boundary
layer dissipation produced by top and bottom drag. In addi-
tion to these mechanisms, numerical models impose another
energy sink, which is the dissipation required to dampen nu-
merical dispersion errors. Since no explicit momentum dis-
sipation operator is used in our simulation, numerical
dissipation is essentially handled by the diffusive part of an
upstream momentum advection scheme, whose viscosity
varies with velocity powers (Soufflet et al. 2016). In what
follows, the respective roles of interior, boundary, and nu-
merical dissipation are evaluated, followed by a sensitivity
analysis to advection schemes.

a. Interior, boundary, and numerical dissipation

Dissipation of mesoscale currents by top drag can be estimated
using the eddy geostrophic wind work FeKe 5 hu′gt′i2Pt22m

where angle-bracket and prime operators indicate the aver-
age over 3 months and its fluctuation, respectively, and
Pt22km

5 t ?ug 2 t ?ug is the coarse-grained wind work at

22-km scale. The FeKe is calculated with geostrophic currents,
excluding the Ekman or any ageostrophic contribution. Sub-
tracting P22km from FeKe allows us to remove also the contri-
bution of submesoscale currents and thus to further isolate
the energy transfer from the mesoscale field to the atmo-
sphere. Note, however, that Pt22km is only about 10% of
FeKe. Dissipation by bottom drag is computed from the co-
variance of the bottom currents and bottom stress anoma-
lies FbKb 5 hu′bt′bi. Last, the numerical dissipation is

HDiff 5
�surface
bottom u ?Ddz, where the horizontal momentum

diffusionD is diagnosed as eitherAUP5 2 AC6, that is, the differ-
ence between the UP5 advection term and an analogous advec-
tion term computed with a centered sixth-order nondissipative
scheme, or AUP3 2 AC4, that is, the difference between the UP3
advection term and an analogous advection term computed with
a centered fourth-order nondissipative scheme. Negative values
of FeKe, FbKb, and HDiff indicate a dissipation of energy.
These terms are directly comparable to the downscale flux
at 9 km integrated between 100-m depth and the surface:

IDiss 5 2
�surface
2100m P9km dz, that is, where the forward cascade

dominates. Note that IDiss is defined with a negative sign for
downscale fluxes to represent a dissipation of energy. We
consider 9 km to calculate the energy flux to better compare
it with the numerical dissipation, which occurs mostly below
this scale [the effective resolution of the model defined in
Soufflet et al. (2016)].

Figures 9a–d depict the four energy sinks described above.
The largest energy dissipation is from the top drag (negative
FeKe), i.e., the transfer from oceanic mesoscale currents to the
atmosphere, over the Gulf Stream (Fig. 9a), consistent with
Renault et al. (2016a). The positive values of FeKe over the
shelf areas represent the generation of wind-driven shallow
water currents (e.g., Renault et al. 2009). Not surprisingly,
FbKb is negative everywhere, with higher magnitudes in re-
gions where strong currents interact with the topography,
e.g., over the Charleston Bump and New England Seamounts

(Fig. 9b). The numerical dissipation HDiff is generally smaller
than FeKe and FbKb and, like FbKb, tends to be larger over the
rugged topography along the Gulf Stream path. Finally, the inte-
rior dissipation IDiss is one order of magnitude smaller than the
other energy sinks (note the scale factor applied in Fig. 9d) and,
consistent with our previous results, has its largest values in the
Gulf Stream NorthWall (see Fig. 3a).

For a more quantitative comparison, Fig. 10 presents the
spatial average of FeKe, FbKb, HDiff, and IDiss over the entire
domain, the Gulf Stream region after separation (black con-
tour in Fig. 9 using the 500 cm2 s22 EKE contour estimated
from AVISO) and the Gulf Stream before separation (yellow
contour in Fig. 9 delineating the area between isobaths 200
and 780 m and between 28.68 and 36.58N). Averaging is per-
formed over regions deeper than 200 m (thick dark green line
in Fig. 9) to represent only mesoscale eddy dissipation. In the
full domain, FbKb is the main dissipation process, while HDiff

and FeKe represent 74% and 43% of FbKb, respectively, and
IDiss is one order of magnitude smaller. On the Gulf Stream
after separation (where the largest energy sinks are located),
FeKe has a similar magnitude to FbKb due to strong mesoscale
activity at the surface, while HDiff is smaller with 53% of
FbKb. Again, the forward cascade is an order of magnitude
smaller than the other terms. West of Cape Hatteras, in the
region around the Charleston Bump, dissipation by bottom
drag is the main energy sink as expected. HDiff is still high
with about 30% of FbKb, due to the presence of strong cur-
rents, but both FeKe and IDiss are one order of magnitude
smaller than these two terms. The low values of FeKe can be
explained by a re-energization of the ocean by the wind over
the Charleston Bump (see Fig. 9).

b. Sensitivity to momentum advection schemes

In our simulation (as in Ménesguen et al. 2018), horizon-
tal momentum advection is discretized with a fifth-order
(UP5) rather than the more usual third-order (UP3) up-
stream-biased advection (Shchepetkin and McWilliams
1998). UP3 has the advantage of a lower computational cost
due to a decrease in the required computations and ex-
changes between parallel subdomains due to a relatively
compact stencil. However, this is achieved at the cost of a
higher truncation error, and thus higher numerical dissipa-
tion and lower effective resolution relative to UP5 (Soufflet
et al. 2016; Ménesguen et al. 2018).

In a little more detail, the dominant truncation error term
of UP3 for a one-dimensional problem in the x direction is

|u|Dx3
12

­4u
­x4

,

which appears as a hyperdiffusion operator of order 4 and
hyperviscosity |u|Dx3/12 (Dx is the mesh size). Soufflet et al.
(2016) demonstrate that this numerical diffusion has the
ability to precisely dampen the second-largest error term,
which is dispersive and would produce unwanted and poten-
tially explosive noise in the solution. The same qualities are
found for UP5, but in this case the dominant error is
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|u|Dx5
60

­6u
­x6

,

that is, a hyperdiffusion of order 6 and hyperviscosity |u|Dx5/60.
In this case, numerical diffusion decreases faster with resolution
and concentrates at scales closer to the grid scale, that is, about
5Dx instead of 10Dx, according to the dispersion relation of
these schemes and the KE spectra performed with the idealized
simulations of Ménesguen et al. (2018).

In the following, to evaluate the impact of the momentum
horizontal advection schemes on the different energy sinks,
the very same simulation (initially with UP5) is performed for
a period of 5 years but using UP3. FeKe, FbKb, Hdiff, and IDiss

are then estimated from that simulation and compared with
the UP5 simulation. Figures 9e–h show that the spatial pat-
terns of the different energy sinks are relatively similar in
UP5 and UP3 simulations. However, as expected, the average

over the entire domain (excluding the shelf seas) indicates
that the numerical dissipation in the UP3 simulation increases
by 17.5% relative to UP5 (Fig. 10). The effect on the mean
EKE is milder, with only about 3% decrease (Figs. 10a,b).
The reason is that the numerical schemes also indirectly mod-
ify the other energy sinks, with compensation effects. Going
from UP5 to UP3, the domain-average FeKe and FbKb are re-
duced by about 5% and 3%, respectively (Fig. 10c). This de-
crease is related to the greater damping of the eddies, which
results in a lower loss by top drag and bottom drag. Similar re-
sults are found over the Gulf Stream boxes, with FeKe particu-
larly affected after GS separation.

Quite surprisingly, the dissipation associated with the for-
ward cascade (IDiss) increases by 24% with the more diffusive
UP3 scheme. This is counterintuitive, as we would expect less
resolved energy to produce less energy flux. A possible expla-
nation is that the reduction of mean currents with UP3 (by

FIG. 9. Time-averaged (2005–09) kinetic energy dissipation: (top) FeKe, (top middle) FbKb, (bottom middle) HDiff,
and (bottom) 10IDiss, computed from simulations with (a)–(d) UP5 and (e)–(h) UP3 numerical advection schemes.
The eastern Gulf Stream region is bounded by the 500 cm2 s22 EKE contour from AVISO (black contour). The west-
ern region is the area between the 200- and 780-m isobaths and between 28.68 and 36.58N (yellow contour). The green
contours indicate the 1000-, 3000-, and 200-m (thicker line) isobaths. Note that the energy dissipation color bar is
nonlinear.
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about 1.5%) also reduces the current feedback effect, resulting
in a stronger mean surface stress. As mentioned in section 4b,
a larger surface stress would favor frontogenesis, and thus en-
hance the forward cascade. EBF was estimated and found to
be 5% higher with UP3 than UP5 over the entire domain and
more than 6% in the Gulf Stream region. However, other ex-
planations for a more intense downscale flux when numerical
dissipation is increased are possible. In Marchesiello et al.
(2011), for example, an increase of grid resolution extends the
spectrum range of forward cascade to smaller scales, but its in-
tensity tends to decrease slightly. In this case, there is no cur-
rent feedback to the atmosphere, and the system behaves as if
an extradissipation near the grid scale creates a vacuum for
cross-scale fluxes. We leave this question for further studies in
more idealized framework.

The general conclusion of this section is that numerical dissi-
pation, even at a relatively high order of discretization, is still
much larger than the resolved downscale flux. We would expect
them to be similar for numerical dissipation to act as turbulent
dissipation at the grid scale. Considering depths below 100 m,
where the kinetic energy more generally follows an inverse cas-
cade (e.g., Klein et al. 2008; Schubert et al. 2020), the problem
is even more challenging and would require not only further re-
duction of numerical errors in advection schemes, but also con-
sideration of subgrid-scale backscatter models to inject the
missing energy.

6. Conclusions

In this study, we analyze the cross-scale kinetic energy flux
in the Gulf Stream, using a coarse-grained approach on a sub-
mesoscale permitting (2 km) ocean model. This method al-
lows us to describe the spatial and temporal variations of
energy fluxes. From our results, a forward cascade tends to
dominate everywhere near the surface at scales below 22 km,
while the inverse cascade, generally associated with geo-
strophic turbulence, extends down to scales of at least 30 km.
At larger scales, the inverse cascade dominates everywhere
except on a narrow band extending from the Charleston
Bump to the separation region along the Gulf Stream North
Wall. To better understand what drives the kinetic energy
flux, the total surface current was decomposed into its rota-
tional (balanced) and divergent (unbalanced) components us-
ing a Helmholtz decomposition. The results show that the
inverse and forward cascades are driven by the balanced and
unbalanced flow, respectively. The forward cascade is tempo-
rally and spatially consistent with strong frontogenesis on the
GS North Wall and associated ageostrophic secondary circula-
tion. Next, we show that the kinetic energy flux is marked by
seasonal variability. In winter, the forward cascade at 22 km is
intensified everywhere, possibly due to the development of
mixed layer instabilities, whereas the inverse cascade is inten-
sified later in spring as submesoscales reinforce the mesoscale
activity, consistent with previous studies.

FIG. 10. Time-averaged (2005–09) (left),(left center) EKE and (right center),(right) KE dissipation computed from simulations
with UP5 (blue bar) and UP3 (orange bar), and spatially averaged over (a)–(d) the entire domain, (e)–(h) the eastern GS region of
the Gulf Stream defined by the black outline in Fig. 9, and (i)–(l) the western GS region defined by the yellow outline in Fig. 9;
(b), (f), and (j) are zoomed-in panels of (a), (e), and (i) respectively, and (d), (h), and (l) are zoomed-in panels of IDiss in (c), (g), and (k),
respectively. In each panel, the error bar shows the standard error estimated by the bootstrap method. Note that the y axis is different in
each region.
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Eddy-rich resolution models can exhibit excessive kinetic
energy if not dissipated efficiently. How much energy is dissi-
pated and how it flows through ocean scales is still an open
question. In this study, we compare various energy sinks asso-
ciated with boundary processes (top and bottom drag) and the
interior route with dissipation through a downscale flux of re-
solved energy (forward cascade). Another process, numerical
dissipation, is spurious in the sense that its role is to provide nu-
merical integrity to the model, possibly at the expense of physi-
cal accuracy, but we generally assume that it is not a dominant
process. It turns out that, in our model, the interior route to dis-
sipation is one order of magnitude smaller than the dissipation
produced by boundary processes and numerical discretization.
Two important conclusions for numerical modeling can be
drawn from these results. (i) The main energy dissipation pro-
cesses in the real ocean are at the boundaries, and both top and
bottom drags must be carefully accounted for in the models.
Neglecting, in particular, the top drag process leads to an excess
of eddy kinetic energy by ’30% and overestimation of the in-
verse cascade (Renault et al. 2019; Aluie et al. 2018). (ii) The
turbulent viscosity used in the explicit or implicit diffusion oper-
ators of current models largely overestimates the dissipation re-
quired by the physical mechanisms.

We tested the sensitivity of numerical momentum advection
schemes using fifth- and third-order upstream-biased schemes.
As expected, UP3 is more dissipative than UP5, but the differ-
ence is somewhat compensated by a reduced dissipation in the
boundary layers. Weaker surface dissipation with UP3 can
even enforce the mean surface stress, increase frontogenesis
and the forward cascade. Therefore, efforts to reduce numeri-
cal dissipation to more physically meaningful values (with
higher-order schemes and higher resolution) may give more
weight to both the top drag and the bottom drag, perhaps si-
multaneously increasing the inverse cascade, but not necessar-
ily the forward cascade. However, another dissipation process
that UP5/UP3 may account for (besides eddy damping) is the
breaking of internal waves generated by storms or tides. This
process is not included in our estimate of downscale fluxes but
may be important, although it is also probably greatly overesti-
mated by current advection schemes (Jouanno et al. 2016).

Previous studies have estimated the rate of energy dissipa-
tion in symmetrically unstable fronts through observations.
Using wintertime surveys of the Gulf Stream, Thomas et al.
(2013) estimate that the dissipation associated with symmetric
instabilities}following larger-scale energy-draining processes}is
betweenO(1) andO(10) mWm22 depending on the intensity of
the front. In the Kuroshio region, D’Asaro et al. (2011) found
dissipation rates to be O(100) mW m22 for a symmetrically un-
stable front, the high intensity explained by conditions favorable
to a large EBF. Using the winter snapshot of our simulation, we
observe that the downscale energy flux in the front, which would
be dissipated by symmetric instabilities if the resolution allowed,
is consistent with the magnitudes estimated by Thomas et al.
(2013) and can sometimes be as high as O(100) mW m22 (not
shown). These magnitudes are comparable to the dissipation pro-
duced by bottom and top drag and numerical dissipation, so the
interior dissipation may be locally substantial. However,
due to the large spatial and temporal variability of the

fronts, the interior dissipation decreases significantly when esti-
mating its long-term average contribution (i.e., greater than one
month), making it significantly lower than other energy sinks.

Our study has several caveats. The spatial resolution of our
simulations is too coarse to allow for ageostrophic submeso-
scale instabilities. Previous studies have suggested that sym-
metric (Dong et al. 2021; Thomas et al. 2013) or centrifugal
(Gula et al. 2016) instabilities may contribute to the forward
cascade. However, this would occur below the 20-km scale that
appears to mark the beginning of a pseudodissipation range as-
sociated with frontogenesis. It is therefore unclear whether
frontal instabilities would simply take over the direct cascade
initiated by frontogenesis without much change in the dissipa-
tion rate, or whether they would restructure the turbulent for-
ward cascade and the associated dissipation rate. Second, we do
not explicitly consider the effects of air–sea interactions, but
rather rely for our simulation on a parameterization of the cur-
rent feedback. Considering that top and bottom drags are key
processes for mesoscale energy dissipation, a coupled model
could improve the representation of air–sea exchanges and
their effect on mesoscale and submesoscale activity. However,
our validation of mean and eddy flows against satellite and
drifter data seems already beyond the accuracy of these obser-
vations, and it is unclear how much improvement can be gained
or how to evaluate it with current observations.

Current satellite observations do not allow for an accurate
characterization of the turbulent cascade (Klein et al. 2019).
Satellite products such as AVISO are highly smoothed and
can only resolve eddies with a radius greater than about 40
km and a lifetime greater than one week (Chelton et al.
2011). Arbic et al. (2013) and Renault et al. (2019) show that
this limitation strongly affects the representation of the turbu-
lent cascade, with a large underestimation of the cross-scale
KE fluxes and a shift to lower wavenumbers of the forward
cascade. Progress should be made as mesoscale and submeso-
scale motions with scales down to 30 km should be observable
by the upcoming SWOT (Surface Water and Ocean Topogra-
phy) altimetry mission (Morrow et al. 2019). However, the
ageostrophic flow will be incompletely monitored and en-
tangled with internal gravity waves (Klein et al. 2019). Future
satellite missions}such as Odysea (Bourassa et al. 2016;
Rodrı́guez et al. 2018)}will aim to consistently measure total
surface currents (geostrophic and ageostrophic currents) and
surface stress. This may contribute to our understanding of
the energy pathways in the ocean.
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