N
N

N

HAL

open science

First integrated core-edge fluid simulation of ITER’s
Limiter-Divertor transition with SolEdge-HDG

M. Scotto D’abusco, 1. Kudashev, G. Giorgiani, Anna Glasser, F. Schwander,

E. Serre, J. Bucalossi, H. Bufferand, G. Ciraolo, P. Tamain

» To cite this version:

M. Scotto D’abusco, I. Kudashev, G. Giorgiani, Anna Glasser, F. Schwander, et al.. First integrated
core-edge fluid simulation of ITER’s Limiter-Divertor transition with SolEdge-HDG. Nuclear Materials

and Energy, 2024, pp.101750. 10.1016/j.nme.2024.101750 . hal-04720290

HAL Id: hal-04720290
https://hal.science/hal-04720290v1
Submitted on 3 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://hal.science/hal-04720290v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

Journal Pre-proof A

NUCLEAR
MATERIALS &
ENERGY

First integrated core-edge fluid simulation of ITER’s Limiter-Divertor
transition with SolEdge-HDG

M. Scotto d’ Abusco, I. Kudashev, G. Giorgiani,
A. Glasser-Medvedeva, F. Schwander, E. Serre, J. Bucalossi,
H. Bufferand, G. Ciraolo, P. Tamain

PII: S$2352-1791(24)00173-X
DOI: https://doi.org/10.1016/;.nme.2024.101750
Reference: NME 101750

To appear in:  Nuclear Materials and Energy

Received date: 7 June 2024
Revised date: 24 September 2024
Accepted date : 28 September 2024

Please cite this article as: M.S. d’ Abusco, I. Kudashev, G. Giorgiani et al., First integrated
core-edge fluid simulation of ITER’s Limiter-Divertor transition with SolEdge-HDG, Nuclear
Materials and Energy (2024), doi: https://doi.org/10.1016/j.nme.2024.101750.

This is a PDF file of an article that has undergone enhancements after acceptance, such as the
addition of a cover page and metadata, and formatting for readability, but it is not yet the definitive
version of record. This version will undergo additional copyediting, typesetting and review before it
is published in its final form, but we are providing this version to give early visibility of the article.
Please note that, during the production process, errors may be discovered which could affect the
content, and all legal disclaimers that apply to the journal pertain.

© 2024 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).


https://doi.org/10.1016/j.nme.2024.101750
https://doi.org/10.1016/j.nme.2024.101750
http://creativecommons.org/licenses/by-nc-nd/4.0/

Revised Manuscript - Clean

First integrated core-edge fluid simulation of ITER’s Limiter-Divertor transition with
SolEdge-HDG

M. Scotto d’ Abusco?, I. Kudashev®, G. Giorgianib, A. Glasser-Medvedeva®, F. Schwander®, E. Serre®, J. Bucalossi®, H. Bufferand®,
G. Ciraolo®, P. Tamain®

“Princeton Plasma Physics Laboratory, 100 Stellarator Rd, Princeton, 08540, NJ, US
b Aix-Marseille Université, CNRS, Centrale Marseille, M2P2 UMR 7340, Marseille, France,
“IRFM, CEA Cadarache, St. Paul-lez-Durance, France,

Abstract

This work explores the Limiter-Divertor transition (L-D) during the current ramp-up of ITER’s Q=10 baseline plasma scenario at
various central line-integrated density n; values. The analysis, based on transport simulations performed with the latest version of
SoleEdge-HDG, focuses on the time evolution of heat and ion particle fluxes, revealing regions of elevated temperature on the inner
wall and plasma-facing components (PFCs) despite moderate loads.The investigation also delves into the effects of perpendicular
convection flux terms on density build-up, comparing different formulations and their interplay with auxiliary heating sources.
Furthermore, the paper shows the impact of taking into account the evolution of the parallel neutral momentum on plasma and neutral
density at the targets in the context of an ITER steady-state scenario.
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1. Introduction

Achieving robust, hot and dense core plasma while main-
taining the target power loads below the operational limits in
ITER high fusion performance scenarios will require a well-
controlled core-edge synergy Editors et al. (1999). Although
several works have focused on fully integrated simulation of
ITER scenarios from core to divertor Romanelli et al. (2015);
Garzotti et al. (2018), the description of the evolution of the
discharge is rudimentary, so that large uncertainties in plasma
transport and boundary evolution remain. With the magnetic
evolution of the plasma, self-consistent core-edge plasma studies
are particularly important to characterize the plasma transport
past to the X-point formation prior entering the burning phase, to
guarantee the existence of a safe operation scenario. More than
the other, the hot and dense ITER edge plasma becomes opaque
to hydrogenic neutrals penetration at very low fraction of the
Greenwald density limit ng,, Kukushkin et al. (2009), making
core fueling with gas puffing almost ineffective . Establishing
the correct plasma density build-up throughout the linear ramp-
up phase of the plasma current is hence crucial for maintaining
the optimal interplay between core fuelling and heating on one
hand, with heat loads and radiated power at the scrape of layer
(SOL) on the other.One of the tools used for scenario modelling
of the whole plasma domain of ITER is the high-fidelity code
JINTRAC ROMANELLI et al. (2014), which couples a suite
of codes for core and edge plasma. Simulations of the full dis-
charge are performed using 1D core transport codes, assuming
averaging over plasma surfaces, coupled with SOL codes, like
SOLPS-ITER Wiesen et al. (2015) and EDGE2D Simonini et al.
(1994). Although the detailed physics description, this approach
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requires the mapping of the solution at the interface to achieve a
good match between the two distinct regions. Moreover, code
likes SOLPS-ITER and EDGE2D relies on flux aligned mesh
which prevent the simulation of non-stationary magnetic config-
urations. To overcome these limitations, in the present work we
apply the new release of SolEdge-HDG Giorgiani et al. (2018,
2020) code to simulate the L-D transition of ITER Q = 10 base-
line scenario of a deuterium plasma for different values of the
central line integrated density nj;. SolEdge-HDG is a finite el-
ement transport code based on Hybrid Discontinous Galerkin
(HDG) scheme, and employs high-order unstructured meshes to
model the whole plasma domain, from the core center down to
the PFCs (see Fig. 1), allowing for simulation of non-stationary
magnetic equilibrium in realistic tokamak geometry d’ Abusco
et al. (2022). Therefore the code has been employed to inves-
tigate the time evolution of ion particle and heat fluxes and
temperatures for different values of n;. The model is then en-
riched with a convective flux terms to simulate anomalous or
neoclassical pinch Kudashev et al. (2024a). The influence of
this term on the transport of the recycled plasma at the wall and
core fueling is shown in three test cases. The plasma recycling
at the wall is modelled through neutral transport coupled to the
plasma. Neutrals transport plays a crucial role for the correct
assessment of volumetric looses of momentum and energy at
the divertor target. The neutral dynamic is usually addressed
through code coupling with Monte-Carlo codes, which solves
the kinetic Boltzmann equation, such as EIRENE D. Reiter and
Borner (2005). While providing a rich description of the physics,
this method is usually computationally expensive. In order to
keep the calculation fast, fluid models are here considered. The
transport of the neutral density is assumed to be purely diffusive,
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with a non constant diffusion coefficient function of the neutral
mean free path as inspired by Horsten et al. (2017). In this work,
the model can be enriched by taking into account the evolution
of the neutral parallel momentum.

The paper is organized as follows. Section 2 introduces the
conservation equations together with the boundary conditions
implemented in SolEdge-HDG. The simulations of the ITER
L-D transition at different values of n;; are analyzed in section
3 with and without convective flux term. The impact of the
different neutral fluid models is analyzed in section 4. Finally,
concluding remarks and perspectives are summarized in section

5.

2. The SolEdge-HDG transport model

2.1. The physical model

A set of conservation equations for the mean plasma quan-
tities, i.e. the density, the parallel momentum and the ion and
electron energy, known as Braginskii equations, is resolved us-
ing an Hybridizable Discontinuous Galerkin method based on
high-order finite-elements. The system of equations writes as:

Om+V - (nub) -V -(DV n—-v,nb,) =S, (1)

B(minu) + V - (mynu®d) + Vy(kyn(Te + T1))
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with b being the unitary vector in the direction parallel to the
magnetic field and b, representing the radial direction in the sur-
face perpendicular to B. The governing equations are projected
to the magnetic field direction using the differential operator
Vi=b-V,V, =V —b-V. The turbulent transport in the cross
field direction is assumed to be diffusive with D, u, y;, x. ad-hoc
coefficients. v, is an anomalous convective velocity that will
be discussed in a later section. kj; and kj, are the parallel heat
conductivity coefficients equal to ky; = 60[Wm™'V="/2] for the
deuterium ion and ky, = 2000[Wm~'V~7/2] for the electrons.
T, is the relaxation time for the collisional coupling term be-
tween electrons and ions and S, St, Sg,, Sg, are source terms
which model the ionization, recombination and charge-exchange
processes caused by neutral-plasma interaction and auxiliary
sources (NBIL, ECRH, ICRH ...) of plasma particle and energy,
respectively. An Ohmic heating source term is also calculated,
and included in S g,, employing a Spitzer-Harm formulation of
plasma resistivity based on density current distribution obtained

from experimental data or equilibrium stability calculations.
Thus the source of heat is not w prescribed value at the core
boundary as in many other SOL codes. The basic fluid neutral
model uses a simple diffusion equation to evaluate the neutral
density Horsten et al. (2017); Kudashev et al. (2024b) which
writes as:

om, =V - (Dll,,vnn) = Sn” )

with D, = % is a non constant diffusion coeffi-

cient. T, = T; is assumed, and {ov.,), (ov;;) are the ionization
and charge-exchange rate coeflicient based on ADAS Summers
(2004) and AMUIJEL Reiter (2000) database, respectively. The
extension of this model to include the description of neutral mo-
mentum will be presented in Sec. 4. The current physical model
implemented in SolEdge-HDG doesn’t include drift effects and
impurity transport.

2.2. Boundary conditions

The plasma wall interactions are modelled through appro-
priate boundary conditions coupled to the former conservation
equations. The plasma density is left free, while an outgoing
super sonic velocity |ub - n| > ¢ is imposed at the wall (Bohm
boundary condition) with ¢, = Vk,(T; + T,)/m; the plasma
sound speed. The total energy fluxes are imposed to the sheath
transmission values which leads to:

H 1
(nE; + pub — qu; — ki T2V Tib = (y;unka,- + Enm,vtf)b

(nE, + poub — Q. — ki T2V Teb = younk, T,b

(6)
where E; = 3)2k, Ti+'ma?, E, = 32k, T, are the ion and electron
energies in [m%s71, q. i, q.¢ are the ion and electron perpen-
dicular heat fluxes defined by the cross field term in Egs. 3, 4,
and y; = 2.5 y, = 4.5 are the ion and electron sheath transmis-
sion factors, respectively. The definition of y; used in this work
differs from the one introduced in Eq (2.92) in ?. The plasma
recycling into neutrals is described by imposing the net neutral
flux as:

-D,, Vi, -1 = [-R(=DV .1+ nub) = Tpyrp + Cpumpl -0 (7)

where R is the recycling coefficient which states the percentage
of the plasma particle flux hitting the wall that is recycled and re-
injected as neutrals. T, 77, T'pump are two ad hoc boundary fluxes
which mimic the gas puff injection and the neutrals extraction
rate in the private flux region (PFR).

3. Simulation of the ITER L-D transition

The time evolution of the plasma quantities during the L-D
transition and primary ramp-up phase is investigated at different
fractions of the Greenwald density ng,,. Three different scenarios
with a central line integrated density n;; respectively equal to
10%, 20%, 25% of ng,, are analysed with primary attention on
the effects on ion particle flux, heat flux and temperatures in
different regions of interest of the wall boundary defined as in
Fig. 2a. The possibility to perform L-D transition at larger
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Figure 1: Snapshot of the ITER plasma ion density and electron temperature at
t =75 s of ITER’s Q = 10 scenario as computed by SolEdge-HDG.

values of n; is then explored making assumption on the shape of
an inward particle pinch term, and of the interplay with auxiliary
power sources. Purely diffusive neutrals will be assumed through
all the scan.

3.1. Numerical setup

The realistic geometry of the ITER cross-section as well as
an example of the unstructured mesh are shown in Fig. 2a. The
tokamak PFCs are labeled from the pump region, and moving
counterclockwise to the outer target (OT), outer wall (OW), top
wall (TW), inner wall (IW) and inner target (IT). To carry out the

Top Wall

5 10 15 20
time [s]

(a) (b)

Figure 2: (a) Positions of the separatrix at different instants together with the
mesh in the ITER cross-section. The main regions of interest plus pump and puff
location are also labeled. (b) Temporal evolution of the perpendicular transport
coefficients (red curves) and plasma current /,, (blue curve).

simulation of the ITER L-D transition, the plasma equilibrium
coming from an equilibrium stability calculation (IMAS shot
#135011) performed at different time steps, are imported and
interpolated on the mesh. At¢ = 0 s the code is run in steady
mode using the first magnetic equilibrium and current density
distribution. As initial condition we seek for a steady state so-
lution where n; = 100% ng,,. At each following time step, the
new magnetic equilibrium as well as the current distribution
to determine the Ohmic power are uploaded, and the code is
run over a time dt that is equal to the time interval in between

1020
10"

{10"8
=

two different magnetic configurations, using the transport so-
lution obtained at the previous step as initial condition. Here
dt = 0.05 s is chosen. The Ohmic power deposition varies with
plasma resistivity modification as Z,;p/T>/* where Z,;; = 1.6
is assumed. In absence of experimental evidence, the perpen-
dicular transport coefficients are assumed to vary proportionally
to o i to simulate the improvement of confinement time as
predicted by global scaling law Editors et al. (1999). Atz =0 s
the transport coefficients are set all equal to 2.68 m?/s, and then
decrease to D = u = 0.3 m?/s, xi = xe = 1 m*/s when the
steady state phase of the discharge is reached. The time evolu-
tion of the plasma perpendicular transport coefficients is shown
in Fig. 2b. The recycling coefficient at the wall boundary R is
set equal to 0.99 and It’s kept fixed in time and space for all the
density scenario analyzed. The pump out of neutrals in the PFR
is described by setting ', = (1=R)['y, -m, with Iy, = =DVn,
denoting the the neutral flux vector.

3.2. Plasma density scan

The time evolution of plasma quantities at the plasma facing
components (PFCs) is here analyzed for three scenarios where
ny; is linearly raised to fraction of [10%, 20% 25%] of ng,,
with the same evolution of the magnetic configuration. We
implemented a feedback filter on the gas puff rate to control
the plasma density rises at the prescribed fraction of ng,,. For
computational reasons, the analysis is limited to the first 20 s
of the discharge. Simulations of the entire discharge, including
the steady state and ramp-down phases, will be performed in a
future work. The time evolution of ny;, the gas puff rate Puff,

19
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— 3 ——20%n,, //
Ky Gw
E 4 ——25%ng,
& 3
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w
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Figure 3: From top to bottom, time evolutions for the scan in density ramp-up
of the line integrated density, puff rate, injected total power and on axis ion and
electron temperatures. Time interval where L-D transition occurs is highlighted
in red

the injected power P and the on axis values of T;, T, are shown
in Fig. 3. In absence of auxiliary sources, here the total injected
power is equal to the Ohmic heating source. Typical 2D spatio-
temporal maps of ion particle and heat fluxes and temperatures
as a function of the distance along the wall Sy are shown in
Fig. 4 a,b. The O coordinate is located in the middle of the
pump below the dome, and moves poloidally counterclockwise
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Figure 4: Spatio-temporal maps for the ion particle flux (a) and the heat flux (b)
projected in the direction normal to the wall, as a function of the wall coordinates
Sw and time. The case with n;; = 20% ng,, is here shown.
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Figure 5: Spatio-temporal map of the ion and electron temperatures along the
OT target location for n; = 10% ng,, (first row ) and nj; = 25% ng,, (second
TOW).

along the tokamak PFCs, as labeled in Fig. 2a, towards the high
field side. Results show the inner wall, and the outer and inner
targets are the PFCs mostly interested by plasma fluxes. One can
also note there are no flux at the divertor targets before the L-D
transition (¢ < 8 ), while the fluxes peak at the inner and outer
target when the X-point is established. Even if the magnitude
of the fluxes present a quite moderate intensity in this phase
of the discharge below the engineering limit of 10 MW/m™?2),

temperatures at the target are still critical for tungsten sputtering.

The 2D spatio-temporal maps of ion and electron temperature
for n; = 10% ng,, in Fig. 5, show peaks up to 300 eV for T;
and 100 eV for T, in the time interval right prior and after the
onset of the X-point (7 s <7 <9 ). During the L-D transition,
both density and temperature profiles follow the evolution of the
magnetic equilibrium. However, the large parallel conduction
rapidly flatten the temperature profile allowing for very large
temperature values for fast transitory events. The peak values
reduce by a factor three in the case n; = 25% ng,, highlighting
a more favorable regime to perform the L-D transition. The
tungsten sputtering rate increases significantly with the energy
of impinging ions once it surpasses the sputtering threshold
?. For a deuterium ion, this threshold is reached for values of
T;, T, > 45 eV. For instance, SOLPS-ITER reactor simulations
indicate substantial tungsten sputtering in regions where 7 is
approximately 100 eV, despite the moderate levels of q - n and
I' - n 2. Thus, further investigations into tungsten erosion in areas
with high T; and T, are essential. Fig. 6 shows the comparison
of the time evolutions of the maximum value achieved for the
ion particle flux, heat flux and temperatures at the OT (first row),
IW (second row) and IT (third row) location for the three density
scenarios analyzed. The beneficial effect of the L-D transition
at higher density is confirmed. For lager values of n; the ion
particle flux remains almost unchanged at the IT while decreases
at the OT, the heat flux decreases, and the temperatures reduce
more than a factor two. However, unless for temperature, the ion
particle flux and heat flux continue to increase at the IW. The
simulations of the L-D transition at larger values of n; lead to
numerical instabilities and to the computations overflow due to
very low temperatures in the divertor area.

3.3. Anomalous pinch

Diffusion driven perpendicular transport inevitably leads to
flat density profiles in the core region, which disagree with
experimental evidences Kudashev et al. (2024a). In the simula-
tions presented here we investigate the possibility of simulating
anomalous or neoclassical pinch effects adding a convective flux
term V - (—=v,nb, ) to Eq. 1. We compare the development of a
particle pinch defined as a function of the normalized magnetic
flux ¥, with a collisionality dependent one as used in Asp et al.
(2022). The 1D profile of v, at midplane is shown in Fig. 7 and
defined as:

0.92 -
v, (n) = vo X (¢§, + 3, X tanh (T;’N)) 8)
v,(v) = fFO)0.5D JunH(y = 0.9) )

Vo is the constant value used to tune the magnitude of v, in
order to have comparable values for the two formulations. D is
the particle perpendicular diffusion coefficient, v* = 6.921e —

18 x %”ngm Sauter et al. (1999) is the normalized electron

€
collisionality, A, = 31.3 — ln(}/—ﬁ) is the Coulomb logarithm, ¢

the safety factor profile and f(v’i ) = min(1, exp(1 —v*/vy,)). To
take into account the larger collisionality at low values of the
injected power, the constant vy, = v;,(I,) has here a tanh decay
from the plasma current and assumes value in the range [0.04, 1].
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Figure 6: Time evolutions of the ion particle flux (a), heat flux (b) and ion and electron temperatures (c) achieved for the scan in density ramp-up. Each row
corresponds to the maximum value achieved at different location along the wall as defined in Fig: 2a.
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Figure 7: Plasma density and anomalous pinch midplane profiles for different
formulations of the latter (a), and the respective ion and electron temperature
profiles (b),

as computed by SolEdge-HDG at ¢t = 20 s.
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Figure 8: Time evolutions of the line integrated density, the puff rate, the total
power injected and the on axis ion and electron temperatures in the case a pinch
term is included. Density ramp-up is now fixed at = 35% ng,,..

We propose here the comparison between three different cases:
one with v, = v,(yy), vo = 0.3, and two with v, = v,(v"),
where in one of this we add an external source of power to

simulate ECRH heating. The heating source is described by
an ad-hoc Gaussian profile which intensity linearly ramp-up to
2 MW in the time interval 10 s < t < 15 s (see third row in
Fig. 8). The L-D transition is here performed at n; = 35% ng,,
and the perpendicular transport coefficients assume the same
values as the ones used in section 3.2. The inward pinch velocity
speeds up the transport of the recycled plasma source toward the
core center, allowing for larger values of plasma core density
compatible with the SOL and target ones. Fig. 8 shows the time
evolution of ny, Puff, P, T, and of the applied ECRH source,
while Fig. 9 shows the comparison of the time evolutions of the
maximum ion particle flux, the heat flux and the temperatures at
the OT, IW, IT location. The time evolution of n;; (see first row
Fig. 8) does not show significant changes proving the code is
able to match the required target density for all the three cases.
The gas puff rate slightly decreases when the ECRH heating
is applied due to the lower collisionality, and hence a larger
pinch velocity. The time signals at the PFCs mostly overlap
up to r = 11 s, then the applied ECRH source leads to larger
fluxes and temperatures almost everywhere, except at the IW
location, where a steepening of the density and energy gradients
is reported at the separatrix, which reduces the heat and particle
loads at the IW. T, increases by a factor 1.5, while 7; by a factor
larger than 2. Since v,(i/,) reaches its maximum nearby the
separatrix, this causes larger density values and more energy
dilution in the plasma edge, leading to a generally smaller fluxes
and temperatures peaks at the PFCs, especially during the L-
D transition. The mid-plane plasma density profiles, and the
respective ion and electron temperature profiles, at t = 20 s for
the three cases presented are shown in Fig. 7. The collisional
pinch leads to more peaked density profile providing a self-
consistent description of the density peaking as a function of
the local collisionality. This one is influenced by the ECRH
heating source which enlarges the steepness width and intensity.
A broadening of the temperature profiles is also reported when
Eq. 8 instead of Eq. 9 is used to compute v),.
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Figure 9: Temporal evolution of the ion particle flux (a), the heat flux (b) and the ion and electron temperatures (c) for different anomalous pinch velocities. Each row
corresponds to the maximum value achieved at different locations along the ITER wall as defined in Fig: 2a.

4. Impact of neutral modelling

In the context of developing more reliable reduced and fast
fluid models, the purely diffusive transport model for the density
is enriched here by an equation for the neutral parallel mo-
mentum. The velocity at which neutrals depart from the wall
determines the mean free path and the location of the ionization
front. Moreover, as the system approaches attached or partially

55 X107 oT 25 210% IT

P [Pa]

Z[m]

0.5 / 0.5

-0.1 0 01 02 03 -0.2 0 0.2

10" x10"

/ l
=Z
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Figure 10: Plasma and neutral density profiles comparison at the IT and OT
employing the N, and the N,I",, neutral fluid models. The neutral pressure
distribution in the divertor region is also shown.

detached regimes, the large plasma density source in front of
the target, in combination with low temperatures, leads to non
physical values of the neutral diffusion coefficient D,,, as used
in Eq. 5. The proposed model is a simplified version of the
pressure diffusion and parallel momentum equation derived in
Horsten et al. (2017). Dependency of the neutral particle flux
from the neutral temperature and the off diagonal losses of par-
allel neutral momentum are neglected. With this assumption the
system of equation writes as:

om, +V - (n,u,b - D, Vn,) =S,

, (10)
0(nyuy) + V - (nuu,b — nV(ub)) + V(n,kpT,) = Sr,,

where D, is the same as in Eq. 5, and p = m";;fgf;{ is the

neutral parallel viscosity, which is a function of the neutral
pressure and charge-exchange reaction rate. 7,, = 7; is assumed.
The recycling condition is then imposed by replacing the left
hand side of Eq. 7 with the new expression of the neutral flux
Iy, -n = [n,u,b—-D,, Vn,]-n and constraining the neutral parallel
speed to be equal and opposite to the plasma one u,, = —ub - n.
One can note that in the case of small values of D,,, the neutral
particle flux becomes mostly convective.

We set-up a reference test-case where we compare the solu-
tions obtained using Eq. 5 (N, model) or Egs. 10 (N,I’,, model)
as neutral model. The domain of simulation corresponds to the
whole ITER poloidal cross section and we focus on the steady
state using the magnetic equilibrium at ¢ = 75 s shown in Fig. 2.
The total injected power is equal to the Ohmic heating source as
described in section 3.The perpendicular transport coefficients
are constant in space and time, and set all equal to 1 m2/s,
R = 0.98 everywhere at the boundary, I',;r = 1.25 X 10*! p/s
and we set an outgoing neutral flux I, = (1 = R)I'y, - nin the
private flux boundary to mimic the presence of a pump. Fig. 1
shows the 2D map of the plasma density and the electron temper-
ature as computed by using the N,I",, model. The comparison
of the plasma and neutral density profiles at the IT and OT in
Fig. 10 shows comparable density values for the two models.
However we report sharper profiles with faster exponential decay
out the separatrix when neutral parallel momentum equation is
solved. One can also note a larger asymmetry and a remarkable
shift of the peak location, which is now closer to the strike point,
when the N,I',, model is employed. The 2D distribution of the
neutral pressure in the lower divertor region confirms a reduced
transport of neutrals in the PFR and towards the extremity corner
of the divertor legs. The neutral model is based on the charge-
exchange/ionization processes dominance, and thus does not
describe correctly the neutral dynamics in the regions without
plasma, such as the PFR. A full kinetic model should be used
there. Future studies are forthcoming to investigate the reason
of these different behaviours.



5. Summary and conclusions

This work reports the first core-edge non steady calculations
of different ITER’s Q = 10 scenarios. This is made possible
using the transport code SolEdge-HDG which relies on an high-
order finite-elements method that guarantees an accurate de-
scription of the tokamak geometry including the variation of the
magnetic equilibrium. The ion particle flux, the heat flux and
temperatures at the PFCs have been investigated simulating a
linear ramp-up of the central line integrated density at different
fraction of the Greenwald density limit. In the case of purely
diffusive perpendicular transport, the density ramp-up at fraction
larger than 25% of ng,, leads to numerical instabilities. However,
convective flux terms prove to be significant for core refuelling,
extending this interval up to value of n; ~ 35% ng,,. Despite the
moderate particle and heat loads at the PFCs, the temperatures
are still critical, with large spots reached at the inner wall and at
the inner and outer target respectively prior and after the X-point
formation. The implementation of a conservation equation for
the parallel neutral momentum shows the neutral speed is a criti-
cal factor for generating non-symmetric plasma density sources
between the inner and outer targets.

This work demonstrates the promising capabilities of SolEdge-
HDG to investigate transport during the ramp-up phase in ITER
using integrated core-edge fluid simulations. The present results
underscore the importance of considering non-steady transitory
events to accurately assess the impact of tungsten erosion on
plasma performances.
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Highligths

Core-edge non-steady calculations of ITER's Q = 10 L-D transition have been performed
with SolEdge-HDG including the variation of the magnetic equilibrium

The scan in plasma density shows, despite moderate particle and heat fluxes at the
PFCs, areas where large temperature are achieved prior and after the X-point formation

Convective flux terms are important for core refuelling allowing for fast transport of the
recycled plasma sources at the wall

Preliminary comparison of different fluid neutral models implemented in SolEdge-HDG
shows the critical role neutrals modelling plays for a correct assessment of plasma
guantities at the divertor target

Future studies will aim to investigate the W erosion and impurity contamination for fast
transitory event like L-D transition
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