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Abstract. Needle-based intervention is part of minimally invasive surgery
and has the benefit of allowing the reach of deep internal organ structures
while limiting trauma. However, reaching good performance requires a
skilled practitioner. This paper presents a needle-insertion training sim-
ulator for the liver based on the finite element method. One of the main
challenges in developing realistic training simulators is to use fine meshes
to represent organ deformations accurately while keeping a real-time
constraint in the speed of computation to allow interactivity of the sim-
ulator. This is especially true for simulating accurately the region of
the organs where the needle is inserted. In this paper, we propose the
use of model order reduction to allow drastic gains in performance. To
simulate accurately the liver which undergoes highly nonlinear local de-
formation along the needle-insertion path, we propose a new partition
method for model order reduction: applied to the liver, we can perform
FEM computations on a high-resolution mesh on the part in interac-
tion with the needle while having model reduction elsewhere for greater
computational performances. We show the combined methods with an
interactive simulation of percutaneous needle-based interventions for tu-
mor biopsy/ablation using patient-based anatomy.

Keywords: FEM Simulation · Model Order Reduction · Percutaneous
intervention.

1 Introduction

Needle-based interventions are among the least invasive surgical approaches to
access deep internal structures into organs’ volumes without damaging surround-
ing tissues, they are considered as Minimally Invasive Surgery (MIS). Needles
only affect a localized area around the needle shaft, reducing this way the oc-
currence of traumas and risks of postoperative complications [1]. They can be
exceedingly complex because the practitioner needs to be accurate in the order
of millimeters for the effectiveness of the treatment [2]. To reach such perfor-
mances, surgeons have to undergo long and arduous training involving lots of
practice on animals, cadavers or samples. To reduce this and have a more ver-
satile and effective learning tool, computed-based simulators are created [3, 4].
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They particularly fit this need because needle-based MIS adds distance between
surgeons and patients so using simulators allows realistic conditions to be repro-
duced. In addition, interactions with organs are limited and can be rendered with
haptic devices. Advanced numerical simulators are now considered as clinically
relevant tools for both training and education. To produce high-fidelity simula-
tions and allow for such freedom, physics-based simulation using finite element
modeling (FEM) is particularly suited. It allows free and theoretically unlim-
ited user interactions with virtual organs with a lot of variabilities in terms of
scenarios to match patient-specific conditions (geometry of organs, accessibility
of the tumors, physiological motions of the patient, and pathologies) [5]. FEM
has already been used in different medical applications, and validations of their
behavior against real organs have already been conducted [6].

Other methods of modeling for needle insertion exist in the literature and
are computationally efficient [7, 8] however, clinicians recommended modeling
breathing motions of organs surrounding the region of interest for more realism
[9], for which FEM is well suited. In [10] coupling between high-rate haptics with
FEM was achieved, but computation time remains a challenge with fine meshes.

For all these reasons, creating a precise and real-time simulator for needle
insertion in the liver seems, at first, unfeasible. We will show in this paper how
we can make a step forward in achieving this goal using model order reduction
(MOR) and particularly using a novel approach of partitioned model.

2 Numerical model

2.1 Needle and organs model

The needle is discretised along a line with segments using nodes with 6 degrees of
freedom (DOFs) (3 for translations and 3 for rotations). Following standard FEM
discretisation, the organs are discretised with a 3D linear tetrahedral mesh using
nodes with 3 DOFs (displacement along x, y and z axes). We can now describe
the deformation of the organs and the needle using Newton’s 2nd law:

M(q)v̇ = P(t)− F(q,v) +HTλ, (1)

where q is the vector of positions, v is the vector of velocities, M(q) is the
mass matrix, P gathers external forces, F accounts for internal forces and HTλ
is the vector of constraint forces contributions, which in this case are generated
either between each organ interface to model contact force, or between an organ
and the needle to model the needle-tissue contact forces. Note that here q and
v may refer to either the positions and velocities of the needle or those of the
organs. The internal forces F depend on the mechanical behaviour of the organs
and the needle and are nonlinear. In this paper, to model the needle, we consider
standard elastic beam elements from beam theory [11]. The constitutive law is
parameterised with Young Modulus and Poisson’s ratio parameters. Similarly,
for the organs we consider a linear elastic constitutive law with a co-rotational
formulation to account for large rotations.
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We perform implicit time integration over the time intervals [t0, t1, ..., tnt
],

considering h = tn+1 − tn, and we linearise internal forces :

F(qn + dq,vn + dv) = ftn +
δF
δq

(tn)dq+
δF
δv

(tn)dv. (2)

Neglecting viscosity effects ( δF
δv (tn) = 0), we obtain:(

M+ h2 δF
δq

(tn)

)
︸ ︷︷ ︸

An

dv=−h2 δF
δq

vtn−h
(
ftn + ptn+1

)
︸ ︷︷ ︸

bn

+hHTλ, (3)

with dv = vn+1 − vn. Note that δF
δq (tn) can be identified with the classical

tangent stiffness matrix, and ptn+1
is the body force P at time tn+1.

The simulation is performed by solving this equation at each time step, for
each organ and the needle, while respecting the contact constraints. Equation
(3) is of large dimension when using fine meshes, which is needed for accurate
simulation. This is a major challenge to reach the goal of interactive simulation.

2.2 Standard Model order reduction by projection

In the field of computational mechanics, model order reduction (MOR) aims to
represent a fine and accurate numerical model with a surrogate model of small
dimension that remains almost as accurate. The position q(t) is expressed as a
truncated expansion of orthonormal vectors :

q (t) ≈ q(0) +

N∑
i=1

ϕiαi(t) = q(0) +Φα(t), (4)

To build the reduced basis Φ in snapshot-Proper Orthogonal Decomposition
(Snapshot-POD), the fine FE model is tested in multiple ways in an offline stage
to obtain a database of positions stored in a large snapshot matrix S. A singular
value decomposition is performed: S = UΣVT , with U and V unitary matrices
and Σ a rectangular diagonal matrix containing the singular values of S. The
optimal basis of order p is then given by the first p left singular vectors (in U)
associated to the p largest singular values σi. We can know the truncation error
of a POD transform of order p by computing:

ν2 =

∑nq

i=p+1 σ
2
i∑nq

i=1 σ
2
i

, (5)

which is very convenient to guarantee a certain accuracy of the surrogate
model. Substituting q by its reduced expression in equation (3) and projecting
the equation onto the reduced basis leads to the reduced equation:

ΦTAnΦ ˙dα(t) = ΦTbn + h(HΦ)Tλ. (6)
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This system is of much smaller dimension than the original fine model and
can be solved at much higher rates. However, the integration of the stiffness and
mass matrices still have to be performed on the fine mesh before being projected
onto the reduced basis. One method to alleviate this issue is to use a method
of hyperreduction [12] which allows to perform integration of the mechanical
matrices only onto a small subset, called the reduced integration domain (RID)
of the FE elements but still save accuracy. In this paper we will use the energy-
conserving weighting and sampling method (ECSW) [13]. The reduced equation
(6) is further reduced : ΦT ÃnΦ ˙dα(t) = ΦT b̃n + (HΦ)Tλ, with Ãn and b̃n

being the restrictions of the original operators to the RID.

2.3 Local Model Order Reduction by projection

The method described above can be used to reduce organs in the direct vicinity
of the liver, which influences its boundary conditions. But we can’t reduce the
liver in the same way: where the needle is inserted, the tissue deforms strongly
locally. A reduced model cannot capture these strong local non-linearities [14,
15]. In this section we propose to apply nonetheless a reduction to the liver
but only "far" from the needle, where non-linearities remain small and can be
accurately captured by a reduced model, while keeping a full fine model in the
liver region where the needle may be inserted. A similar idea was proposed in the
computational mechanics community [16] to solve damage problems. We assume
that we define this region offline, implying that we subdivide the liver DOFs into
two distinct sets:

– a set F that will be solved using the high resolution mesh without reduction.
Quantities in that set will be denoted with the subscript F ,

– a set R that will be reduced. The subscript R will be used.

For the special case of the liver, we may rewrite equation (3) (ignoring iter-
ation subscript n for clarity):[

ARR ARF

AFR AFF

] [
dvR

dvF

]
=

[
bR

bF

]
, (7)

where ARR is the restriction of the mechanical matrices to the DOFs in the
set R, AFF to the set F , and ARF = AT

FR the mechanical coupling between the
two regions defined by sets R and F , i.e. the coupling between the reduced part
of the liver and the part that is solved on the high resolution mesh. In bR are
included forces due to contact and in bF forces due to needle-tissue interactions.

Applying reduction only on the subset r with a basis ϕ, we obtain:[
ϕTARRϕ ϕTARF

AFRϕ AFF

] [
dα
dvF

]
=

[
ϕTbR

bF

]
(8)

We have now a hybrid system that contains both reduced coordinates α and
full order FEM coordinates (velocities increment in this case) dvF . In principle,
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we will try to keep the amount of DOFs in the set F as low as possible to optimise
the computational gain since this part is not reduced. Hyperreduction can still
be applied on the reduced region, except we force the RID to contain all the
elements at the boundary between the 2 regions to keep the coupling intact. We
finally obtain the locally reduced equation for the liver:[

ϕT ÃRRϕ ϕTARF

AFRϕ AFF

] [
dα
dvF

]
=

[
ϕT b̃R

bF

]
(9)

3 Experimental validation and discussion

We will use the simulation software called SOFA4 with the open source plugin
called MOR5 where the presented method is implemented. In addition, we will
use SOFA GPU implementation based on CUDA.

3.1 Simulation configuration

Anatomy represented The stomach and large intestine, interacting directly
with the liver, are accurately represented with a fine mesh. They are fixed to the
liver using spring constraints respecting their anatomical attachments. We then
add the diaphragm which will emulate the breathing behavior and its reper-
cussions on the displacement of the different organs created by the respiration
motion interaction between them. To finish we add the intestine, which will be
represented as a coarse hexahedra grid mapped on a collision mesh. This simple
model is sufficient due to the weak contribution of the intestine to the general
motion/deformation. We don’t take into account other factors such as the peri-
toneum, skin, and blood vessels. We aim to use this simulation for the moment to
showcase our new reduction method and show its interest for future integration
into a much more detailed and complex simulation to create more advanced sim-
ulators. Fig.1 shows the simulation visual with the different organs, the needle
and the selected insertion area.

Data-set used The mesh used comes from a clinical real data-set publicly
available6 which has different liver meshes presenting tumors that we will use
here as intervention example to train tumor biopsy/ablation. We will study these
in different simulation scenarios using two different discretisations:

- Coarse: about one thousand tetrahedra, four thousand and five thousand
tetrahedra for the large intestine, stomach and liver respectively.

- Fine: about nine thousand, nineteen thousand and forty thousand tetrahe-
dra for the large intestine, stomach and liver respectively.

We perform reductions on both and compare their respective performances
in precision and computing speed.
4 https://www.sofa-framework.org/
5 https://github.com/SofaDefrost/ModelOrderReduction
6 https://www.ircad.fr/research/data-sets/liver-segmentation-3d-ircadb-01/
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Fig. 1: Simulation setup. Focus on the insertion area where we define the partition
of the model with, in orange, the elements strictly inside the set F defined in
section 2.3. This set is enriched with elements on the boundary of the region (in
blue) to maintain coupling between the reduced and the fine region.

3.2 Reduced Model generation

We need to stimulate the liver in an offline stage to generate the reduced basis
described in section 2.3. To do that we perform a sequence of insertion in a
particular area of interest. Here we will simulate reaching a tumor with the
needle. Depending on the tumor placement we will choose the corresponding area
of insertion, and needle orientation and define a depth to reach the virtual tumor.
In addition to this sequence, we perform a little circular motion with the needle
when it’s fully inserted to stimulate as much as possible nearby elements of the
mesh to gather more deformation information. We then remove the needle and
put it back to its starting position. This sequence is done at a slow pace to reduce
instabilities and inertia, it takes 240 steps. Throughout the whole simulation,
the diaphragm emulates breathing to get respiratory motion information into
the reduced model. The sequence described is generic and adaptable : we can
add new insertion points into a single sequence for different patient data and
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Table 1: Computation time and frame rate for each simulation setup based on a
fine mesh discretisation.

∼ CPU only Cuda only Cuda for collisions + MOR
fps 0.0046 3.7 16.1
ms 216975 240 51

tumor placement, creating a specific reduced model for each scenario. We will
display one of these scenario results in the next section.

3.3 Results

Speedup comparisons All the following results were produced using the fol-
lowing PC configuration: CPU: Intel® Core™ i7-7820HQ CPU @ 2.90GHz ×
8, GPU: NVIDIA Quadro M1200 Mobile7, RAM: 16.0Gib. This hardware con-
figuration is old and computation time can easily be outperformed with more
up-to-date hardware. However, they give us a good indication and show the gen-
eral trend of speed-up we can expect. Two reduced models based on the same
insertion sequence are tested with the 2 mesh discretisations presented before.

Frame rate (fps) comparisons using different acceleration techniques are dis-
played in Tab.1.

A completely parallelised version on CUDA for both organ deformation com-
putation and collision solving already brings good speedup. However, the last
result clearly shows a significant gain with the presented method using MOR in
combination with CUDA for dealing with collision solving. We approach real-
time performances with 16.1 fps which is 4.35 times faster than a total CUDA
version, we can even expect to reach real-time with a more powerful setup.

Precision comparisons To compare the different models’ accuracy, we use
the positions from the full-order simulation with the fine mesh presented in the
data-set (i.e. with no reduction) as ground truth. We then compute a general
mean distance in positions of each simulation compared to it, this will be the
error that we want to minimize. We can see the evolution of these means in Fig.2,
see supplementary material for an organ per organ position error. We have done
2 comparisons :

- With only the breathing motion to make sure that it was well captured
by the reduced model. In Fig.2.A we see that the fine reduced models (FR) are
more precise than the coarse models (C ) and that the error is much smaller and
more constant over time compared to C and the coarse reduced models (CR).
The error decrease obtained by the reduced models with fine meshes compared
to the full-order coarse models is 50% globally and up to 71% for the liver only.
We can also note that, for this simple scenario, the CR can be used instead of
the C because their errors are nearly the same.
7 https://www.videocardbenchmark.net/gpu.php?gpu=Quadro+M1200&id=3651
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- With a needle being inserted in the liver. Results are displayed in Fig.2.B.
This time the CR are less accurate and are not a good alternative to the C . The
FR remains more precise by about 32% compared to the C . The error mostly
comes from the large intestine and stomach since we still have the same order of
error decrease for the liver only: 65%.

From these two comparisons, if we consider FR and only the liver where we
want to have as little deviation as possible from reality, we obtain an overall
error decrease of 68% for a speed-up of 4.35. These results can then be refined
according to the needs of the application thanks to the flexibility of model re-
duction. Indeed we can choose to use more deformation modes inducing a bigger
reduced-basis and a slower resolution time but obtaining better precision, or to
reduce them and gain speed at the cost of precision. These configurations can
easily be adjusted afterwards, showing another powerful point of MOR approach.

A B

Fig. 2: Aggregate mean distance of all the positions of the simulation to ground
truth along the simulation time step for 2 scenarios: A breathing only during
150 steps | B breathing motion with needle insertion during 340 steps.

4 Conclusion

In this paper, we have presented a new approach to model order reduction
(MOR) in the context of real-time soft tissue simulation. We propose reduction
by model partitioning, enabling a model to be reduced globally while retaining
exact accuracy over a specific area of interest, thus further increasing speed. We
have demonstrated the use of the method in a needle-based MIS simulation of
the liver. The liver is simulated along with the surrounding organs thanks to
MOR acceleration, and we can reproduce the effect of breathing. We believe this
is a step forward for real-time, accurate and interactive simulation, with the ul-
timate goal of creating training simulators for needle-based MIS. The proposed
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model can be further improved by selecting only those elements located close
to the needle passage. In addition, we can consider placing all problem solving
on CUDA to make the most of the GPU’s capabilities and avoid copying data
between CPU and GPU. We can also investigate the creation of a reduced model
that can be activated according to the area of the liver the trainee is working on:
for example, by using Couinaud classification to create a reduced model for each
of the liver segments and activating/deactivating them accordingly. Further work
will continue to add complexity to the model presented, such as the needle/skin
interaction and we will also investigate the integration of haptic feedback with
an external physical device and its interaction with the simulation, which is an
essential step in creating a simulator for trainees.
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