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We present an ab initio study of neutral core and valence electronic excitations in α-Al2O3 by
solving the Bethe-Salpeter equation (BSE) of many-body perturbation theory within an all-electron
framework. Calculated spectra at the Al K and L1 edges are in remarkable agreement with available
experiments from X-ray absorption (XAS) and X-ray Raman spectroscopy once excitonic effects are
taken into account. The combination of the BSE spectra for the two techniques confirms the
dipole-forbidden nature of the exciton prepeak as suggested by recent calculations based on density-
functional theory. Moreover, we make predictions for resonant inelastic X-ray scattering (RIXS)
spectra at K and L1 edges, which strikingly fully overlap also beyond an independent-particle picture.

The RIXS calculations reveal two distinct regimes as a function of incoming photon energy.
Below and at the XAS threshold, we observe Raman-like features, characterised by strong excitonic
effects, which we directly compare to peaks in the loss function. Above the XAS threshold, instead,
fluorescence features become predominant: RIXS spectra can be well described and analyzed within
an independent-particle approximation showing similarity with the X-ray emission spectrum.

I. INTRODUCTION

The past decades have witnessed huge progress in both
the experimental resolution1–3 and the computational
accuracy4–6 of X-ray spectroscopies that probe core lev-
els in materials. Core-level spectroscopies7 have thus be-
come a key tool for the study of a vast number of materi-
als properties, which is evidenced by the surge of interest
in their applications across chemistry, physics, biology,
and materials science8.

The fundamental processes of photon absorption, emis-
sion and scattering give rise to prominent spectroscopies
that measure neutral electronic excitations in materials9.
X-ray absorption (XAS), also referred as X-ray absorp-
tion near-edge spectroscopy, is determined by electronic
transitions from core levels to unoccupied states, while
X-ray emission (XES) stems from the decay of valence
electrons to fill a core hole, providing complementary in-
formation on occupied states. Finally, resonant inelastic
X-ray scattering10 (RIXS) results from the coherent com-
bination of X-ray absorption and emission. In RIXS, the
energy of an incoming photon is tuned to resonate with a
specific core level, and the subsequent relaxation of a va-
lence electron to fill the core hole is accompanied by the
emission of a photon of lower energy. As a result, RIXS
probes low-energy excitations of the various degrees of
freedom (i.e., charge, spin, lattice) of materials2,11. If,
instead, the incident photon energy is much higher than
the typical binding energies of core levels, one has the
non-resonant inelastic X-ray scattering10 (NRIXS), also
called X-ray Raman scattering (XRS) when used to mea-
sure core-level properties.

These X-ray spectroscopies share attractive properties.
The large penetration depth of photons, especially in the
hard X-ray regime, allows better bulk sensitivity than for
spectroscopies that make use of electrons, such as photo-

electron spectroscopy. Moreover, the use of the distinc-
tive atomic transitions (i.e., the absorption edges) of the
different kinds of atoms ensures chemical sensitivity, pro-
viding element and orbital specific information of the lo-
cal chemical environments in complex materials. In par-
ticular, the selection rules of the photoexcitation make it
convenient to identify the character of the electronic ex-
citations. Within an independent-particle picture, XES
and XAS spectra can be simply related, respectively, to
the occupied and unoccupied projected density of states
(PDOS) of the absorbing atom with the angular momen-
tum component that fulfils the selection rules. Similarly,
RIXS spectra can be associated to the projected joint
density of states (JDOS).

However, electron-electron interactions can dramati-
cally alter this independent-particle picture. In partic-
ular, according to the semiempirical final-state rule12,13,
one has to deal with the strong perturbing potential due
the presence of a core hole in the final state. Indeed,
the electron-hole attraction gives rise to core excitons in
XAS and XRS, and to both core and valence excitons in
RIXS. Excitons manifest as strong enhancements of the
spectral weight at the onsets and are often even the main
feature in the spectra.

In order to take into account the effects of the elec-
tronic interactions, a variety of methods have been de-
veloped at different levels of approximation, ranging
from the real-space multiple-scattering formalism14–16,
to cluster models17–19 and many-body perturbation the-
ory20–29 (MBPT). Within the context of MBPT, the first-
principles solution of Bethe-Salpeter equation30,31 (BSE)
is nowadays the state-of-the-art approach to deal with ex-
citonic effects for both core and valence excitations32,33.
The BSE within an all-electron framework34 will be
therefore adopted also in the present study.

The aims of the present work are to conduct an in-
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depth analysis of RIXS spectra, while accounting for co-
herence and excitonic effects throughout the entire pro-
cess, and to establish direct connections with the comple-
mentary spectroscopy techniques that also measure neu-
tral excitations in materials, such as XAS, XRS and XES.
Our study is focused on α-Al2O3, which is a prototypical
wide-band gap insulator with a broad range of applica-
tions, including catalysis, ceramics, and electronics35,36.

Since the BSE has consistently demonstrated its accu-
racy in describing similar experiments, our conclusions
can be reliably extended to other wide band-gap materi-
als.

We have calculated XAS and XRS spectra at the Al
K edge reproducing very well the available experimental
spectra37–39 when strong excitonic effects, which deter-
mine the main peak in the spectra, are properly taken
into account. Consistently with results from literature,
we find that an excitonic prepeak is also present in the
XRS spectrum at large momentum transfer. This pre-
peak is not visible in the calculated XAS spectrum be-
cause dipole forbidden, while it is enabled in the experi-
ments by the coupling with atomic vibrations. Moreover,
we demonstrate that both XAS and RIXS spectra at the
Al L1 edge are the same as the corresponding spectra at
the Al K edge, which suggests that L1 edges could be a
valuable alternative in the soft X-ray regime to K edges
that require hard X-rays. The analysis of RIXS spectra
shows that excitonic effects are mostly visible for excita-
tion energies smaller than (or similar to) the absorption
edges, and how for higher excitations energies the RIXS
spectra tend to XES spectra where excitonic effects are
less relevant.

The article is organized as follows. In Sec. II, we briefly
present the basic theoretical concepts for the calculation
of the spectra, together with a summary of the computa-
tional details. In Sec. III A we discuss the calculated XAS
and XRS spectra at Al K edge. RIXS spectra for K and
L1 edges are then compared and analysed in Sec. III B.
Finally, in Sec. IV, we summarize the main conclusions
and give an outlook of the present work.

II. THEORETICAL FRAMEWORK AND
COMPUTATIONAL DETAILS

A. The Bethe-Salpeter equation for excitation
spectra

The BSE is an in principle exact equation for the
electron-hole correlation function, which is directly linked
to the various neutral electronic excitation spectra32,33.
Within the GW approximation40 and using a statically
screened Coulomb interaction W , the BSE can be ex-
pressed as an eigenvalue problem for the two-particle ex-
citonic Hamiltonian41: H̄excĀλ = ĀλĒλ.

The matrix elements of the excitonic Hamiltonian can
be written in the basis of electron-hole transitions t be-
tween Bloch orbitals42 n1k1 → n2k2, which in the ab

initio framework are usually calculated within the Kohn-
Sham scheme43 of density-functional theory (DFT).

In this basis the matrix elements read:

⟨t|H̄exc|t′⟩ = Etδtt′ + ⟨t|v̄c −W |t′⟩. (1)

Here Et is the independent-particle excitation energy
calculated in the GW approximation. v̄c is the Coulomb
interaction without its long-range, macroscopic, compo-
nent:

v̄c(q+G) =

{
4π/|q+G|2 for G ̸= 0

0 for G = 0
(2)

where G is a reciprocal-lattice vector and q is a wave
vector in the first Brillouin zone. The modified Coulomb
interaction v̄c enters the excitonic Hamiltonian as an ex-
change electron-hole repulsion and is responsible for crys-
tal local field effect44,45. The screened Coulomb interac-
tion W is calculated in the random-phase approximation
(RPA). It plays the role of the direct electron-hole at-
traction and is responsible for excitonic effects.

In the Tamm-Dancoff approximation46 (which will be
assumed henceforth), one considers only resonant tran-
sitions between occupied states n1 and empty states n2.
For XAS spectra n1 is a core level µ, while for optical
spectra n1 is a valence band v. In both cases, the ab-
sorption spectra, which are described by the imaginary
part of the macroscopic dielectric function ImϵM (ω) in
the long wavelength limit q → 0, are obtained in terms
of the excitonic eigenvectors Āλ and eigenvalues Ēλ as41:

ImϵM (ω) = lim
q→0

8π2

Ωq2

∑
λ

∣∣∣∣∣∑
t

Āt
λρ̃t(q)

∣∣∣∣∣
2

δ(ω − Ēλ), (3)

where Ω is the volume of the system and the oscillator
strengths ρ̃t(q) are defined as:

ρ̃t(q) = ⟨n1k− q|e−iq·r|n2k⟩. (4)

By setting the direct electron-hole interaction W to
0 in the excitonic Hamiltonian (1), one finds the absorp-
tion spectra within RPA. Moreover, by switching off both
electron-hole interactions v̄c and W , the independent-
particle approximation (IPA) is retrieved and the absorp-
tion spectrum becomes:

ImϵM (ω) = lim
q→0

8π2

Ωq2

∣∣∣∣∣∑
t

ρ̃t(q)

∣∣∣∣∣
2

δ(ω − Et). (5)

The direct comparison between Eq. (3) and Eq. (5)
shows that the electron-hole interactions affect the spec-
tra in two ways: by modifying the peak positions,
through a change of excitation energies from the inter-
band transition energies Et to the excitonic energies Ēλ,
and by altering the peak intensities, through the mixing
of the independent-particle transitions that are weighted
by the excitonic coefficients Āλ.
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In XES spectra, the transitions t take place between
occupied valence states v and empty core levels µ. In this
case, there are no electron-hole interactions since both
initial and final states contain one hole, but no excited
electron. Therefore, XES spectra are usually calculated
in the independent-particle picture47. In the dipole limit
one has:

IXES(ω) ∝ lim
q→0

8π2

Ωq2

∣∣∣∣∣∑
t

ρ̃t(q)

∣∣∣∣∣
2

δ(ω − Et). (6)

In this approximation, one neglects the effect of the core
hole on valence states48.

By further assuming that the oscillator strengths in
Eqs. (5) and (6) fulfill the dipole selection rule, but are
transition-independent constants, the spectra would be
equivalent to the PDOS for empty states in XAS and the
PDOS for occupied states for XES.

If, at variance with Eq. (1), the excitonic Hamiltonian
Hexc includes the full Coulomb interaction vc:

⟨t|Hexc|t′⟩ = Etδtt′ + ⟨t|vc −W |t′⟩, (7)

one obtains the loss function, i.e., the inverse macroscopic
dielectric function49

−Imϵ−1
M (q, ω) =

8π2

Ωq2

∑
λ

∣∣∣∣∣∑
t

At
λρ̃t(q)

∣∣∣∣∣
2

δ(ω − Eλ) (8)

in terms of the excitonic eigenvectors and eigenvalues:
HexcAλ = EλAλ. By comparing the two excitonic Hamil-
tonians Eq. (1) and Eq. (7), we understand that the
long-range component G = 0 of the Coulomb interaction
vc gives rise to the difference between the macroscopic di-
electric function ϵM in the q → 0 limit, see Eq. (3), and
its inverse ϵ−1

M , see Eq. (8). When the electronic states
are localised, such as for core levels, the long-range com-
ponent G = 0 of the Coulomb interaction vc becomes
ineffective in the excitonic Hamiltonian (8), and there-
fore the two spectra (3) and (8) coincide41,50,51.

NRIXS usually investigates electron-hole transitions t
from valence bands v to conduction bands c, while XRS
focuses on transitions from core levels µ to conduction
bands c. In both cases, the excitation spectra are de-
scribed by the dynamic structure factor10, which is pro-
portional to the loss function (8). A big advantage of
scattering spectroscopies with respect to absorption is
the possibility to probe electronic excitations as a func-
tion of the momentum transfer q, going well beyond the
dipole limit q → 0.

In the case of RIXS52, the excitonic Hamiltonian (7)
has to be solved twice. In the first BSE, one deals with
a core exciton Hamiltonian HexcAλµ = EλµAλµ , where
the electron-hole transitions tµ are from core levels µ to
conduction bands c. In the second BSE, one has a va-
lence exciton Hamiltonian: HexcAλo = EλoAλo , where
the transitions to are from valence bands v to conduction
bands c. Here we consider only vertical interband excita-
tions at the same k point, i.e., we calculate RIXS spectra
in the long-wavelength limit.

RIXS spectra can be then obtained from the two sets
of excitonic eigenvalues and eigenvectors as27,28:

IRIXS(ω1, ω) ∝
∑
λo

∣∣∣∣∣∣
∑
λµ

t
(1)
λµ

t
(2)
λo,λµ

ω1 − Eλµ + iΓ/2

∣∣∣∣∣∣
2

δ(ω − Eλo) ,

(9)
Here the energy loss ω is equal to the difference between
the incident photon energy ω1 and the emitted photon
energy ω2: ω = ω1 − ω2, 1/Γ is the lifetime of the core
hole and the oscillator strengths are

t
(1)
λµ

=
∑
µck

Aµck
λµ

⟨ck|e1 · p|µk⟩ (10)

t
(2)
λo,λµ

=
∑
vck

∑
µ

Avck
λo

⟨µk|e∗2 · p|vk⟩
[
Aµck

λµ

]∗
, (11)

with p the momentum operator and e1 and e2 the light
polarization unity vectors53.

While the possible peak positions in the scattering
spectra from Eqs. (8) and (9) are the same, their in-
tensities can be very different. For example, in con-
trast to NRIXS, RIXS spectra even in the dipole limit
can display dipole-forbidden excitations, such as d-d
transitions2,11,54, since they stem from a different two-
step process. In general, RIXS spectra strongly depend
on the excitation energies ω1 in the denominators of Eq.
(9). For fixed excitation energy ω1, RIXS spectra are
usually plotted and analysed as a function of the energy
loss ω, (i.e., as IRIXS(ω1, ω = ω1−ω2)), or of the emission
energy ω2 (i.e., as IRIXS(ω1, ω2)).

In the IPA the RIXS spectrum (9) becomes:

IRIXS(ω1, ω) ∝
∑
cvk

∣∣∣∣∣∑
µ

⟨ck|e1 · p|µk⟩⟨µk|e∗2 · p|vk⟩
ω1 − (εck − εµk) + iΓ/2

∣∣∣∣∣
2

× δ(ω − (εck − εvk)) , (12)

which is given by a combination of vertical transitions
(i.e., at the same k point) between core levels of energies
εµk, valence bands εvk, and conduction bands εck. If
the peak intensities are further assumed to be constant
in Eq. (12), the RIXS signal becomes proportional to
the JDOS (projected on the angular component selected
by the excitation-disexcitation process). When electron-
hole interactions are weak, one may therefore relate RIXS
to band-structure properties11,21,55–59. On the contrary,
excitonic effects also in RIXS spectra mix the various
interband transitions, blurring the picture based on the
single-particle band structure.

B. Computational details

The computational strategy of the present work fol-
lows the one that we have already successfully employed
for α-Al2O3 in Ref.60. We have adopted the experimental
lattice parameter61 a0 = 5.128 Å and angle α = 55.287 in
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the rhombohedral primitive cell. Calculations have been
performed using the full-potential all-electron (AE) ap-
proach, as implemented in the Exciting code34,62. The
Kohn-Sham ground-state wave functions have been cal-
culated within the local density approximation43 (LDA)
of DFT. The Brillouin zone has been sampled with a
6× 6× 6 k-grid, using plane waves (PW) expansion with
a cutoff energy of 12 Hartree. The AE approach in-
cludes muffin-tin (MT) spheres with radii of 2 bohr and
1.45 bohr for aluminum and oxygen, respectively.

BSE calculations are performed on a 8 × 8 × 8 k-grid
shifted by (0.05, 0.15, 0.25). In XAS and RIXS simula-
tions, BSE matrix elements are calculated with a cutoff
|G+q|max = 4 a−1

0 , maintaining a PW cutoff of 7 Hartree
for the wave functions. XRS calculations are performed
with a PW cutoff of 10 Hartree and |G+q|max = 7 a−1

0 .
To obtain the RPA screening of W we used the same

parameters as in the BSE, including 100 conduction
bands. The BSE Hamiltonian was constructed consid-
ering 12 (4) occupied states and 20 (60) unoccupied
states for the optical (L1 and K edge) spectrum. In
order to take into account GW corrections63, the LDA
band gap has been opened by a rigid scissor correction of
2.64 eV. Excitations spectra at the Al L1 and K edges
have been aligned with the experimental spectra, ap-
plying a downshift of the corresponding LDA core level
energies of 17.18 eV and 62.9 eV, respectively. For the
XRS spectrum, the downshift is 61.2 eV. XAS and XRS
spectra for the Al K edge have been convoluted with a
Lorentzian broadening of 0.7 eV to match the experimen-
tal broadening, bigger than the inverse core-hole lifetime
of 0.42 eV64,65.

The K and L1 RIXS spectra have been calculated
with the BRIXS code27,66, considering the first (lowest-
energy) 17000 and 80000 BSE eigenvectors and eigen-
values for the core and valence excitations, respectively,
which gives a converged RIXS spectrum for an energy
loss window of 20 eV.

For a better comparison between RIXS spectra at Al
K and L1 edges we have used the same core-hole inverse
lifetime Γ of 0.2 eV. The RIXS and XES spectra have
been plotted using a broadening of 0.1 eV.

III. RESULTS AND DISCUSSION

α-Al2O3 is made of alternate layers of Al and O atoms
that are stacked along the z axis of our cartesian reference
frame. The nature of the chemical bond is largely ionic:
the valence bands have mostly O 2p character, while the
bottom conduction band is mainly due to Al 3s. The
wide band gap67,68 of ∼9.6 eV concurs with the low di-
electric constant69,70 of ∼ 3 to give rise to strong excitonic
effects for both valence and core excitations60,63.

Since the final state of XAS is the intermediate state
of RIXS, its analysis is propaedeutic to understand RIXS
spectra. Therefore, in Sec. IIIA we will first analyse
XAS and XRS spectra, before moving to the study of

RIXS spectra in Sec. III B.

A. XAS and XRS at Al K edge
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FIG. 1: Al K edge absorption spectra calculated within
the IPA, RPA and BSE for two polarization directions:

(top panel) parallel (xy) and (bottom panel)
perpendicular (z) to the α-Al2O3 layers. They are

compared to two experimental XAS spectra. While the
spectra of Manuel et al.37 are polarization resolved, the

spectrum of Fulton et al.38 represents an average of
different polarization directions. The experimental

spectra have been normalized to match the maximum of
the BSE intensity. They have been further aligned at
the main peak: the spectrum from Manuel et al.37 has

been blueshifted by 1 eV.

Fig. 1 compares two experimental Al K edge XAS37,38

with the absorption spectra calculated within the IPA,
the RPA and the BSE. The top and bottom panels dis-
play the spectra for two polarization directions: parallel
(xy) and perpendicular (z) to the Al2O3 layers, respec-
tively. While the spectrum of Fulton et al.38 represents
an average of the polarization directions, the polarized
XAS experiment by Manuel et al.37 has been done on a
single crystal: the two measured spectra distinguish the
two orientations.
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Like for the optical spectra and the shallower core
edges60, the two Al K edge XAS spectra37 display only
a small anisotropy, which is very well captured by the
BSE calculations. The IPA and RPA curves are on top
of each other, meaning that the contribution of crystal
local fields is negligible. This result may seem surprising
since Al 1s electrons are localised, giving rise to an in-
homogeneous charge response that could be responsible
for strong local fields41. However, 1s electrons are also
not highly polarizable, which implies that the induced
charge is so small that local field effects are negligible.
On the contrary, taking into account excitonic effects in
the BSE spectra is crucial to reproduce the main features
of the experiments, notably the most prominent peak (B)
and the secondary peaks (C) and (D). The ratio between
the features (B) and (C) is an important indicator for
aluminium coordination71,72, used in particular to dis-
tinguish the tetrahedral AlO4 from the octahedral AlO6

of α-Al2O3.
In the experimental spectra there is also a prepeak

(A) at ∼ 1566 eV that is not present in the calculated
spectra. In the BSE calculation, we actually find an ex-
citonic eigenvalue Ēλ at the same energy. However, its
oscillator strength is negligibly small, i.e., it is a dark
exciton. Indeed, it corresponds to electron-hole transi-
tions from the 1s core level to the bottom of the con-
duction band around the Γ point with mostly 3s char-
acter, which therefore are dipole forbidden. This pre-
peak (A) has been extensively studied both theoretically
and experimentally37,73–80. The current interpretation
is that atomic vibrations enhance the Al sp hybridiza-
tion at the bottom of the conduction band, by deviating
the Al atoms from their centrosymmetric positions and
thus enabling Al 1s → 3p atomic-like transitions in the
measured XAS spectra. Between the prepeak (A) and
the main peak (B) we also identify additional excitons
that have low oscillator strengths but are not completely
dark. They correspond to transitions from 1s states to
the first conduction band, for k points between Γ and T,
characterised by non-zero Al sp hybridisation.

The binding energy of the lowest energy dark exciton is
1.69 eV, while the three main exciton peaks (B), (C) and
(D) are within the continuum of electron-hole transitions
of the IPA spectrum.

In order to corroborate the interpretation that the pre-
peak (A) in XAS is associated to a dipole-forbidden exci-
ton, we also calculate the XRS spectra from the solution
of the BSE at the same Al K edge.

In the dipole limit q → 0, for localised electrons such
as core levels, the loss function (measured by XRS, see
Eq. (8)) tends to the absorption spectrum (measured by
XAS, see Eq. (3)):

−Imϵ−1
M (ω) =

ImϵM (ω)

[ReϵM (ω)]2 + [ImϵM (ω)]2
→ ImϵM (ω).

(13)
Mathematically, this results from ImϵM (ω) ≪
ReϵM (ω) → 1. In this situation, the absorption
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FIG. 2: Loss function calculated within the BSE for
momentum transfers q along the x (top) and z (bottom)
Cartesian directions, with a broadening of 0.7 eV. The
experimental XRS spectrum from Ref.39 was measured
for momentum transfer |q| = 10 Å−1. Here, it has been

scaled to match the maximum intensity of the
calculated spectrum at |q| = 10 Å−1. We note that the
peak positions of the XRS spectrum39 have a redshift of

∼1.7 eV with respect to the XAS spectra in Fig. 1.

spectrum and the loss function yield the same informa-
tion. As the magnitude of the momentum transfer q
increases, instead, XRS probes non-dipolar transitions,
potentially leading to the emergence of features not
visible in the XAS spectra.

The BSE loss functions calculated for different momen-
tum transfers q along the x and z Cartesian directions are
shown in Fig 2, and compared to the experimental XRS
spectrum39 for q = 10 Å−1. The measurement was done
on a powder sample, therefore its momentum direction
dependence could not be resolved. Also in this case the
agreement between the BSE spectrum and experiment
is noteworthy, and could be further improved by taking
into account the coupling with atomic vibrations39.

In the dipole limit q → 0, the loss functions match the
corresponding absorption spectra in Fig. 1, as expected
from the previous discussion. The loss function remains
the same, without any trace of the prepeak (A), also for
q = 0.12 Å−1, which corresponds to the momentum car-
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has been multiplied by 35. (Right) RIXS spectra at the K and L1 edges (red and blue curves respectively) as a
function of the energy loss ω, evaluated for excitation energies ω1 (separated by 0.2 eV steps) across the

corresponding XAS edge in the left panel. The RIXS spectra have been calculated within the BSE for photon
polarizations vectors e1 and e2 along the x direction. Each RIXS spectrum has been normalized to its maximum.

The thin black lines connecting the different RIXS spectra are guides for the eye to identify Raman losses and
fluorescence features.

ried by X-ray photons absorbed at 1.5 KeV energy in the
Al K edge XAS. Instead, as the q value further increases,
the prepeak (A) becomes progressively more visible and
intensifies in the loss function. It becomes clearly de-
tectable in the spectrum for q ≳ 4 Å−1. This behavior
demonstrates unequivocally its non-dipolar origin.

Besides changing their relative intensities, the three
main features (A), (B), (C) do not show appreciable dis-
persions as a function of the momentum transfer q. Only
the exciton peak (B) slightly disperses (by 0.1 eV) to
higher energies for q along z. The non-dispersive char-
acter of these excitations is a manifestation of their lo-
calised nature.

In summary, our BSE calculations highlight the strong
core excitonic effects at the Al K edge of XAS and XRS.
The combination of absorption and loss function spec-
tra strongly supports the non-dipolar Al 1s → 3s char-
acter of the exciton prepeak (A). It becomes visible in
the spectra either for a coupling with atomic vibrations
or at finite momentum transfers q. Our results based
on the solution of the many-body BSE agree with the

single-particle DFT-based approach37,39,79,81, where the
final state is calculated for a supercell with a core-hole
localised on the absorbing atom82. The strong electron-
hole attraction is explicitly accounted for in the BSE by
the screened Coulomb interaction term W , and implicitly
in the DFT approach by allowing for electronic relaxation
in presence of a core hole83.

B. Resonant inelastic x-ray scattering at Al L1 and
K edges

While, in principle, unoccupied p states could be equiv-
alently probed in XAS by excitations from either 1s or
2s core levels, theoretical and experimental investigations
predominantly focus on K edges disregarding L1 edges.
In the independent-particle picture, excitation spectra of
α-Al2O3 at Al K and L1 edges can be described by the
same unoccupied Al 3p PDOS84. When excitonic effects
are taken into account, instead, one could expect that
the higher degree of localisation of the 1s core hole could
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lead to stronger electron-hole interactions at the K edge
than at the L1 edge. Their impact on the spectra would
be therefore different.

Instead, in the left panel of Fig. 3, the comparison
of the Al K and L1 XAS spectra calculated within the
BSE shows that their equivalence holds also beyond the
independent-particle picture. Indeed, the two calculated
spectra are extremely similar, besides a small shift (< 0.1
eV) of the main peak, and an overall scaling factor of 35
of the intensity of the L1 edge with respect to the K edge
(the former being more intense than the latter).

Moreover, the right panel of Fig. 3 shows that also
RIXS spectra calculated from the BSE at the L1 and K
edges overlap almost entirely, for all the incoming photon
energy ω1 spanning a wide energy range of 2.6 eV across
the corresponding XAS edge. Therefore, our detailed
comparison of both XAS and RIXS spectra suggests that
the less common L1 edge could be equivalently utilized
(if the background is not too high) at the place of the
K edge. To the best of our knowledge, RIXS spectra
of α-Al2O3 have not been measured at these edges yet.
Our calculations thus represent a prediction for the direct
RIXS channel. In the following, we will analyse in detail
only the RIXS spectra at the L1 edge, since the K edge
RIXS yields the same information.

Following Shirley and coworkers21,58,85, we can distin-
guish two qualitatively different regimes for RIXS spec-
tra (even though this separation is not sharp). For in-
coming photon energies below the XAS onset (i.e., for
ω1 < Eλµ

∀λµ), the energy conservation in Eq. (9) im-
plies that peaks in the spectra are located at the same
energy losses ω = ω1 − ω2 = Eλo

independently of the
excitation energy ω1. Equivalently, the emission photon
energies ω2 = ω1 − Eλo

increase linearly with increasing
incoming photon energies ω1. In this case, the excita-
tions are said to have a Raman-like behavior. Instead,
for incoming photon energies ω1 above the XAS onset,
the denominators in Eq. (9) enhance the resonant condi-
tions ω1 = Eλµ (within an energy range dictated by the
inverse lifetime Γ). In this regime, the energies of the
peaks in the spectra increase linearly with the excitation
energies ω1. They are thus located at constant emission
energies ω2, displaying a fluorescence-like behavior.

The right panel Fig. 3 illustrates how the BSE ap-
proach is capable to capture both regimes (the thin
black lines across the different spectra indicate these
two regimes). Indeed, for excitation energies ω1 below
the edge, we can identify several Raman peaks in the
RIXS spectra that are located at constant energy loss,
even though their shape strongly changes with ω1. Such
changes in the spectrum with only small variations in
ω1 cannot be explained in terms of a XAS modulation,
highlighting the coherence between the absorption and
emission processes. For excitation energies ω1 above the
edge, instead, all the main structures of the RIXS spectra
qualitatively change their behavior, displaying a linear
dependence on the excitation energy, i.e., they become
fluorescences. Due to their different nature, we will ana-

lyze these two regimes in more detail, separately.

1. RIXS up to the XAS threshold: connection with the loss
function

6 7 8 9 10 11 12 13 14
Energy [eV]

124.6 eV
124.8 eV
125.0 eV
125.2 eV

125.4 eV

125.6 eV

125.8 eV

126.0 eV

RIXS  

- Im [εM 
-1] 

FIG. 4: BSE RIXS spectra (blue curves) as a function
of the energy loss ω at the L1 edge, for excitation

energies ω1 < 126 eV. They are compared to the BSE
loss function −Imϵ−1

M (ω) (dark yellow curve) for q → 0
along the x direction. The black dotted lines connect

Raman peak in RIXS spectra with corresponding
inelastic losses in −Imϵ−1

M (ω). Each spectrum has been
normalized to its maximum and offset for clarity.

Fig. 4 focuses on the L1 RIXS spectra for incoming
photon energies ω1 taken every 0.2 eV between 124.6 and
126 eV, i.e., below the XAS threshold.

The RIXS spectra are also compared to the loss func-
tion (8) for q → 0. Even though the possible excita-
tion energies Eλ0 in RIXS and in the loss function are
the same (Eqs. (8)-(9) share the same energy conserva-
tion terms), the corresponding peak intensities in the two
cases are generally very different (in particular, in the
RIXS spectra they are also strongly dependent on the
incoming photon energy ω1, which enhances features at
resonant energies through the denominators in Eq. (9)).
Since moreover in a solid the possible excitation energies
Eλ0

form a continuum, matching the corresponding fea-
tures on the basis of a direct comparison of the spectra
is generally not obvious (see the vertical lines in Fig. 4).
For the α-Al2O3 spectra in Fig. 4, in particular, the most
evident discrepancy are the two peaks in the loss function
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FIG. 5: Absorption oscillator strengths |t(1)λµ
| (top) and

excitation pathways |t(2)λo,λµ
| (center) as a function of

core excitation energy Eλµ
compared to the cumulative

RIXS oscillator strengths |t(3)λo
(E)| (bottom) for different

exciton energies Eλo
: 8.45, 8.99, 9.46 and 10.33 eV, as

specified in the legends. In the four cases the incoming
photon energy ω1 is set to 125.6 eV.

below 9 eV that are missing in the RIXS spectra. They
correspond to two bound excitons60 located inside the
band gap of α-Al2O3. We can therefore wonder: Why
aren’t they visible also in the RIXS spectra? And, more
in general, how can we use the information from the BSE
eigenvalues and eigenfunctions to analyse RIXS spectra
and connect them with the loss function?

In order to address these questions in detail and ana-
lyze the interference between core and valence excitons,
we introduce the cumulative oscillator strength t(3) for
the peak of energy Eλ0 in the RIXS spectrum:

t
(3)
λo

(E) =

Eλµ<E∑
λµ

t
(1)
λµ

t
(2)
λo,λµ

ω1 − Eλµ
+ iΓ/2

. (14)

For E → ∞, |t(3)λo
| yields the peak intensity in the

RIXS spectrum (calculated for incoming photon energy
ω1) associated to the excitation energy Eλ0

. Its plot as
a function of the energy E reflects the interference be-
tween absorption and emission processes, represented by
the terms t(1) and t(2) at the numerator of Eq. (14),
respectively. Since they are complex numbers, the inter-
ference can be constructive or destructive, displaying the
many-body character of the excitations60,86. At the same
time also the denominator of Eq. (14) may cross zero for
Eλµ ∼ ω1, expressing the resonant nature of RIXS. As a
result, |t(3)λo

| is generally not a monotonic function of the
energy E.

The top and middle panels of Fig. 5 respectively show
the absorption oscillator strenghts |t(1)λµ

| (see Eq. (10)),

and the excitation pathways |t(2)λo,λµ
| for few selected va-

lence excitons Eλo (see Eq. (11)), as a function of the
Eλµ core excitation energy. To understand why the first
peak in the loss function is not visible in RIXS, in the
bottom panel of Fig. 5 we analyze the cumulative oscil-
lator strenght |t(3)λo

(E)|. In this analysis, the incoming
photon energy ω1 is set to 125.6 eV, corresponding to
the higher energy for which Raman features are notice-
able. The behavior of the valence exciton with energy
Eλo

= 8.45 eV is compared with those of the excitons
at energies Eλo

= 8.99 eV, 9.45 eV, and 10.33 eV, cor-
responding to the first three visible peaks in the RIXS
spectra. For all the valence excitons Eλo

, the excita-
tion pathways |t(2)λo,λµ

| are not zero at low excitation ener-

gies Eλµ < 125 eV, where the absorption oscillators |t(1)λµ
|

are instead negligible, due to the forbidden nature of the
transition between the Al 2s core level and the bottom of
the conduction band, primarily of Al 3p character. Ac-
cordingly, they do not contribute to the RIXS spectrum.
For the exciton Eλo = 8.45 eV, the values of the other
excitation pathways |t(2)λo,λµ

| are very small, canceling out

the contributions of the absorption oscillators |t(1)λµ
| for

all other Eλµ energies. The resulting oscillator strength
|t(3)λo

(E)| is therefore always very small, and as a result
the exciton is not visible in the RIXS spectrum. For the
other valence excitons Eλo corresponding to the visible
peaks in the RIXS spectrum, instead, the emission con-
tributions |t(2)λo,λµ

| provide constructive interference with

the absorption oscillators |t(1)λµ
| at higher Eλµ

energies.
As a result, the peaks are visible in the RIXS spectrum.

From this analysis, we can therefore conclude that the
lowest-energy peaks in the loss function (see the yellow
curve in Fig. 4) are not visible in the RIXS spectra be-
cause the first absorption step, corresponding to the exci-
tation from core 2s level to the bottom conduction states,
is forbidden. In the Al L1 and K edges of α-Al2O3, RIXS
is not able to probe the lowest energy valence exciton
states involving combinations of top-valence and bottom-
conduction states, but only excitons with higher energies
(≳ 9 eV) stemming from higher conduction states.

2. RIXS at and beyond the XAS threshold: excitonic effects
fading away and connection with XES

Fig. 6 presents BSE and IPA RIXS spectra for ex-
citation energies ω1 across and above the XAS Al L1

threshold. The two series of spectra have been obtained
from Eqs. (9) and (12), respectively. Note that, in order
to highlight fluorescence features, here the spectra have
been plotted as a function of the emission photon energy
ω2, instead of the energy loss ω, as shown in Figs. 3-4.

Below the threshold and for energies up to 128.2 eV
large differences between IPA and BSE spectra are no-
ticeable. This implies that strong excitonic effects impact
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FIG. 6: Comparison between BSE (blue curves) and
IPA (dark yellow curve) RIXS spectra as a function of
the emission energy ω2, for different excitation energies
ω1 across the XAS Al L1 threshold and above it. The
fluorescence features are also compared with the XES
spectrum (blue curve at the top) at the same Al edge.
The RIXS spectrum has been calculated for e1 and e2
along the x direction, and the XES spectrum for q → 0
in the x direction. In the plot, each spectrum has been

normalized to its maximum and offset for clarity.
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FIG. 7: Comparison between experimental x-ray
emission spectrum at Al K edge extracted from Ref.87

and calculated XES within IPA for the two polarization
directions xy and z. The calculated XES can be well
described by the Al 3p component of the PDOS, as
highlighted in the figure. In all cases, the top of the

valence band in the PDOS and the XES have been set
to 0 eV.

RIXS in α-Al2O3, making it impossible an interpretation
based only on a band-structure picture.

One should therefore adopt a many-body picture,
where the intermediate and final states correspond to a
superposition of many single-particle states at different
crystal momenta and from different bands.

On the contrary, for incoming photon energies ω1 well
above the XAS threshold, the IPA and the BSE provide
quite similar results. In this regime, the features observed
at constant emission energy are indicative of a two-step
fluorescence process, where absorption and emission are
independent. Consequently, the absorption process (rep-
resented by the t(1) contributions in Eq. (9)) acts as a
scaling factor and the RIXS spectrum is characterised
by fluorescence features (determined by the t(2) contri-
butions in Eq. (9)). At high incoming photon energies,
since excitonic effects are negligible, the BSE RIXS (9)
becomes similar to IPA RIXS (12), and since absorption
and emission are decoupled, the RIXS spectrum also be-
comes very close to the XES spectrum (6).

Moreover, as evidenced by Fig. 7, the XES spectrum
can be very well described by the angular p component
of Al in the PDOS for the valence band. The PDOS
shows peaks between -20 eV and -15 eV corresponding
to aluminum 3p states hybridized with the oxygen 2s
states. Separated by a large gap of ∼8 eV, starting at
∼-7 eV up to the maximum of the valence band set at 0
eV, one finds Al 3p states mostly hybridized with O 2p
states. Even though the separation between the O 2s and
2p groups of bands is underestimated in the LDA, the
calculations reproduce very well the experimental XES
spectrum from Ref.87, including the two-peak structure
in the O 2p valence band.

Even in a material like α-Al2O3 where strong excitonic
effects are at play (for both core and valence excitations),
we can therefore conclude that at high photon energy ω1

RIXS is still capable to provide information about band-
structure properties.

In order to understand how Raman features in RIXS
spectra give way to fluorescence features as the incoming
photon energy ω1 increases, we examine the dependence
of the oscillator strenghts t(3)λo

(14) on ω1, for specific op-
tical excitons Eλo

= 8.99 eV and 9.46 eV, as shown in
Fig. 8. The two plots show that for incoming photon
energies below the XAS threshold (125.6 eV), the inter-
ference patterns are relatively constant. On the other
hand, the intensity increases accordingly with the res-
onance between ω1 and the core exciton energies Eλµ

,
reaching the highest value at ω1 = 125.4–126.6 eV. Be-
yond this energy, the oscillator strength decays as a result
of two effects: the loss of resonance (for the two specific
optical exciton λo considered here) and the change in the
interference pattern produced by the sign in the denom-
inator of Eq. (9). As a result, |t(3)λo

(E)| becomes negli-
gible in the case of the first peak, at an energy loss of
8.99 eV, while it remains visible but with lower intensity
at 9.46 eV. This explains the RIXS features of Fig. 4,
where the first peak disappears after ω1 =125.6 eV and
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0

0,01

0.02

0.03

0.04

0.05

0.06

0.07

|t
(3

) |

126.8 eV

127.2 eV

127.6 eV

128.0 eV

126.8 eV

127.2 eV

127.6 eV

128.0 eV

126.8 eV

127.2 eV

127.6 eV

128.0 eV

λo = 10.42 eV

λo = 10.80 eV

λo = 10.39 eV

c) d)

a) b)

125 126 127 128 129 130
Energy [eV]

0

0.001

0.002

0.003

0.004

0.005

|t
(3

) |

λo = 10.81 eV

0

0.01

0.02

0.03

0.04

0.05

0.06

|t
(3

) |

126.8 eV

127.2 eV

127.6 eV

128.0 eV

0

0.001

0.002

0.003

0.004

0.005

|t
(3

) |

125 126 127 128 129 130
Energy [eV]

e) f)

FIG. 9: Absolute value of the absorption oscillator strength |t(1)λµ
| and the excitation pathways |t(2)λo,λµ

| at different

Eλo as specified in the legends for (a) BSE and (b) IPA RIXS. Cumulative function |t(3)λo
(E)| for different incoming

photon energies in the fluorescence regime obtained with the BSE for optical excitation energies Eλo
of (c) 10.42 eV

and (e) 10.80 eV. Similarly, in the right panels it has been plotted the |t(3)λo
(E)| calculated within IPA for Eλo

equal
to (d) 10.39 eV and (f) 10.81 eV.
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the second peak is visible up to ω1 =126.0 eV.
The second observation that can be extracted from

the plots is that even though the absorption oscillator
strength t

(1)
λµ

and excitation pathways t(2)λo,λµ
are the same

for a given λo, when the incoming photon energies are be-
yond the XAS threshold, the contributions to |t(3)λo

| tend
to shift to higher energies as ω1 increases. This trend is
more noticeable in the fluorescence regime, which will be
explained below.

Fig 9 shows the absolute value of the absorption oscil-
lator strengths |t(1)λµ

| and the excitation pathways |t(2)λo,λµ
|

for (a) BSE and (b) IPA RIXS, at three different energy
losses: 10.4, 10.8 and 11.2 eV. The resulting cumulative
oscillator strengths |t(3)λo

| calculated for BSE RIXS at two
Eλo

values are displayed in panels (c) (10.42 eV) and
(e) (10.80 eV). Similarly, the |t(3)λo

| calculated within IPA
are displayed in the panels (d) for λo = 10.39 eV and (f)
for λo = 10.81 eV. The figure highlights the fact that,
given a specific optical exciton λo, the differences in the
|t(3)λo

| with incoming photon energy ω1 are only given by
the effect of the denominator of Eq. (9), as discussed
above.

Here it is interesting to notice that the largest contribu-
tions of the excitation pathways |t(2)λo,λµ

| (panels (a) and
(b)) tend to be centered around higher energies Eλµ

as
the energy of the valence excitons Eλo

increases (this has
been also observed in Fig. 5). These excitons stem from
electron-hole transitions of higher energies, originating
from valence and conduction states farther away from the
top valence and bottom conduction, respectively. Corre-
spondingly, a larger excitation energy Eλµ

is required to
probe those higher-energy conduction states.

If one compares the RIXS oscillator strengths for the
BSE (panels (c) and (e)) and IPA (panels (d) and (f)), it
is possible to conclude that the blueshifts in the energy
contributions to |t(3)λo

| for increasing ω1 are the result of
the excitonic effects, which give more weight to higher
core excitons as ω1 increases, while in the IPA picture
the jump in the |t(3)λo

| is given at a constant energy λµ for
all ω1.

If we compare the (c)-(f) panels in Fig 9, it is noticeable
how the RIXS oscillator strength |t(3)λo

| for high ω1 leads
to negligible values at low energy-loss peaks λo (panels
(c) and (d)), while they become more prominent as the
energy loss increases (panels (e) and (f)). This analy-
sis provides the last piece to understand the movement
of peaks in the fluorescence regime. The fact that the
excitation pathways |t(2)λo,λµ

| (panels (a) and (b)) shift to
higher core energies λµ as one moves to higher optical
excitation energies λo (or energy loss) imposes resonance
(according to Eq (9)) at higher incoming photon energy
ω1. Consequently, the increase of ω1 causes that RIXS
oscillator strength |t(3)λo

| becomes more intense at higher
Eλo

.
As a summary, one can highlight that within the many

body picture, ω1 has two main effects: 1) before the XAS
edge, it acts as a scaling factor, leaving the role of the
interference to the interplay between t(1) and t(2) at each
optical exciton energy Eλo

; and 2) for incoming photon
energies in resonance and beyond the XAS edge, it deter-
mines for each core exciton λµ, whether the interference
between t

(1)
λµ

and t
(2)
λo,λµ

will be constructive or destructive
according to the sign.

IV. CONCLUSIONS

We have presented an in-depth analysis of RIXS spec-
tra, considering coherence and excitonic effects through-
out the process. Additionally, we have established sev-
eral connections between RIXS and complementary spec-
troscopy techniques that assess neutral excitations in ma-
terials, specifically XAS, XRS, and XES. We have applied
the BSE approach to study core and semicore excitations
of corundum α-Al2O3, a widely used material due to its
optical and structural properties.

The comparison between experimental Al K edges XAS
spectra and calculated spectra at different polarization
directions has demonstrated that excitonic effects are
crucial to reproduce most features of the experimental
data. The experimental prepeak (A) observed at ∼1566
eV is a dark exciton representing dipole-forbidden tran-
sitions in the calculations. However, it becomes a bright
exciton in the calculated loss functions at finite momen-
tum transfers, which includes multipole contributions.

Remarkably, our study reveals that both XAS and
RIXS spectra, even when calculated within the BSE, at
the K and L1 edges exhibit a high degree of agreement.
This result suggests the use of soft X-ray techniques for
studying the L1 edge and extracting the same informa-
tion as the traditionally explored K edge.

For excitation energies below the XAS onset, the RIXS
spectra show a Raman-like behavior, where the energy
losses remain constant as the incident photon energy ω1

is varied. The comparative analysis of the Raman losses
between RIXS and the loss function sheds light on dif-
ferences in selection rules and intensity enhancements
between the two techniques. Beyond the XAS thresh-
old, RIXS displays a two-step fluorescence behavior, with
peaks shifting in accordance with ω1, highlighting the
loss of coherence between the absorption and the emis-
sion processes. The agreement with XES emphasizes the
similarities between fluorescence and emission. In the
same fashion, excitonic effects become weaker for exci-
tation energies ω1 well above the threshold. Therefore,
if one wishes to probe valence excitons by RIXS, excita-
tion energies ω1 below or at the edge should be selected.
Conversely, if band-structure properties are the target,
higher excitation energies ω1 should be preferred.

Altogether, these findings contribute to a deeper un-
derstanding of the RIXS process, its behavior in different
energy regimes, and its connection with other spectro-
scopic techniques, facilitating further insights into mate-
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rials’ electronic properties.
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