
HAL Id: hal-04715265
https://hal.science/hal-04715265v1

Submitted on 4 Oct 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

SRAM-based heavy ion beam flux and LET dosimetry
Andrea Coronetti, Rubén García-Alía, Luigi Dilillo, Carolina Imianosky,

Douglas Almeida dos Santos, Lucas Matana Luza, Alexandre Bosser, Kacper
Bilko, Andreas Waets, Karolina Klimek, et al.

To cite this version:
Andrea Coronetti, Rubén García-Alía, Luigi Dilillo, Carolina Imianosky, Douglas Almeida dos Santos,
et al.. SRAM-based heavy ion beam flux and LET dosimetry. IEEE Transactions on Nuclear Science,
2024, pp.1-1. �10.1109/TNS.2024.3487647�. �hal-04715265�

https://hal.science/hal-04715265v1
https://hal.archives-ouvertes.fr


This is a self-archived version of an original article.
This reprint may differ from the original in pagination and typographic detail.

Title: SRAM-based heavy ion beam flux and LET dosimetry

Author(s): A. Coronetti, R. Garcı́a-Alı́a, Luigi Dilillo, C. Imianosky, D. A. Santos, L. M. Luza, A. Bosser, K. Bilko, A.
Waets, K. Klimek, and F. Saigné
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∗CERN, CH-1211 Geneva, Switzerland
†IES, University of Montpellier, CNRS, Montpellier, France
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Abstract

This paper explores the possibility of enhancing the capability of static random access memories (SRAMs) as
heavy ion beam detectors starting from the multiple-cell upsets (MCUs) measured in some well characterized beams.
In particular, the two main enablers brought by the MCU analysis are (1) the determination of the beam flux even when
the LET of the beam is not known [whenever the LET is ¿ 10 MeV/(mg/cm2)] and (2) the estimation of the LET of
the heavy ion beam without reliance on any other instrument. The methods designed to determine these quantities
are explained throughout the paper and are calibrated upon well characterized heavy ion beams. They are then put to
test in less known heavy ion beams. Overall, the flux estimation, which exploits the saturation of the coverage, i.e., the
ratio between MCU and beam fluence, instead of the unsaturated SEU cross section, can point out issues with beam
calibration that can be corrected by the facility. The LET estimation, for which two different methods are proposed, when
compared to Monte-Carlo simulations, showed a general agreement with an uncertainty of 3 MeV/(mg/cm2), which is
acceptable for typical measurements in which the LET data-points are spread by a larger range.

Index Terms

Heavy ions, SEU, MCU, SRAM, dosimetry, facility, LET.

I. INTRODUCTION

Static random access memories (SRAMs) are characterized by an array of sensitive cells spread over a broad
surface that make them usable as cost-efficient beam and radiation environment monitors. SRAMs provide a digitized
information on the energy that a beam is depositing in a sensitive volume (SV). Therefore, if the charge deposited
and collected does not exceed the critical charge, the information of the particle interaction is not captured. Vice
versa, if the charge deposited and collected exceeds the critical charge, an upset is recorded, but any information
about the charge in excess of the critical charge is also not captured.

The use of SRAMs as radiation monitors has been limited to a restricted amount of applications. One such use
is that of flux monitoring. This can exploit either single-event upset (SEU) or single-event latchup (SEL) sensitivity
[1–4]. It is achieved by measuring the SEU or SEL cross section as a function of the linear energy transfer (LET)
of ions and by making use of this response as a calibration curve. When the LET of the beam is known one can
devise the flux by means of:

Φ̇ =
NSEE

σ(LET )
(1)

Nevertheless, this can only be used when the LET of the beam is identified through independent dosimetry
techniques, analytic calculations or numerical simulations.

In a similar vein, SRAMs have been installed on board satellites and used as radiation environment monitors for
the space environment [5–19]. In this case, the further complication when it comes to determine the environmental
flux is due to the exposure to a mixed-field of protons and ions that require knowing the single-event effect (SEE)
response from both types of particles.

SRAMs have enabled these applications because they are inexpensive if compared to other detectors and also
easy to program while providing millions of sensitive cells. However, one of the reason why it is not obvious to go
beyond the flux monitoring capabilities is that the errors cannot be mapped to a physical position within the memory
array. This is particularly the case for commercial SRAMs. Nowadays manufacturers perform a scrambling of the
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sensitive cells with respect to the way they are ordered inside a logical word. Typically, this descrambling algorithm
is considered proprietary information for the manufacturer and is not released.

When this algorithm is available, an SRAM can become an even more powerful radiation monitor. One such
example is the ESA Monitor [5]. The ESA Monitor is composed of four SRAMs based on 250 nm technology whose
dies are arranged to cover a surface of 2 × 2 cm2 . Thanks to its large size and the physical mapping of the SEUs,
this detector allows assessing the uniformity of a beam [20, 21] over a typical surface of interest for component level
testing with a single irradiation.

Strictly speaking, this capability can also be achieved when the mapping is not available. For instance, a single
SRAM or an array of SRAMs with much smaller form factor can be scanned through the area containing the beam.
This way one can obtain punctual information of the uniformity of a beam by comparing the SEE rates at different
locations. The drawback is that it takes a much larger amount of time to achieve the same result as an ESA Monitor.

The purpose of this paper is to make use of the information about the physical location of the SEUs to further
enable the capabilities of SRAMs as radiation monitors. This relies on the analysis of multiple-cell upsets (MCUs)
caused by ion beams. MCUs occur whenever the energy deposited by a single-particle is not collected solely at the
cell where the particle has stricken, but is diffused and collected at the sensitive nodes of other physically adjacent
or electrically connected cells. As a result, a single particle strike can cause a large amount of bit-flips. This can
be exploited because, nowadays, commercial SRAMs, based on deep sub-micron technologies, are dominated by
MCUs when exposed to ion beams [22]. The mechanisms behind MCUs have been studied in previous publications
[23–27].

MCUs are the reason why manufacturers employ address scrambling in their memory. This way, if an MCU occurs,
the errors are not happening within the same logical word, but are scattered among many. Single errors are also
easier to identify and correct by error correction codes (ECC). This paper will present which resources MCUs bring
to determination of flux in a facility even when the LET is not known a priori. As a main result, the paper will also
present how the MCUs can be used to provide a rather accurate estimation of the LET of an ion beam.

II. DATA COLLECTION AND CALIBRATION

The target SRAM in this work is the CY62167GE30- 45ZXI, a 65 nm, 16 Mbit SRAM commercially available from
Infineon. In this version, the SRAM has an embedded ECC, which was disabled for the purpose of this work. For
all the experimental measurements reported hereafter the SRAM has always been biased at 3.3 V I/O and written
with a checkerboard pattern. During the irradiations, the SRAM was read continuously at intervals of 2.5 s and,
when errors were found, the flipped bits were rewritten to the correct pattern. All ion irradiations were performed on
delidded samples and at normal incidence.

Data on the SRAMs were collected in some European heavy ion facilities, including RADEF [28], UMCG-PARTREC
[29], GANIL [30], GSI [31] and HEARTS@CERN [32]. The SEU data for all experiments have been published before
[31–33], expect those from RADEF and HEARTS@CERN. Only the RADEF measurements were performed in
vacuum. For all other facilities the measurements were performed in air and sometimes by making use of degraders,
when primary energies exceeded 30 MeV/n.

The list of ions used at RADEF is presented in Table I. As it is shown, the data collected at RADEF provide the
broadest possible LET range that can be exploited for the purpose of this work. Concerning the data collected at
CERN, this is a high-energy ion facility that currently operates on a single lead ion mode. Nevertheless, the ion
parameters can be varied easily by either energy tuning in the accelerator or by degrading the high-energy beam
with PMMA slabs of different thickness placed in front of the device under test (DUT). Due to the physics of charge
deposition of lead in silicon at GeV/n energy, the minimum LET is never lower than 10 MeV/(mg/cm2 ), whereas the
maximum LET can be tuned to reach Bragg peak values. Table II reports a list of the Pb ion parameters employed
during the test campaign. The LET of the beam at the DUT were calculated through Monte- Carlo simulations with
FLUKA [34–36] that take into account the material budget in the beamline as well as the degrader. For the calculation
of the SEU cross section in this facility, the flux and fluence are obtained through a secondary emission chamber
which is calibrated with a silicon diode [37].

The SEU cross sections measured at the five facilities are shown in Fig. 1 as a function of the LET of the beam.
These data have been collected over the course of five years. The device tested in the different facilities was not
always the same physical chip, but different chips from the same lot. While introducing an uncertainty related to
the device-to-device variability, this makes it easier for others to reproduce and reuse the findings and data here
presented. The variability among facilities for same or similar LET is typically within ±30to device variability, but to
the variegated facility dosime- try uncertainties. The Weibull curve used to fit the data has the following parameters:
LET0 = 0.15MeV/(mg/cm2), σsat = 2.6 · 10−7cm2/bit,W = 70MeV/(mg/cm2), s = 1.2. Note that in this figure the
SEUs are cumulated as if they were all single-bit upsets (SBUs), which is certainly not true. If this was the case,



TABLE I
LIST OF IONS USED AT RADEF.

Ion Energy [MeV/n] LET [MeV/(mg/cm2)]
O 22 1.17
Ar 10 9.7
Fe 9.3 18.6
Kr 10 31.3
Xe 9.3 60
Au 10 85.6

TABLE II
LIST OF PB ION PARAMETERS USED AT HEARTS@CERN. THE LET AT THE DUT IS CALCULATED WITH FLUKA.

Extracted energy [MeV/n] PMMA thickness [mm] LET [MeV/(mg/cm2 )]
1000 0 13.57
1000 10 14.32
1000 20 15.61
1000 30 18.04
1000 34 19.78
1000 38 22.65
1000 40 24.98
1000 40.5 25.73
1000 41 26.59
1000 41.5 27.57
1000 42 28.70
1000 42.5 30.05
1000 43 31.68
1000 43.5 33.73
1000 44 36.42
1000 44.5 40.23
750 0 17.57
750 10 22.27
750 12 24.43
750 14 27.78
750 16 34.20
750 18 59.74
650 0 21.75
800 0 16.25
950 0 13.64

1100 0 12.20
1250 0 11.41
1400 0 10.97
1550 0 10.73

the SEU cross section would be saturating to the dimension of the single cell when the LET is high enough. On
the other hand, it can be seen that between 10 and 90 MeV/(mg/cm2 ) the SEU cross section increases of about a
factor of 5. This effect is primarily due to the increase in multiplicity of the MCUs as the LET increases.

MCU data for this memory were sometimes published before [31, 32]. Other than the physical-to-logical mapping
algorithm, the MCU clustering follows the criteria defined in [38, 39]. Therefore, the maximum Manhattan distance
is taken to be 3 in both positive and negative, vertical and horizontal directions. Time-wise, and in particular when
the beam is continuous, clustering must also be done checking through consecutive readouts.

III. FLUX MEASUREMENTS FROM MCU S WHEN THE LET IS NOT KNOWN

The standard way to determine the flux of a beam from an SRAM is to make use of eq. 1 while having a prior
knowledge of the LET. This is because the SEU cross section can strongly vary with the LET of the beam and may
never saturate if no information on MCUs is available, as seen in Fig. 1. So, good accuracy from this equation can
be obtained only if the LET is known from another detector, or from theory or simulation, because the SEU cross
section above 10 MeV/(mg/cm2 ) can even vary of up to a factor of 5.

MCUs allow determining the flux for the LET interval above 10 MeV/(mg/cm2 ) even if an independent LET
measurement is not available. This is because, differently from the SEU cross section, the ratio between the amount
of SBUs+MCUs [from hereon called NM CU , mainly because the MCUs are 99.9negligible error in neglecting the
SBUs] and the beam fluence saturates above 10 MeV/(mg/cm2 ). This can be exploited to achieve a flux measurement
that is independent on the LET for a very wide LET range. A first independent calibration must be done to assess
the coverage, i.e., the ratio between the total number of MCUs and the beam fluence delivered as independently



Fig. 1. SEU cross section as a function of LET for this memory measured at the five facilities.

Fig. 2. Coverage or ratio between the MCUs and the fluence measurement provided by the facilities for data collected at various LETs.

measured by the facility. At the limit, this ratio can never be higher than 1. This is because a single ion strike cannot
cause more than a cluster of bit flips. In order to calculate this ratio, one also needs to correct the fluence that is
given by the facility in ions/cm2 in units of ions/die. This is obtained by multiplying the former by the sensitive area of
the die. For this memory the active area of the die is estimated to be Adie = 13.16 mm2 from construction analysis.

The ratio between the MCUs and the fluence per die is depicted in Fig. 2 for the measurements at the various
facilities and it is plotted as a function of LET. It is noted that for all the points the ratio is indeed not above the
asymptotic limit of 1. However, the saturation occurs at a value of 0.86. This may be due to the fact that not the
whole die contain sensitive cells.

What the figure shows is that, independently of the im- precision on the die surface, the coverage slightly varies
around 0.86, but that this can be considered a satura- tion value occurring just above 10 MeV/(mg/cm2 ). The Weibull
curve used to fit the data has the following pa- rameters: LET0 = 0.15 MeV/(mg/cm2 ), Coveragesat = 0.86, W = 5
MeV/(mg/cm2 ), s = 1.1.

Thanks to this property, the SRAM becomes equivalent to an ion counter. As shown, since the coverage becomes
independent on the LET above 10 MeV/(mg/cm2 ), there is no further need to independently know the LET of a
beam to be able to calculate the flux. In fact, for this memory, the ion flux or fluence will be simply determined as
follows:

Φ̇ =
NMCU · Coveragesat

Adie
= 6.53 ·NMCU [cm

−2] (2)

Thanks to the capability introduced by the coverage, one can also assess whether the data provided by the facility
in terms of fluence are consistent. Through the equation above, one can calculate the fluence as seen by the SRAM
in units of ions/cm2 and compare it with that provided by the facility. One such comparison is provided through Fig. 3.
The figure depicts a number of measurements collected in different facilities. The data have been made anonymous.



Fig. 3. Coverage resulting from the information provided by the facility about the fluence.

As one can see from the very high LETs, they also include some data collected with a tilt or roll angle (α). For these
data, the points have been placed at the expected effective LET [LETeff = LET/cos(α)]. The fluence provided by
the facility was already corrected for the smaller aspect ratio.

As the figure shows, this technique can point out some discrepancies with respect to the fluence data provided by
the facility, which can either be over- or underestimated. In some cases, the resulting coverage was higher than the
maximum physical limit of 1. This pointed out that the way the fluence was calculated by the facility was providing
an underestimation of the actual fluence received by the device. On the opposite, when the coverage is lower than
expected, this is an indication of an overestimation of the fluence. This can be the case when degradation of the
beam is introduced, resulting not only in a loss of energy of the ions, but also in a loss of flux. Another case is
related to the calibration of instruments. Due to the degradation there is a spread in the energy that can result in a
wider spectrum in terms of energy deposition in, for instance, a silicon diode. Determining where to cut this wider
spectrum to provide the ion counting can provide better or worse estimations of the actual amount of ions seen by
the DUT. In this case, better consistency was found when considering a narrower portion of the spectrum around
the energy deposition peak. The reliance on this verification tool was very instrumental for the final calibration of the
diode at HEARTS@CERN.

IV. LET DETERMINATION FROM MCUS

MCUs can be primarily classified through their multiplicity, i.e., how many bits in a cluster are in upset. The
tight packing of cells within this SRAM allows reaching multiplicities as high as 50 when the LET of the ion is
higher than 60MeV/(mg/cm2). One way to represent these data is through histograms of probability that an MCU
for that ion beam will have a certain multiplicity. This is shown in Fig. 4 for the data collected at RADEF, which
span the largest LET range among the facilities in which data were collected. This same plot for the data collected
at UMCG-PARTREC, GANIL and GSI was already published [31]. Here only RADEF data are proposed because
they make the figure more readable and, as said, they provide a full picture for an LET range going from 1 to
90MeV/(mg/cm2). Note that the plot only shows MCUs, so no data for single-bit upsets are reported, although
included in the normalization.

Concerning the data in the figure one can notice that the maximum possible multiplicity of the MCUs becomes
increasingly larger with increasing LET. For ions with LETs as low as 1 MeV/(mg/cm2 ) MCUs with multiplicity of 2
occur less than once every ten ion strikes. From all the histograms, one can see that the probability of an ion causing
an MCU with multiplicity of 2 or maximum multiplicity is more or less identical. Rather than in a peak, the data seem
to distribute around a flat-top of equal likelihood that is followed by a fall-off at high LET. This result is different
from what was observed before [40, 41] where the MCU distribution had a clear Gaussian-like peak distribution with
increasing LET.

The absence of a net peak for a certain LET complicates the task of devising the LET of the beam from
these distributions. In fact, MCUs with multiplicity of, e.g., 20, are possible with any ion having LET from 18 to
86 MeV/(mg/cm2 ). Therefore, one can use information related to the whole distribution to estimate the beam LET.

It stands out that the maximum possible multiplicity in- creases with the LET in a rather regular fashion. An infor-
mation like the percentile can carry the information related to the maximum possible multiplicity for a certain LET.
For instance, the multiplicity at which the histogram for each LET becomes lower than 1 or 2as a function of the
LET. This gives the data-points in Fig. 5 where the data for all the facilities are shown.



Fig. 4. Histogram of ion multiplicity for the MCUs collected with the beams at RADEF.

Fig. 5. Histogram of ion multiplicity for the MCUs collected with the beams at RADEF.

It must be noted that this parameter may be affected by strong uncertainty because it requires collecting a
considerable amount of statistics in terms of MCUs for those multiplicities for which the occurrence probability starts
being extremely low. As a result and considering that for the oldest measurements collecting MCUs was not within
the purpose of the measurements, some data-points in the histograms may not be well behaved or fully monotonic.
The RADEF data at all LET up to 60 MeV/(mg/cm2 ) have the highest statistics and, and as such, can be considered
the most reliable and the most well-behaved. On the other hand, the histogram for 85.6 MeV/(mg/cm2 ) has some
shaky shape and can have small relative peaks within the fall-off at high multiplicity. The 98more robust information
over these uncertainties. This value is hereafter called M98 .

When all the data are put together, and in particular when RADEF data are considered, i.e., single facility with
the same device for the broadest LET range, it is clear that these points are sub-linearly correlated with the LET. A
cubic fit provides a better approximation than a linear fit for all the points and seems to follow very well the RADEF
points at any LET from 1 to 90 MeV/(mg/cm2 ). The cubic fit here proposed follows the law below and will be solved
for LET:

M98 = 2.32 · 10−5 · LET 3 − 6.54 · 10−3 · LET 2 + 0.81 · LET + 0.98 (3)

To test this method, the data collected from the high-energy heavy ion facility HEARTS@CERN with primary
and degraded beams are used. Currently, in this facility the beam LET is determined through FLUKA Monte-Carlo
simulations incorporating all the material budget in the beamline, which include tens of meters of air as well as
PMMA degrader slabs of several tens of mm.

Fig. 6 displays this comparison for several data-points collected from two primary Pb ion energies of 750 and 1000
MeV/n and with varying PMMA thickness. The more PMMA is inserted in the beam the closer the ion get to the
Bragg peak. Overall, the plot shows a good qualitative agreement at both low and high LET, however, the method
tends not to capture too well slight variations in the LET, returning for several points the same exact LET in spite of



Fig. 6. Comparison between LETs estimated with FLUKA MC and those determined from the SRAM MCUs with the M98 parameter for different
ion beam primary energies and at varying thickness of PMMA degrader.

Fig. 7. Example of a cluster with multiplicity of 24 with indication of the δx and δy dimensions.

variations of 5MeV/(mg/cm2). Also due to the uncertainties in determining M98 , slight non-monotonic predictions
may occur.

A second method is proposed that starts from the analysis of different parameters characterizing the MCUs. Other
than the multiplicity, i.e., the number of bit flips, the MCUs can also be classified by their extension in horizontal and
vertical direction. As can be seen in Fig. 7, the large MCUs in this SRAM are not often condensed around the ion
strike, but the bit-flips can have a rather random arrangement. One can define the size of the MCU in horizontal
(bit-line) and vertical (word-line) direction through the δx and δy parameters.

This provides the chance to analyse the MCU in a 2-dimensional space that considers these two parameters.
One can then plot normalized histograms of probability of occurrence of MCUs based on the combinations of δx-δy
pairs. Such a 2D histogram can be better represented with heatmaps such as those in Fig. 8. These heatmaps
are those generated from the MCU data available from the six reference RADEF ions. These heatmaps provide
histogram distributions that have more marked characteristics than the histogram for the multiplicity alone. In fact, a
clear hotspot is visible in all the figures showing that ions of a certain LET are more likely to induce MCUs having a
restricted number of combinations of δx and δy. This hotspot also move to higher and higher δx and δy as the LET
of the beam is increased.

Nevertheless, the hotspot alone does not vary so much as to provide a very precise discrimination for the LET
of the beam. Therefore, methods that better exploit all the information contained in the heatmap can be devised.
Heatmaps similar to these will be produced by beams of which the LET is not known. A similarity algorithm among
heatmaps can be constructed that can provide an estimation of the LET based on a difference minimization technique
among the known calibration heatmaps. For this method, the principle is based on calculating the Root Mean Square
(RMS) between the new heatmap for which one wants to determine the LET of the beam and all the calibration
heatmaps. The RMSi with respect to each ith calibration heatmap is calculated taking into account all points in the
heatmaps:

RMSi =

√∑
i

(Pxy,calibi − Pxy,LET?)2 (4)

Once these values are calculated, to determine the LET, the proposed method consists in collecting the five points



Fig. 8. Heatmaps of MCU clusters based on the combinations of ∆x−∆y for the data collected at RADEF.

Fig. 9. Comparison between LETs estimated with FLUKA MC and those determined from the SRAM MCUs with the RMS-based method for
different ion beam primary energies and at varying thickness of PMMA degrader.

that have the minimum RMSi and then apply a weighted sum of the LET of these calibration point. These weights
are nothing but the reciprocal of the RMSi , so that more importance is given to the LETs that are expected to be
the closest to the correct value and normalizing the result with respect to the sum of these weights.

LET =

∑
i RMS−1

i · LETi∑
i RMS−1

i

(5)

This method is also tested in the same fashion as the previous one and the comparison between these estimations
and those from FLUKA are reported in Fig. 9. Also in this case the agreement is qualitatively good. In addition, this
method better capture slight increases of LET and it provides fully monotonic data with increasing PMMA thickness.

Overall the two methods achieve very similar accuracy. Considering all the points in the figures, the first method has
an average discrepancy with respect to the points calculated with the Monte-Carlo simulation of 3.01MeV/(mg/cm2),
whereas the second has an average discrepancy of 3.66MeV/(mg/cm2). Note that these accuracies are calculated



with respect to a FLUKA simulation, so this may as well be affected by uncertainty. Both methods seem to provide
better estimations for the cases in which the beam is degraded from 750 MeV/n than when it is degraded from 1000
MeV/n.

The paper presents MCU data on an SRAM collected in various European heavy ion facilities. The MCU data are
used to enhance the capability of SRAMs as heavy ion beam detectors. The main two enablers provided by MCUs
are:

• The possibility to have a flux measurement that is independent with respect to the knowledge of the LET of the
beam, limited to LET > 10MeV/(mg/cm2).

• The determination of the LET of the heavy ion beam with rather small uncertainty and without having any other
knowledge arising from other instruments.

Concerning the first point, the concept of coverage to compare the number of MCUs and the ion fluence is
introduced. It is shown that, differently from the SEU cross section, this paramater fully saturates at LET ¿ 10
MeV/(mg/cm2 ). Therefore, a simple formula that takes into account the geometrical characteristics of the sensitive
surface can be used to devise the flux even when the LET of the beam is not known with precision. This method was
tested against some measurements performed at facilities, which pointed out potential errors in the determination of
the fluence of the facility. In some cases, re-calibrations of the ion counts were performed by the facility that returned
the correct saturation value.

Concerning the second point, statistics about the multiplicities or the shapes of the MCUs as a function of the LET
can be used to obtain an estimation of the LET of the beam. A first method that relies solely on the multiplicity is
proposed. This is based on determining the 98distributions of each ion and by performing a cubic fit with the LET.
Solving the equation for LET from the 98of a beam of unknown LET returns the estimated LET of this beam with
an accuracy of about 3 MeV/(mg/cm2 ). A similar accuracy is obtained when using a method that makes use of 2D
distributions of the sizes of the MCUs and by RMS of the various distributions with one another.

The work here reported was paramount in having an estimation of the accuracy of the dosimetry at HEARTS@CERN
during the pilot run in 2023. In fact, the SRAM allowed determining the LET and flux of the beam during the run
itself, when most of these parameters were not yet calibrated with instruments at the facility or the LET had not been
obtained by MC simulations.
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[7] F. Bezerra, R. Ecoffet, E. Lorfèvre, A. Samaras, and C. Deneau, “CARMEN2/MEX: an in-flight laboratory for
the observation of radiation effects on electronic devices,” in Proc. 2011 RADECS Conf., Seville, Spain, Sept. 2011,
pp. 607-614.
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