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Abstract—Specifications for Network Digital Twin (NDT) from
Standardization Development Organizations (SDOs), such as
the Internet Engineering Task Force (IETF), and academic
contributions focus primarily on benefiting network operators.
However, they often overlook the needs of stakeholders in
the Edge-Cloud Continuum (ECC), such as Service Providers,
customers, and Platform or Infrastructure Providers. In ECC,
resource heterogeneity, agile software component integration, and
quality of service requirements are challenges. To address these
challenges, continuous and granular monitoring of software and
physical resources is required. In this paper, we present the
design and ongoing implementation of a data model. It captures
and characterizes the physical and software properties, i.e., Key
Performance Indicators (KPIs), of Kubernetes-managed compo-
nents in the ECC. Collected data is structured in NGSI-LD-
compliant format and managed through interoperable context
brokers for authenticating the requests of various stakeholder
applications. We also demonstrate sample data curation from a
lab-configured platform, its integration into the context broker,
and how it responds to the queries concerning a particular
component information, thereby representing a partial implemen-
tation of proposed data model to render the views for particular
stakeholders.

Index Terms—Network Digital Twin, Edge-Cloud Continuum,
Data Model, Kubernetes, Microservices

I. INTRODUCTION

The Network Digital Twin (NDT) represents network com-
ponents and resources, both physical and virtual, along with
their interactions. It serves as a logical counterpart to the
physical network, providing a holistic view of the entire
communication system and its subsystems. NDT models the
infrastructure by characterizing network components, called
basic or descriptive models. It replicates the communication
events, resource distribution, and the complexities of modern
communication systems. This representation allows the gain
of more functionally separated models that benefit various
stakeholders. In definitions and specifications from Network
Management Research Group (NMRG) in Internet Research
Task Force (IRTF) [1] and International Telecommunication
Union (ITU) [2], these functional models are particularly
useful for Network Operators (NOs). According to these
specifications, NDT enhances the efficiency of traditional
network processes such as troubleshooting, fault management,
configuration, and simulation.

NDT extensively collects data from network components
such as their states, resource usage and configurations that
help to simulate and identify near-optimal configurations for

specific Quality of Service (QoS) demands. This supports eval-
uating function placement strategies at both global and local
levels, allowing NOs to observe, assess, and adjust potential
service allocations. As a result, NDT is a valuable tool and a
safe sandbox for planning solutions to support both current
and future service offerings without resource jeopardizing.
Due to these primary benefits from the NOs perspective,
several telecommunication companies such as Nokia, Huawei,
Ericsson, and Orange are investing to empower the NDT with
a cost-effective platform that is also highly available for fast
prototyping [3].

A. Motivation

Here are a few motivations driving our efforts to contex-
tualize the ECC using enhanced capabilities through relevant
and efficient data modeling in NDT.

ECC is a complex continuum integrating Edge, Core, and
Cloud segments, where computational capacity increases from
Edge to Cloud. Micro data centers at the Edges have limited
computation compared to macro data centers in the Core and
the Cloud. Collaboration between these segments involves
heterogeneous resources, orchestration challenges, and appli-
cation placement, requiring advanced data modeling like NDT
to characterize these components fully.

Besides the benefits of NDT for Network Operators (NOs),
other ECC stakeholders—Service Providers (SPs), Service
Customers (SCs), and Infrastructure Providers (IPs)—are not
clearly addressed in current NDT specifications, limiting their
ability to leverage NDT within ECC segments.

As ECC segments adopt softwarization, openness, and com-
ponents with dynamic behavior. Stakeholders require granular
resource monitoring down to application functions, driven by
Microservices-Based Architectures (MBA). MBAs enable fast,
independent development, and container-based virtualization
accelerates microservice deployment, improving time to mar-
ket.

Ontology-based knowledge representation provides reusable
vocabularies for system interactions. Existing ontologies cover
network components and applications, however, limited in
representing ECC segments, microservices, and containeriza-
tion in NDT, as they do not meet evolving ECC stakeholder
demands.

Lastly, the ITU [2] and NMRG [1] specifications regarding
the NDT concept recommend leveraging the new functional



data model by utilizing the data/attribute dimensions of ex-
isting models, in case the required functional models are not
available.

B. Contributions

Considering the above motivation and research gaps of
NDT capabilities to represent the ECC, we have the following
contributions.

• A literature review is briefly conducted to validate the
aforementioned gaps.

• A data model to contextualize the ECC using both high-
level (abstract) and detailed ontological representations is
described.

• Extending our previous work [4], which involved the
early design of the data model by investigating the various
layers in ECC with separate concerns and functions, we
present a succeeding detailed ontology and implementa-
tion phase of the proposed model.

• A set of used tools for data collection are briefly ex-
plained.

• A data sample collected using the proposed data model
from a real Kubernetes-managed cluster is presented.
Moreover, the presented data’s NGSI-LD conversion ad-
heres to FIWARE platform guidelines.

II. RELATED WORK

To enhance network management, several research propos-
als from academia and Telcos present NDT as a promising
model for approaches like Intent-based networking and Zero-
touch network management [5]. These efforts, categorized
under prescriptive modeling, leverage NDT for the business
benefits of network operators (NOs). To achieve optimal task
offloading, efficient resource utilization from Edge to Cloud,
user mobility management, and application function place-
ment, researchers have proposed the integration of various
Machine Learning (ML) models in NDT [6]. For instance,
Federated Learning for data collection from Edge nodes in
Cloud NDT and handling network dynamics using agent-based
approaches. However, the success of these ML/AI models
depends on the data model. If the data model is coarse-grained
and limited in capturing data dimensions and necessary at-
tributes, the precision of the ML/AI model will deviate from
expectations.

In ECC segments, Service Providers (SPs) deploy mi-
croservices, each serving different functions. Microservice-
based Architecture (MBA) benefits users, Cloud, and network
applications equally in the context of maintainability, easy
interfacing, and functional traceability. While developers do
not manage resource deployment during development, SPs
must chain microservices to ensure optimal application re-
sponse times [7]. To deploy and orchestrate microservices,
Kubernetes is the widely adopted solution. However, fast
integration through containerization introduces challenges like
placement, scheduling, and autoscaling. NDT can improve
orchestration decisions by collecting and processing data from
Kubernetes-managed clusters [8].

Ontology-based domain or ECC segment knowledge repre-
sentation is marginally exploited [9]. The collaborative work
between the Ontology Engineering Group and Huawei Re-
search Ireland offers a close match to our interests, i.e., the
DevOps Infrastructure Ontology Catalogue 1. Their generated
ontologies are complete in terms of the objective and coarsely
linking the entities; however, the catalogue does not present
a readily available ontology to integrate into NDT. For in-
stance, the relationship of mapping application components or
microservices to a segment element, and the attributes that
measure the impact of this mapping, are out of scope in
these ontologies, while this is important for ECC stakeholders.
Research from the Ontology Engineering Group [10] is closer
to our interest, as it details ontology down to the microservices
level. However, it still needs to be enhanced to characterize
the impact of each microservice, such that different views
on consumption data (computing, memory, energy) can be
rendered for stakeholders.

III. DATA MODEL

A. High Level Ontology

The proposed data model is primarily represented using a
high-level ontology, developed in Protege 2, as shown in Figure
1. This ontology organizes the key entities/classes of a segment
in the ECC in a structured manner and plans a reusable
vocabulary of interrelating classes. NDT class in this ontology
serves as the central entity, representing the entire Edge-Cloud
infrastructure and allowing stakeholders to monitor network
states and input specific parameters/concerns. The ontology
includes both physical and software infrastructure classes.
The physical infrastructure class captures components like
CPU and storage, helping service providers manage resource
availability and scalability. The software infrastructure class
characterizes virtual resources, such as virtual machines and
containers, and also includes the orchestration layer, which
curates data from orchestration solutions like the Kubernetes
control plane. Additionally, the software infrastructure class
acts as an abstraction for service providers, enabling the
deployment of componentized applications and supporting
Service Function Chaining. This includes user applications
linked with specific system microservices, such as a packet
parser virtual network function (VNF), which can be a key
component in the chain of control of any application.

B. Detail Ontology

The detailed ontology is specifically structured to character-
ize the components of the segments in terms of their consump-
tion, depicted in Figure 2. This is essential for capturing the
impact of the placement of various functions in any segment
involved in the ECC. It includes classes that represent the
hierarchical structure of data center management, such as site,
room, rack, pods, clusters, and their specific attributes. The
detailed ontology focuses on capturing the identification and

1https://oeg-upm.github.io/devops-infra/index.html
2https://protege.stanford.edu/



Fig. 1. High-level abstract representation of NDT

Fig. 2. Detailed Ontology representation

consumption (e.g., CPU, memory, power, carbon emissions) of
microservices deployed in containers on computational nodes.
It also considers the geo-location attributes of these nodes,
allowing stakeholders to assess the proximity of individual
functions or entire services (comprising various microservices
and standalone applications). For example, it includes geomet-
ric attributes of the computational nodes.

C. Ontology Transformation into Smart Data Model

The transformation of the above ontology into a smart
data model, following FIWARE’s data development guidelines,

is ongoing3. This transformation extends the EGM-provided
vocabulary [11] for contextualizing segment resources in the
ECC. Stellio Broker, a Context-Broker that operates on the
publish-subscribe model, is utilized to control the data flow
and perform create, read, update, and delete (CRUD) opera-
tions over HTTP in compliance with NGSI-LD standards [12].

3https://github.com/easy-global-market/c2jn-data-models/tree/main/ngsild-
payloads



D. Data Collection and Characterising it using Proposed
Data Model

To collect the real-time data from the Kubernetes deployed
cluster according to specific ontology, we have developed
an Edge topology of six computational nodes, consisting
of two servers and four Raspberry Pi. Note that, due to
space limitations, the used topology and configurations are
not illustrated here. K3s 4 Kubernetes is installed along with
Prometheus distributed tracing solutions 5. Various exporters
such as Kube State metric 6, node exporters, and benchmark
applications i.e., Sock-Shop [4] are deployed for testing and
validating the approach.

Fig. 3. Sample data collection of Pod consumption using software agent that
fetches data from Prometheus endpoints

Fig. 4. Stellio Broker response over HTTP for a specific application pod
(Cart microservice of Sock-Shop Application)

A sample data collection from a specific time instance is
shown in Figure 3. The data is collected by scraping the
endpoint of microservices in the Sock-Shop application using a
Prometheus exporter. After transforming this data and posting
it to the broker according to integrity and linking information
rules in the proposed data model, a simple Python application
is developed. This application interacts with the data through
CRUD operations and fetches the Cart microservice consump-
tion (a component of the Sock-Shop application in underlying
computational nodes. A response from the context broker,
triggered by the developed Python application, is depicted in
Figure 4.

IV. CONCLUSION AND FUTURE WORK

This paper presents a data modeling approach for the effi-
cient management of the Edge-Cloud Continuum. It provides
granular contextualization of the entities and classes in a
segment involved in the Edge-Cloud Continuum. Additionally,

4https://github.com/k3s-io/k3s
5https://github.com/prometheus/prometheus
6https://github.com/kubernetes/kube-state-metrics

it demonstrates a use case involving the collection of sample
application resource consumption data, sending it to the broker
according to the proposed data model, and retrieving the
highly linked data by a third-party application. In this way,
the proposed data model will be capable of supporting a full
view of ECC components in a Network Digital Twin, once the
model is fully functional.

In the future, the topology will be expanded to three
clusters located in different locations in the Paris region to
validate the effectiveness of this data model. Various smart
city applications being developed for the C2JN project, as
well as benchmark applications will be tested for their resource
consumption, i.e., KPIs. The specific logic to render the views
concerning stakeholders will be implemented.
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