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Abstract

We give new formulas for reconstructions from band-limited Hankel transform

of integer or half-integer order. Our formulas rely on the PSWF-Radon approach

to super-resolution in multidimensional Fourier analysis. This approach consists of

combining the theory of classical one-dimensional prolate spheroidal wave functions

with the Radon transform theory. We also use the relation between Fourier and

Hankel transforms and Cormack-type inversion of the Radon transform. Finally,

we investigate numerically the capabilities of our approach to super-resolution for

band-limited Hankel inversion in relation to varying levels of noise.
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1 Introduction

The Hankel transform of order ν is formally defined by

Hν [f ](t) :=

∫ ∞

0

f(s)Jν(ts)
√
ts ds, t ∈ R+, (1.1)

where Jν is the Bessel function of the first kind and R+ := {ρ ∈ R : ρ ⩾ 0}. If ν ⩾ −1
2

then Hν is an invertable operator on L2(R+) and H−1
ν = Hν , that is, the operator defined

by (1.1) coincides with its own inverse.

We consider the following inverse problem.

Problem 1.1. Let σ, r > 0 and ν ⩾ −1
2
be given. Find f ∈ L2(R+) from h = Hν [f ]

given on [0, r] (possibly with some noise), under a priori assumption that supp f ⊆ [0, σ].

Problem 1.1 is uniquely solvable for the noiseless case in view of the analyticity of

Hν [f ] on (0,+∞) under our assumptions. On the other hand, this problem is severely ill-

posed in the sense of Hadamard in view of the super-exponential decay of the eigenvalues

of the band-limited Hankel transform; see [20, Lemma 1]. For introduction into the theory

of ill-posed problems; see, for example, [11,33].

In the present work, we consider Problem 1.1 with integer or half-integer order ν ⩾ 0

in connection with the problem of reconstructing unknown function supported in the

ball Bσ ⊂ Rd, d ⩾ 2, from its Fourier transform given on the ball Br under a priori

assumptions of the cylindrical or spherical symmetry, and also for more general cases of

variable separation in polar coordinates. Here, for ρ ∈ R+, we let

Bρ := {q ∈ Rd : |q| ⩽ ρ}.

Applications of Problem 1.1 include multidimensional monochromatic inverse scattering

in the Born approximation and inverse source problems; see [3,14,16,24,27] and references

therein. See also [20,21] for other important applications. For information on the problem

of band-limited Fourier inversion without a priori assumptions of spherical-type symmetry,

including various results and approaches; see, for example, [2–4,7, 9, 13–17,22,24,28].

A possible approach for solving Problem 1.1 is based on the following approximation

f ≈ fnaive := H−1
ν

[
hext

]
on [0, σ], (1.2)

where

hext(t) :=

h(t), for t ∈ [0, r],

0, otherwise.
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Formula (1.2) leads to a stable and accurate reconstruction for sufficiently large r. How-

ever, similarly to the reconstruction from the Fourier transform given on the ball Br,

this naive approach has the diffraction limit : small details (especially less than π/r) are

blurred. The term super-resolution refers to the techniques that allow reconstruction

beyond this diffraction limit.

In the present work we give new theoretical and numerical results for Problem 1.1 with

integer or half-integer ν ⩾ 0 following the PSWF-Radon approach of [15–17] to Fourier

analysis in dimension d = 2, 3. In connection with the PSWF theory, we consider the

integral operator Fc on L2([−1, 1]), defined by

Fc[f ](x) :=

∫ 1

−1

eicxyf(y)dy, (1.3)

where c > 0 is the bandwidth parameter. The eigenfunctions (ψj,c)j∈N of Fc are prolate

spheroidal wave functions (PSWFs), where N := {0, 1 . . .}. Recall that the operator Fc

and its inverse admit the singular value decompositions:

Fc[f ](x) =
∑
j∈N

µj,cψj,c(x)

∫ 1

−1

ψj,c(y)f(y)dy, (1.4)

F−1
c [g](y) =

∑
j∈N

1
µj,c

ψj,c(y)

∫ 1

−1

ψj,c(x)g(x)dx. (1.5)

In addition, we can assume that 0 < |µj+1,c| < |µj,c| for all j ∈ N. For more details on

the PSWF theory, see [1, 5, 6, 15, 18,31,34,35].

First, we consider the case of integer ν.

Theorem 1.1. Let ν ∈ N, r, σ > 0, and c := rσ. Let f ∈ L2(R+) be supported in [0, σ].

Then, transform h := Hν [f ] on [0, r] uniquely determines f by the formula

f(s) = −2iν

σ

√
s
d

ds

∫ σ

s

s Tν (t/s)

t(t2 − s2)
1
2

F−1
c [hr,ν ](t/σ)dt, s ∈ (0, σ], (1.6)

where Tν is the Chebyshev polynomial of the first kind of order ν and

hr,ν(x) :=

 1√
rx
h(rx), if x ∈ [0, 1],

(−1)ν 1√
−rxh(−rx), if x ∈ [−1, 0).

(1.7)

Second, we consider the case of half-integer ν.
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Theorem 1.2. Let n := ν − 1
2
∈ N, r, σ > 0, and c := rσ. Let f ∈ L2(R+) be supported

in [0, σ]. Then, h := Hν [f ] on [0, r] uniquely determines f by the formula

f(s) =

√
2π in

σ
s
d2

ds2

∫ σ

s

sPn (t/s)

t2
F−1
c [hr,ν ](t/σ)dt, s ∈ (0, σ], (1.8)

where Pn is the Legendre polynomial of order n and

hr,ν(x) :=

 1
rx
h(rx), if x ∈ [0, 1],

(−1)n 1
rx
h(−rx), if x ∈ [−1, 0).

(1.9)

Note that the function hr,ν considered in (1.7) and (1.9) has no singularity at 0 under

our assumptions, in view of the definition of the Hankel transform in (1.1).

We prove Theorem 1.1 and Theorem 1.2 in Section 2 using the PSWF-Radon approach

for reconstruction from the band-limited Fourier transform developed in [15–17], classical

formulas relating the Fourier and Hankel transforms, and Cormack-type formulas for in-

version of the Radon transform. It is known that Cormack’s formulas have good numerical

properties for small ν but instability increases exponentially as ν grows; see, for example,

[25, Section II.2]. A more stable approach relies on the filtered back projection (FBP)

algorithm which can be derived from the classical Radon inversion formula; see [25,29] for

more details in the case of d = 2 (and the same ideas would work for d = 3). Therefore, we

employ FBP-based algorithms for our numerical implementation of band-limited Hankel

transform inversion; see Section 3 for detailed presentation.

Figure 1.1 and Figure 1.2 illustrate our numerical reconstruction for Problem 1.1,

where ν = 0 and ν = 0.5, respectively, and σ = 1, r = 10. Here, we use two-dimensional

visialisation of our results in the form v(x) = f(|x|), where x ∈ Rd for d = 2 and for

d = 3 (displaying central cross section), for the preimage, its naive reconstruction based

on (1.2), and its PSWF-Radon reconstruction with an appropriate regularisation. In

particular, this also illustrates reconstruction of v from its band-limited Fourier transform

under additional a priori assumption of spherical symmetry (in view of classical relation

between the Fourier and Hankel transforms). The preimage considered in Figures 1.1

and 1.2 is the characteristic function of [0.15, 0.3] ∪ [0.5, 0.75]. Note that the gaps and

the internal ring width are essentially smaller that the diffraction limit π/10 ≈ 0.31;

therefore, the standard naive approach via (1.2) is incapable to distinguish these details.

In contrast, the PSWF-Radon approach succeeds to recover preimage for both ν = 0

and ν = 0.5. Furthermore, for this preimage, our super-resolution reconstruction remain

adequate even in the presence of moderate noise of 10% for ν = 0 and 5% for ν = 0.5; see
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Section 3 for more detailed investigation on the stability of the PSWF-Radon approach

to the band-limited Hankel transform inversion.

In Section 4, we provide additional discussion on the PSWF-Radon approach, com-

paring it with other possible approaches to Problem 1.1 and outlining future directions

for development.

(a) (b) (c)

Figure 1.1: An example of reconstruction for Problem 1.1 with ν = 0, σ = 1, r = 10:

(a) preimage, (b) PSWF-Radon reconstruction, (c) reconstructio via (1.2).

(a) (b) (c)

Figure 1.2: An example of reconstruction for Problem 1.1 with ν = 0.5, σ = 1,

r = 10: (a) preimage, (b) PSWF-Radon reconstruction, (c) reconstruction via (1.2).
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2 Proofs of the theorems

We consider the classical Fourier transform F defined by

F [v](p) :=
1

(2π)d

∫
Rd

eipqv(q)dq, p ∈ Rd. (2.1)

First, we recall the formulas from [15] for reconstruction v from F [v] limited to the ball

Br for a compactly supported v. Then, we prove Theorem 1.1 and Theorem 1.2.

Theorem 2.1 (Isaev, Novikov [15]). Let d ⩾ 1, r, σ > 0 and c = rσ. Let v ∈ L2(Rd)

and supp v ⊂ Bσ. Then, its Fourier transform F [v] restricted to Br determines v via the

following formulas:

v(q) = R−1[wr,σ](σ
−1q), q ∈ Rd,

wr,σ(y, θ) =

F−1
c [gr,θ](y), if y ∈ [−1, 1]

0, otherwise,

gr,θ(x) =
(
2π
σ

)d
F [v](rxθ), x ∈ [−1, 1], θ ∈ Sd−1,

where F−1
c is defined by (1.5) and R−1 is the inverse Radon transform.

In the above theorem, R is the classical Radon transform defined by

Rθ[v](y) = w(y, θ) :=

∫
q∈Rd : qθ=y

v(q)dq, y ∈ R, θ ∈ Sd−1.

There are multiple ways to compute R−1; see, for example, [25]. We use Cormack-type

formulas assuming that v is compactly supported. For d = 2 and q ̸= 0, we have

v(q) = R−1[w] =
+∞∑

n=−∞

vn(|q|)einϕ,
q

|q|
= (cosϕ, sinϕ)

vn(s) = − 1

π

d

ds

∫ +∞

s

sT|n|(t/s)wn(t)

t
√
t2 − s2

dt, s > 0,

(2.2)

where T|n| is the Chebyshev polynomial of the first kind and (wn)n∈Z are defined by

w(t, θ) =
+∞∑

n=−∞

wn(t)e
inψ, t > 0, θ = (cosψ, sinψ).

For d = 3 and q ̸= 0, we have

v(q) = R−1[w] =
+∞∑
n=0

n∑
k=−n

vn,k(|q|)Yn,k
(

q
|q|

)
,

vn,k(s) =
1

2π
· d

2

ds2

∫ +∞

s

sPn(t/s)

t2
wn,k(t)dt, s > 0,

(2.3)
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where Y k
n : S2 → R is the spherical harmonic for each n ∈ N and |k| ⩽ n, Pn is the

Legendre polynomial, and (wkn)n∈N,|k|⩽n are defined by

w(t, θ) =
+∞∑
n=0

n∑
k=−n

wn,k(t)Yn,k(θ), t > 0, θ ∈ S2.

Remark 2.2. Note that formula (2.3) is usually stated in an alternative form with

vn,k(s) =
1

2πs

∫ +∞

s

Pn(t/s)w
′′
n,k(t)dt, s > 0.

where w′′
n,k is the second derivative of wn,k; see, for example, [25, Theorem 2.3]. If v is

sufficiently smooth and compactly supported (implying that wn,k is such as well), one can

show the equivalence by using the following formula twice:∫ +∞

s

F (t/s)G′(t)dt = s
d

ds

(
1

s

∫ +∞

s

F̃ (t/s)G(t)dt

)
, F̃ (t/s) :=

t

s
F (t/s),

where F,G are smooth on (0,+∞) and G is compactly supported. This also extends

to non-smooth v, but we prefer the form of (2.3) as it does not require consideration of

generalised derivatives.

2.1 Proof of Theorem 1.1

For non-zero q ∈ R2, we introduce the notation φq ∈ [0, 2π) defined by

q

|q|
= (cosφq, sinφq).

Recall that if v ∈ L2(R2) is expanded in the series

v(q) =
+∞∑

n=−∞

vn(|q|)einφq ,

then its Fourier transform (2.1) satisfies

F [v](p) =
1

2π
√
|p|

+∞∑
n=−∞

inHn[fn](|p|)einφp , (2.4)

where p ∈ R2 is non-zero and

fn(s) := vn(s) ·
√
s, s ∈ R+.
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To prove Theorem 1.1, we apply Theorem 2.1 to the function v defined by

v(q) :=
f(|q|)√

|q|
eiνφq .

Since, by our assumptions, f ∈ L2(R+), we get that v ∈ L2(R2). Using (2.4), we get that

F [v](p) =
iν

2π
√

|p|
Hν [f ](|p|)eiνφp .

Taking p = rxθ and recalling hr,ν defined in (1.7), we find that

gr,θ(x) :=

(
2π

σ

)2

F [v](rxθ) =
2πiν

σ2
hr,ν(x)e

iνφ, x ∈ [−1, 1]. (2.5)

where θ = (cosφ, sinφ). Next, we observe that

wr,σ(y, θ) := F−1
c [gr,θ](y) =

2πiνeiνφ

σ2
F−1
c [hr,ν ](y), y ∈ [−1, 1].

Applying Theorem 2.1 and Cormack’s formula (2.2), we find that

v(σxθ) = R−1[wr,σ](x)

= −e
iνφ

π

d

dx

∫ +∞

x

xTν(y/x)wν(y)

y
√
y2 − x2

dy, x ∈ (0, 1],

where

wν(y) :=

2πiν

σ2 F−1
c [hr,ν ](y), if y ∈ (0, 1],

0, if y > 1.

Substituting s = σx, t = σy, and recalling the definition of v, we derive formula (1.6).

This completes the proof of Theorem 1.1.

2.2 Proof of Theorem 1.2

The proof follows the same steps as in the previous section. First, we recall that if

v ∈ L2(R3) is expanded in the series

v(q) =
+∞∑
n=0

n∑
k=−n

vn,k(|q|)Yn,k
(

q
|q|

)
,

then its Fourier transform (2.1) satisfies

F [v](p) =
1

(2π)3/2|p|

+∞∑
n=0

n∑
k=−n

inHn+ 1
2
[fn,k](|p|)Yn,k

(
p
|p|

)
, (2.6)
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where p ∈ R3 is non-zero and

fn,k(s) := vn,k(s) · s, s ∈ R+.

To prove Theorem 1.2, we apply Theorem 2.1 to the function v defined by

v(q) :=
f(|q|)
|q|

Yn,0

(
q
|q|

)
.

Since, by our assumptions, f ∈ L2(R+), we get that v ∈ L2(R3). Using (2.6), we get that

F [v](p) =
in

(2π)3/2|p|
Hν [f ](|p|)Yn,0

(
p
|p|

)
.

Taking p = rxθ and recalling hr,ν defined in (1.9), we find that

gr,θ(x) : =

(
2π

σ

)3

F [v](rxθ)

=
(2π)3/2in

σ3
hr,ν(|x|)Yn,0 (sgn(x)θ) , x ∈ [−1, 1], θ ∈ S2.

Recall that the spherical harmonic Yn,k with k = 0 can be expressed in terms of the

Legendre polynomial Pn and, in particular, Yn,0 (−θ) = (−1)nYn,0 (θ) . Therefore, we get

gr,θ(x) =
(2π)3/2in

σ3
hr,ν(x)Yn,0 (θ) (2.7)

for all non-zero x ∈ [−1, 1]. Next, we observe that

wr,σ(y, θ) := F−1
c [gr,θ](y) =

(2π)3/2in

σ3
F−1
c [hr,ν ](y)Yn,0 (θ) , y ∈ [−1, 1].

Applying Theorem 2.1 and the Cormack-type formula of (2.3), we find that

v(σxθ) = R−1[wr,σ](x)

=
Yn,0 (θ)

2π

d2

dx2

∫ +∞

x

xPn(y/x)wn(y)

y2
dy, x ∈ (0, 1],

where

wn(y) :=


(2π)3/2in

σ3 F−1
c [hr,ν ](y), if y ∈ (0, 1],

0, if y > 1.

Substituting s = σx, t = σy, and recalling the definition of v, we derive formula (1.8).

This completes the proof of Theorem 1.2.
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3 Reconstructions via the FBP algorithms

Numerical reconstruction for Problem 1.1 with integer or half-integer ν ⩾ 0 can be im-

plemented as follows. As discussed in Section 1, we rely on filtered back projection (FBP)

algorithms for inverting the Radon transform, unlike Theorem 1.1 and Theorem 1.2 which

rely on Cormack-type inversion.

Step 1. Given the Hankel data h on [0, r], set hr,ν according formulas (1.7) and (1.9) as in

Theorem 1.1 and Theorem 1.2. Define gr,θ according to formulas (2.5) and (2.7):

gr,θ(x) =

2πiν

σ2 hr,ν(x)e
iνφ, if ν is integer,

(2π)3/2in

σ3 hr,ν(x)Yn,0 (θ) , if ν is half-integer.

Recall that x ∈ [−1, 1] and n = ν − 1
2
for half-integer ν.

Step 2. Reconstruct v from gr,θ according to the formulas of Theorem 2.1. For inverting F−1
c ,

we use its regularised version F−1
m,c as in [15–17], which we recall below. For inverting

the Radon transform, we use the FBP algorithms; see, for example, [10,16,17].

Step 3. Compute the result f on [0, σ] as follows:

f(s) =


√
s

2π

∫ π

−π
v(s cosϕ, s sinϕ)e−iνϕdϕ, if ν is integer,

s

∫
S2
v(sθ)Yn,0(θ)dθ, if ν is half-integer.

At Step 2, we approximate the operator F−1
c in (1.5) by the finite rank operator F−1

m,c

defined by

F−1
m,c[g](y) :=

m∑
j=0

1
µj,c

ψj,c(y)

∫ 1

−1

ψj,c(x)g(x)dx. (3.1)

The parameter m in (3.1) is the regularisation parameter; see [16, Section 2] for a discus-

sion on its optimal choice.

Let H̃−1
m,ν [h] denote the result of our reconstruction described above from the Hankel

data h with regularisation parameter m. We use the following measure of the quality of

reconstruction frec of the preimage f :

E(frec, h) :=
∥Hν [frec]− h∥L2([0,r])

∥h∥L2([0,r])

. (3.2)

In the numerical examples of the present work the choice of m based on the residual

minimisation principle (that is, takingmminimising E(H̃−1
m,ν [h] , h)) is highly satisfactory:
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it gives a stable reconstruction even from noisy data (without blow-ups in the configuration

space) and leads to super-resolution for moderate levels of noise.

We present our examples in Section 3.1 and Section 3.2, where we always have σ = 1

and c = r = 10. Our numerical implementations rely on the values of the Hankel data h

on the standard uniform grid with N points, where we take N = 256. In the examples

with noise, the values of h at these points are altered by centered Gaussian white random

noise independently of each other. All figures use the same legend:

• dotted lines represent the preimage f and its Hankel data h (possibly with noise);

• bold lines represent the PSWF-Radon reconstruction f̃ = f̃m = H̃−1
m,ν [h] and its

Hankel transform with m chosen according to the residual minimisation principle

(unless specified otherwise);

• dashed lines represent fnaive defined in (1.2) and its Hankel transform Hν [fnaive].

We focus on the cases when ν = 0 and ν = 0.5 as our reconstruction behave similarly

for higher integer and half-integer orders. As mentioned in Section 1, this also illustrates

reconstructions from band-limited Fourier transform under additional a priori assumption

of spherical symmetry in dimensions d = 2 and d = 3; see Figure 1.1 and Figure 1.2.

3.1 Two step function

We start from a more detailed analysis of the example considered in Figure 1.1 and

Figure 1.2, where f is the characteristic function of [0.15, 0.3] ∪ [0.5, 0.75]. We study the

resilience of the super-resolution demonstrated in these examples with respect to various

levels of noise. In all our examples, one can see that selecting the regularisation parameter

m according to the residual minimisation principle is adequate. In particular, we observe

that the PSWF-Radon reconstruction f̃m with such m performs at least as well as fnaive,

even for high levels of noise, while f̃m significantly outperforms fnaive for low levels of

noise. In contrast to Figure 1.1 and Figure 1.2, we present our numerical results as 1D

plots instead of 2D images, as this format is easier for comparisons.

3.1.1 Order ν = 0

Here, we consider the PSWF-Radon reconstruction f̃ for ν = 0 from its Hankel data given

with three levels of white Gaussian noise: 0%, 20%, and 35%. Figure 3.3(a) is equivalent

to Figure 1.1 and illustrates the reconstruction f̃ from noiseless data. Figure 3.3(b,c)
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illustrate the reconstructions f̃ from noisy data: one can see that f̃ maintains super-

resolution even for 20% noise (even though the location of the first step starts to shift),

whilst f̃ resembles fnaive for 35% noise. The corresponding plots in the data space are

given in Figure 3.4. Figure 3.5 illustrates the evolution of the residual plots of E(f̃m, h)

defined in (3.2): as noise increases, the residual minimisation leads to smaller m and

eventually the PSWF-Radon reconstruction f̃ loses its capability to super-resolution and

becomes comparable to fnaive.

(a) (b) (c)

Figure 3.3: The PSWF-Radon reconstruction f̃ in comparison with fnaive and the

preimage f for the order ν = 0: (a) noiseless (b) 20% noise (c) 35% noise.

(a) (b) (c)

Figure 3.4: The Hankel transforms Hν [f̃ ] and Hν [fnaive] in comparison with the

Hankel data h for the order ν = 0: (a) noiseless, (b) 20% noise, (c) 35% noise.
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(a) (b) (c)

Figure 3.5: The dependence of the relative residual E(f̃m, h) on m in comparison

with E(fnaive, h) for the order ν = 0: (a) noiseless, (b) 20% noise, (c) 35% noise.

3.1.2 Order ν = 0.5

Here, we consider the PSWF-Radon reconstruction f̃ for ν = 0.5 from its Hankel data

given with three levels of white Gaussian noise: 0%, 5%, and 10%. Figure 3.6(a) is equiva-

lent to Figure 1.2 and illustrates the reconstruction f̃ from noiseless data. Figure 3.6(b,c)

illustrate the reconstructions f̃ from noisy data: one can see that f̃ maintains super-

resolution for 5% noise (which is lower than for the case of ν = 0), whilst f̃ resembles

fnaive already for 10% noise. The corresponding plots in the data space are given in Fig-

ure 3.7. Figure 3.6 illustrates the evolution of the residual plots of E(f̃m, h) similarly to

Figure 3.5.

(a) (b) (c)

Figure 3.6: The PSWF-Radon reconstruction f̃ in comparison with fnaive and the

preimage f for the order ν = 0.5: (a) noiseless, (b) 5% noise, (c) 10% noise.
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(a) (b) (c)

Figure 3.7: The Hankel transforms Hν [f̃ ] and Hν [fnaive] in comparison with the

Hankel data h for the order ν = 0.5: (a) noiseless, (b) 5% noise, (c) 10% noise.

(a) (b) (c)

Figure 3.8: The dependence of the relative residual E(f̃m, h) on m in comparison

with E(fnaive, h) for the order ν = 0.5: (a) noiseless, (b) 5% noise, (c) 10% noise.

3.2 Harmonics

Here, we consider f = sin(ωs) truncated to the interval s ∈ [0, σ], where σ = 1, from

its Hankel data limited to [0, r], where r = 10. This example is inherently difficult for

Problem 1.1 as the Hankel data on [0, r] rapidly decays shortly after ω exceeds r (that is,

it becomes an insignificant part of the full Hankel transform). In particular, fnaive fails to

reconstruct f adequately for such ω. We examine the extent to which the PSWF-Radon

reconstruction f̃ can overcome this limit for the orders ν = 0 and ν = 0.5 at various levels

of noise.

3.2.1 Order ν = 0

Figure 3.9 shows the evolution with respect to ω of the reconstructions f̃ and fnaive for

the case of 20% white Gaussian noise and ν = 0. Figure 3.9(a) illustrates that fnaive

has already deteriorated significantly from f at frequency ω = 11.32, whereas f̃ is fairly
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accurate. Figure 3.9(b) shows that f̃ starts to deteriorate from f around ω = 13.68,

whereas fnaive essentially reduces to 0. Figure 3.9(c) illustrates the behaviour of these

reconstructions at higher frequencies. Thus, for this level of noise, the PSWF-Radon

approach extends the range of frequencies by around 20% in comparison with fnaive.

(a) (b) (c)

Figure 3.9: The PSWF-Radon reconstruction f̃ in comparison with fnaive and the

preimage f = sin(ωx) for the order ν = 0 and the Hankel data with 20% noise:

(a) ω = 11.32, (b) ω = 13.68, (c) ω = 14.47.

In turn, for the noiseless case, we succeeded to extend the range of frequencies by

around 50% in comparison with fnaive. Figure 3.10 shows the evolution with respect to

ω of the PSWF-Radon reconstruction f̃ for the noiseless case beyond the frequencies

considered in Figure 3.9. Note that fnaive remains essentially 0 for such high frequen-

cies. Figure 3.10(a,b) shows that f̃ is fairy accurate for frequencies up to around 17.

Figure 3.10(c) shows that, in practice, the PSWF-Radon approach is limited by the pre-

cision of numerical computations, despite its theoretical capability to handle arbitrary

frequencies.

(a) (b) (c)

Figure 3.10: The PSWF-Radon reconstruction f̃ in comparison with fnaive and the

preimage f = sin(ωx) for the order ν = 0 and noiseless Hankel data: (a) ω = 14.47,

(b) ω = 16.84, (c) ω = 17.63.
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3.2.2 Order ν = 0.5

Figure 3.11 shows the evolution with respect to ω of the reconstructions f̃ and fnaive for

the case of 5% white Gaussian noise and ν = 0.5. Figure 3.11(a) illustrates that fnaive

has already deteriorated significantly from f at frequency ω = 10.53, whereas f̃ is fairly

accurate. Figure 3.11(b) shows that f̃ starts to deteriorate from f around ω = 11.32,

whereas fnaive essentially reduces to 0. Figure 3.11(c) illustrates the behaviour of these

reconstructions at higher frequencies. Thus, for this level of noise, the PSWF-Radon

approach extends the range of frequencies by around 7.5% in comparison with fnaive.

(a) (b) (c)

Figure 3.11: The PSWF-Radon reconstruction f̃ in comparison with fnaive and

the preimage f = sin(ωx) for the order ν = 0.5 and the Hankel data with 5% noise:

(a) ω = 10.53, (b) ω = 11.32, (c) ω = 12.11.

In turn, for the noiseless case, we succeeded to extend the range of frequencies by

around 40% in comparison with fnaive. Figure 3.12 shows the evolution with respect to

ω of the PSWF-Radon reconstruction f̃ for the noiseless case beyond the frequencies

considered in Figure 3.11. Note that fnaive remains essentially 0 for such high frequen-

cies. Figure 3.12(a,b) shows that f̃ is fairy accurate for frequencies up to around 15.

Figure 3.12(c) illustrates the same conclusion as for Figure 3.10(c).
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(a) (b) (c)

Figure 3.12: The PSWF-Radon reconstruction f̃ in comparison with fnaive and the

preimage f = sin(ωx) for the order ν = 0.5 and noiseless Hankel data: (a) ω = 13.33,

(b) ω = 15, (c) ω = 16.67.

From the figures presented in Section 3.2, one can see that, in the case of noiseless data,

the PSWF-Radon reconstructions f̃ for ν = 0 and ν = 0.5 have similar super-resolution

capability. However, the performance of f̃ for ν = 0 is notably superior in the presence

of noise.

3.3 Implementation details

We follow Steps 1-3 formulated at the beginning of Section 3.

In our examples for Problem 1.1, the Hankel data h is given on the uniform grid with

256 points on interval [0, r], with r = 10. We reconstruct unknown function f on uniform

grid with 256 points on [0, σ], where σ = 1. To generate data and also compute the

residuals in the data space, we evaluate integral of (1.1) using the trapezoidal rule.

Our numerical implementation of operator F−1
m,c defined in (3.1) relies on the Spheroidal

Library of [1], which is available at https://github.com/radelman/scattering. Unfor-

tunately, eigenvalues of the PSWFs are not available in this library, so we computed them

using the approach of [12, Section 4.1]. It is important to note that the computations of

the eigenvalues and the integrals in (3.1) require oversampling due to high oscillations of

PSWFs. Using linear interpolation for the Hankel data, we get samples on the uniform

grid with 1024 points.

In dimension d = 2, which corresponds to integer ν, we use the Fourier-based imple-

mentation of filtered back projection (FBP) algorithm for the Radon transform inversion

from NFFT3 library; see survey [19]. In dimension d = 3, which corresponds to half-

integer ν, we also use this library for reconstructions from the integrals over planes. Note

that this version of the FBP algorithm is significantly less common so we relied on the
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numerical implementations from [10].

Note that at Step 2, for fixed m, only one inversion by F−1
m,c is sufficient in view

of separation of radial and angle variables x and θ, respectively. Therefore, the overall

memory and time complexity of the algorithm is dominated by the Radon inversion. For

fixed ν ∈ N, reconstruction was performed on a personal laptop (AMD Ryzen 7 7840U)

using 16 threads and required less than 1 second (for grid sizes up to 512) with negligible

memory usage. For ν ∈ 1
2
+ N, reconstruction required nearly 2 minutes on workstation

(AMD 3995W) with 64 threads and 60GB of RAM. Such difference of required resources

is due to dimensionality of the corresponding Radon inversion – 2D and 3D for integer

and half-integer ν, respectively.

In our experiments, we also observed the Gibbs phenomenon at the boundary point

x = σ = 1 for reconstruction f̃ , see, for example, Figure 3.11(c) and Figure 3.12. We

explain this phenomenon by a combination of the following factors:

• harmonic phantoms in Figures 3.11, 3.12 do not vanish at the boundary point s = 1;

• function wr,σ in Theorem 2.1 reconstructed for fixed m using F−1
m,c does not neces-

sarily belong to the range of the Radon transform on functions supported in B1;

• our implementation of Radon inversion strongly relies on the assumption of com-

pactly supported input (we use zero padding of the input to increase precision of

the corresponding Fourier integration).

In particular, recall that the Radon transform wr,σ(x, θ) of a function supported in the

ball B1 vanishes as |x| → 1 at a specific rate (see [25, Theorem 1.6]). To decrease the

ripple at the boundary, one may increase σ so that considered f = f(s) in Problem 1.1

vanishes near the boundary point s = σ or/and apply a smooth cut-off for wr,σ(x, θ) near

the boundary |x| = 1. However, we did not pursue this task as auxiliary regularisation

might affect the investigated stability.

The source code of our algorithms based on the PSWF-Radon approach generating the

presented data can be found at https://github.com/fedor-goncharov/pswf-radon.
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4 Concluding remarks

Note that Problem 1.1 is equivalent to the inversion of the band-limited Hankel transform

Hν,c with c = rσ defined by

Hν,c[f ](x) :=

∫ 1

0

f(y)Jν(cxy)
√
cxy dy, x ∈ [0, 1].

The operator Hν,c is well-studied in the literature and its properties are similar in many

respects to the band-limited Fourier operator Fc; see, for example, [20, 32]. One can ap-

proach Problem 1.1 using the singular value decomposition for the operator Hν,c. Com-

pared to this approach, the main advantages of the present work based on the PSWF-

Radon approach of [15–17] are summarised below.

• Theorem 1.1 and Theorem 1.2 involve classical functions only, namely, the Cheby-

shev and Legendre polynomials and the prolate spheroidal wave functions of [26,31].

• In particular, our formulas require the same set of eigenfunctions (ψj,c)j∈N for differ-

ent ν, that is, classical PSWFs, unlike the approach based on the eigenfunctions of

Hν,c. This is particularly convenient for problems involving simultaneous inversion

of Hν,c for many ν.

• We proceed from efficient numerical implementation for band-limited Fourier inver-

sion in multidimensions developed in [16,17] that achieves super-resolution even for

noisy data. We observe similar numerical properties for Problem 1.1.

Next, we remark that our work gives the first numerical illustration of the PSWF-

Radon approach for band-limited Fourier inversion in three dimensions; see Figure 1.2

and Section 3.1.2. However, further numerical investigations are required for reconstruc-

tions without a-priori assumption of spherical (or spherical-type) symmetry. An important

challenge for the PSWF-Radon approach is that the observed resilience of our reconstruc-

tions to the noise is significantly lower in the case of d = 3 compared to d = 2. Further

natural challenges also include reduction of computational costs for PSWF-Radon recon-

structions from band-limited Hankel data.

Furthermore, various a-priori assumptions on unknown function f in Problem 1.1 can

enhance super-resolution properties. Possible approaches to this (and similar improve-

ments for band-limited Fourier inversion for d = 2 and d = 3) include combinations of the

PSWF-Radon approach [15–17] with the methods of [3,24] based on generalised PSWFs,

and, for further enhancement, variational and iterative methods including machine learn-

ing techniques; see, for example, [2, 23, 30] and references therein.
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