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RATIONAL AND LACUNARY ALGEBRAIC CURVES

GEORGES COMTE AND SÉBASTIEN TAVENAS

Abstract. We give a bound on the number Z of intersection points
in a ball of the complex plane, between a rational curve and a lacunary
algebraic curve Q = 0. This bound depends only on the lacunarity
diagram of Q, and in particular is uniform in the coefficients of Q. Our
bound shows that Z = O(dm), where d is the degree of Q and m is the
number of its monomials.
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Introduction

By the classical Bézout theorem (see [4] for the original article and, for
instance, [5]) for any positive integer n, the number of isolated complex solu-
tions of a polynomial system F1 = · · · = Fn = 0, F1, . . . , Fn ∈ C[X1, . . . ,Xn],
is at most the product d1 · · · dn of the degrees of the Fi’s. Requiring the poly-
nomials have prescribed support, one can improve on this bound: for instance
in case all polynomials F1, . . . , Fn have the same given support S ⊂ Nn, by
Kushnirenko’s theorem the number of isolated complex solutions in (C∗)n

is at most n!Voln(∆S), where ∆S is the convex hull of S in Rn (see [16]).
More accurately, in case Si is the support of Fi, i = 1, . . . , n, by Bernstein’s
theorem, often called BKK’s theorem, the number of isolated complex solu-
tions in (C∗)n is at most the Minkowski mixed volume of ∆S1 , . . . ,∆Sn (see
[3, 16, 17]). In some sense those improvements allow to measure how far the
system is from the simplest situation where it can be solved by composition
in order to eliminate one by one the variables, to eventually give a univariate
polynomial of degree d1 · · · dn.
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The case of real polynomial systems and their real solutions has been ex-
tensively investigated in particular since the seminal work of A. Khovanskĭı,
(see [12], and for instance [22] for an overview, and [18] for historical infor-
mation), although some basic problems still resist, even in the lowest degree.
For instance, there is still no answer to the question: for a fixed number
n ≥ 2 of variables, is the number of isolated solutions of the system polyno-
mially bounded with respect to the sizes of the supports of the polynomials
F1 and F2 (see for instance [14] on this question, for n = 2)?

We consider in what follows the complex bivariate case, that is the case of
the intersection of two complex algebraic plane curves. More specifically we
consider the case of a given and fixed rational curve (P1, P2) in C2 (containing
the origin of C2) and of an algebraic curve Q(X,Y ) = 0, the coefficients
λ ∈ Cm and the degree d of Q being parameters of the problem. Actually,
we are interested in the asymptotics of bounds on the number of intersection
points of the two curves, uniformly with respect to λ, as d → +∞ (see
Example 5.20 and Remark 5.21).

For simplicity, assume here that P1, P2 ∈ C[X]. Then, of course in
this situation, since one can compose the rational parametrization (P1, P2)
with Q, the number of intersection points of the two curves (P1, P2)(C)
and Q(X,Y ) = 0 in C2 is simply the degree of the univariate polynomial
f = Q(P1, P2), whatever the specific forms of P1, P2 and Q are. To obtain
nontrivial bounds we thus count the number of intersection points only in
a ball of C2 centred at the origin and of fixed radius, for instance in a ball
B(0, ρ), ρ > 0, such that (P1, P2)

−1(B(0, ρ)) ⊂ DRρ , for some Rρ > 0. Such
a positive number Rρ exists in the case P1 and P2 are (non constant) poly-
nomials, since |Pi(z)| → +∞ when |z| → +∞. We then consider, instead
of parameters in DRρ , parameters in the unit disc D1 (see Remark 5.8). In
the general rational case, we may have (P1, P2)(z) → 0 when |z| → +∞. In
this case we compute the additional number of intersection points between
Q(X,Y ) = 0 and the branch of the rational curve (P1, P2) corresponding
to parameters going to infinity, in the same way, using the transformation
z 7→ 1/z of the parameters.

Denoting max(deg(P1),deg(P2)) by D, the number of zeros Z = ZP1,P2,Q

of f in D̄1 may still be dD, the maximal expected number of zeros, depend-
ing on the choice of P1, P2 and Q (see Remark 5.19). On the other side,
considering the maximal multiplicity b of f = fλ at the origin, with respect
to all possible choices of coefficients λ ∈ Cm of Q such that f is not identi-
cally 0 (b is called the Bautin index of the family fλ, see Definition 1.2 and
Proposition 1.4), any small variation of the constant term of Q will create
b distinct roots of f , as closed as desired from the origin. In consequence,
the question of a bound for Z, uniform with respect to the coefficients λ of
Q, is the question of how many zeros of f we create in D̄1 in addition to
the amount of b imposed zeros, when freely moving the parameters of the
system, and how far can this number be under dD.
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We answer this question for lacunary curves Q(X,Y ) = 0: we show in
Theorem 5.15 that Z is bounded from above by an expression depending on
the lacunarity diagram of Q (see Definition 4.1) and on α0, a0, the initial
coefficients of P1 and P2 (Remark 5.19 shows that the dependency on some
coefficients of P1 and P2 of our bound is unavoidable). This bound lies in
]b, dD[, with b < dD, in case Q is sufficiently sparse and α0 and a0 are not
too closed to 0.

The lacunarity of Q is a necessary condition for having nontrivial bounds
on Z, and the reason is easy to explain. Indeed, m being the dimension of
the space of parameters of Q, by solving min(m − 1, dD) linear equations
with m variables, one can cancel the first min(m − 1, dD) monomials of f ,
and thus b ≥ min(m − 1, dD). It follows that m, which could be at most
(d + 1)(d + 2)/2, has in fact to be less than dD when one searches better
bounds than dD for Z.

It is worth noticing, on the other side, that contrary to what happens in
the real case, Z cannot depend only on the number of monomials of P and
Q, but has to depend also on d. Indeed, the lacunarity conditions for Q
we consider (see conditions (L1), (L2a), (L3a) and (L3b) in Section 5) are
based on a fast growth of the degrees of the homogeneous parts of Q (such
as geometric progressions) and allow us to compute1 the exact value of b
(see Proposition 5.12), showing that b ≥ dmin(ν1, ν2) (where ν1 and ν2 are
the multiplicities of P1 and P2 respectively in 0). This lower bound for b
in turn shows that Z cannot be independent on d, whatever the number of
monomials P may have.

This observation leaves little scope between b and dD to find better bounds
than dD; A goal which is however achieved in our main Theorem 5.15. For
instance (see Remark 5.21), for d large enough a condition allowing Z ∈
]b, dD[ is

τ log

(
1

|α0a0|

)
≤ D

5
−max(ν1, ν2) log 2,

where τ is the maximal amount of monomials of degree d in Q.
Notice in particular that our lacunarity conditions allow in such examples

(Example 5.20 and Remark 5.21) the total number of monomials in Q to
be unbounded with respect to the degree of Q, contrary to the lacunarity
conditions usually considered in the theory of fewnomials. Moreover the de-
pendency of our bounds in the number of monomials of Q is not exponential,
contrary to the case of most of the bounds so far obtained for polynomial
systems with a fixed number of monomials (see again [22, Section 6.2] for
bounds in the real case). In the real plane, a polynomial bound in deg(F )
and t is obtained in [14] for the number of solutions of the polynomial system
F (X,Y ) = G(X,Y ) = 0, with G having t monomials. This bounds turns

1This computation is otherwise generally not tractable, specially in the analytic case.
Our lacunarity conditions guarantee here that for any λ ∈ Cm, the two curves have isolated
intersections points.
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out to be O(deg(F )3t + deg(F )2t3), in contrast to the bounds obtained in
this article that may be linear in d and τ (see (45) and (46)).

One can next wonder whether, for two given algebraic curves Q1(X,Y ) =
0 and Q2(X,Y ) = 0, it is possible to bound the number of their intersection
points in a small ball (centred at a point outside the coordinate axes2) by
a polynomial function in the number of monomials of Q1 and Q2. This
would imply in particular a bound on the multiplicity of the roots outside
the coordinate axes. In this direction a polynomial bound of the mixed form
O(deg(F )2t2) is obtained in [15] for the multiplicity of an isolated solution
(with nonzero coordinates) of the system F (x, y) = G(x, y) = 0, with G
having again t monomials. Moreover, this would bring us closer to proving
the τ -conjecture for multiplicities defined in [15] (Hrubeš noticed [11] that
it derives from the real τ -conjecture introduced in [13]). This family of
questions and conjectures on lacunary bivariate polynomials are deep, since
for instance both the real τ and τ -conjectures have dramatic consequences
in algebraic complexity; They imply almost the separation of both main
algebraic complexity classes VP and VNP (for an introduction to the VP
versus VNP see for example [21, 6]).

An other phenomenon of importance, arising from part B of Hilbert’s 16th
problem, is the question of the accumulation of limit cycles of trajectories of
planar polynomial vector fields. In this context, the Bautin index of the dif-
ference, between the Poincaré first return map of a polynomial deformation
of the planar field and the identity map, is a bound on the number of cycles
of the vector field. Localizing those cycles therefore consists in knowing the
maximal radius of the disc where only b zeros occur, the number of zeros
that one necessarily finds, as observed above, in any ball centred at zero,
say (see for instance among many other references [1, 2, 8, 10, 19, 24]). We
provide a lower bound for this radius in our algebraic context, that is, we
give in Theorem 5.15 a lower bound in terms of the lacunarity diagram of Q,
α0 and a0, for the radius ρ of a disc D̄ρ ⊂ D̄1 in which fλ has only b zeros,
uniformly in λ.

In [7, Section 3.4] the case of a transcendental analytic lacunary curve
(x, h(x)) has been considered, in order to obtain a bound for the number of
zeros of Q(x, h(x)) on D̄1, polynomial in d. As explained above, we consider
instead here the quite opposite case where the curve is rational and the
polynomial family Q is lacunary. The challenge being here to find some
room between b and dD for Z, and we indeed show that there is some.
In both cases (analytic in [7] and rational here), we start from a Jensen-
Nevanlinna type estimate of zeros in Bernstein classes (see [20, Section 2.2],
[24], and Remark 5.22), all the information we need to obtain an estimation
of Z is contained in the Bautin matrix M of fλ (see Section 4), defined as the
matrix of the linear map sending the parameters λ of Q to the coefficients

2The multiplicity can be made arbitrarily large on the coordinate axes without altering
the number of monomials by multiplying Q1 and Q2 by a large monomial.
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of the polynomial fλ. In particular b appears as the rank of the lowest row
in M independent of the above rows, and Z may be estimated from b, the
module δ of a non zero minor of maximal size in M , and from the dimension
σ of the Bautin ideal. Consequently our method consists in the reduction of
M : we provide in Section 2 and 3 an explicit Gauß reduction of M , that we
can perform by blocks thanks to our lacunarity conditions. Crucial technical
tools to achieve the reduction are the combinatorial Lemmas 2.5 and 2.7. A
special case occurs in this reduction, enlightening a geometrical degeneration
condition on the parametrization (P1, P2), the case where P1 and P2 have
proportional initial jets at the origin, up to some non trivial order > 1. The
reduction of the Bautin matrix in the singular case is specifically treated in
Section 3. In this singular case, b and δ differ from their values in the regular
case, where P1 and P2 have no proportional jets.

In Section 6 we show how to reduce the general case of a rational curve to
the case of (P1, P2)(C), with P1, P2 ∈ C[X], under our lacunarity conditions,
and therefore from now on and up to the final Section 6, we only consider
the polynomial case.

1. Intersection of a curve and a family of curves

For the convenience of the reader, we recall here the notation of [25, 7],
in order to adapt it to our context.

In what follows, for a real number R > 0, D̄R is the closed disc {z ∈
C, |z| ≤ R} in C. For D1,D2 ∈ N \ {0} and complex numbers ai0, . . . , a

i
Di

,
i = 1, 2, we consider

(1) P (X) = (P1(X), P2(X)) =

(
D1∑

k=0

a1kX
k,

D2∑

k=0

a2kX
k

)
,

a nonzero polynomial mapping of degree D = max{D1,D2}, sending 0 ∈ C
to 0 ∈ C2 (thus a10 = a20 = 0), and we denote by MR the real number

(2) MR = max
z∈D̄R,i=1,2

|Pi(z)|.

Let m ∈ N, and Qi, i = 1, . . . ,m, be a family of monomials of C[X,Y ] of
degree at most d, for some integer d ∈ N. For λ = (λ1, . . . , λm) ∈ Cm, we
denote by Qλ the following polynomial of degree at most d of C[X,Y ]

Qλ =

m∑

i=1

λiQi.

In what follows we are interested in the set of zeros in D̄R (actually in
D̄R/4) of the linear family (with parameters λ1, . . . , λm) of polynomial func-
tions

(3) fλ(z) = Qλ(P (z)) =

m∑

i=1

λiQi(P (z)).
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Geometrically this is the number of intersection points, for z ∈ D̄R, be-
tween the plane algebraic curves z 7→ P (z) of degree D of C2 and Qλ = 0 of
degree d of C2.

Remark 1.1. If Qλ(P (z)) = 0 for any λ ∈ Cm and any z ∈ D̄R, then
for any i = 1, . . . ,m, Qi(P ) = 0 on D̄R. We will always consider families
Q1, . . . , Qm such that for at least one parameter λ ∈ Cm, fλ(P ) is not
the zero polynomial. We can easily achieve this condition for instance by
taking the monomial of constant value 1 in the family, or by allowing no
zero polynomial among the Pi’s. Moreover we will consider zeros of fλ only
for such parameters, and in this case the number of zeros of fλ is a finite
number.

Denoting, for i = 1, . . . ,m,

Qi(P (z)) =
dD∑

k=0

cikz
k, and BR = sup

z∈D̄R,i=1,...,m

|Qi(P (z))|,

by Cauchy estimate we have for any i = 1, . . . ,m and any k = 0, . . . , dD

(4) |cik| ≤
BR

Rk
.

We write fλ as a polynomial with coefficients linear forms v0, . . . , vdD of
parameters λ1, . . . , λm. Namely

(5) fλ(z) =

dD∑

k=0

vk(λ)z
k, where vk(λ) =

m∑

i=1

cikλi.

We thus have by (4), for any k = 0, . . . , dD

(6) |vk(λ)| ≤
mBR|λ|

Rk
,

where |λ| = max{|λ1|, . . . , |λm|}.
Now we define the Bautin index b = b(fλ) of the family fλ. Let, for i ∈ N,

Li be the linear subspace of Cm defined by v0(λ) = . . . = vi(λ) = 0. We
have

L0 ⊇ L1 ⊇ . . . Li ⊇ . . . ⊇ LdD.

Hence on a certain step b ≤ dD this sequence stabilizes

Lb−1 % Lb = Lb+1 = · · · = LdD.

Definition 1.2. We call the integer b defined above the Bautin index of the
family fλ (see [1, 2]).

Remarks 1.3. - Note that λ ∈ Lb ⇐⇒ vk(λ) = 0, for k = 0, 1, . . . , dD.
- Equivalently, b is the biggest index k such that vk 6∈ Span(v0, · · · , vk−1).
- Following Remark 1.1, for a given polynomial mapping P , we choose

a family Qi, i = 1, . . . ,m such that Lb 6= Cm.
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- The curve P (C) is an irreducible algebraic subset of C2. The vector
space Lb is the space of parameters λ ∈ Cm such that Qλ ∈ I where
I is the ideal of P (C) in C[X,Y ].

Since Lb 6= Cm, for λ 6∈ Lb, the multiplicity of fλ(z) at the origin is well
defined. The following proposition is a variant of [7, Proposition 2.3].

Proposition 1.4. Let us denote by µ the maximal multiplicity at the origin
of fλ(z), with respect to the parameters λ 6∈ Lb. Then µ = b ≥ m− 1.

Proof. There exists a parameter λ 6∈ Lb such that fλ(z) has multiplicity µ,
that is such that

fλ(z) = vµ(λ)z
µ + vµ+1(λ)z

µ+1 + · · · ,
with vµ(λ) 6= 0. Therefore λ ∈ Lµ−1 \ Lµ. It follows that Lµ $ Lµ−1, and
b ≥ µ. On the other hand, since no parameter λ 6∈ Lb can cancel v0, . . . , vµ
in the same time, Lµ ⊆ Lb. But since Lb−1 % Lb = · · · = LdD, we have
b ≤ µ.

Using this characterization of b as µ, the bound b ≥ m−1 comes from the
fact that the linear system v0 = · · · = vm−2 with m parameters and m − 1
equations always has a nonzero solution. �

In Section 4, we bound from above the number of zeros of fλ in D̄R. For
this, all the information we need is encoded in the b + 1 first rows of the
rank σ matrix M(fλ) = (cik), k = 0, . . . , dD, i = 1, . . . ,m, called the Bautin
matrix of the family fλ. With notation (5), the Bautin matrix M(fλ) is
defined by 


v0(λ)

...
vdD(λ)


 = Mλ




λ1
...

λm


 .

2. Triangulation of Bautin blocks

Since the (k + 1)-th line of the Bautin matrix M(fλ) is by definition the
line of coefficients of the linear form vk, by (5) we have to compute the
coefficients of Xk in fλ(X) = Qλ(P (X)) to find this (k + 1)-th line.

For a monomial XiY j ∈ C[X,Y ], of degree i + j, we denote by λi,j the
corresponding parameter coefficient in the family Qλ. We also denote by
n0 < . . . < nℓd = d the total degrees of monomials occuring in Qλ. In
the case where the family Qλ corresponds to all monomials XiY nℓ−i for all
0 ≤ ℓ ≤ ℓd, we simply denote by M the Bautin matrix of fλ. Notice that if
we choose a subfamily for Qλ, the associated Bautin matrix is a submatirx
of M (by selecting the columns corresponding to the selected monomials).

We fix in this section a degree nℓ, ℓ ∈ {0, . . . , ℓd}.
Remark 2.1. We first give hereafter the particular form of the block, de-
noted Mnℓ

, appearing in the Bautin matrix M as the contribution of all
possible monomials of XIY nℓ−I , I = 0, . . . , nℓ, of fixed degree nℓ. In general
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in our family Qλ(X,Y ) only a certain amount of those monomials appears,
this is why we next introduce (see Notation 2.8) the block Mnℓ,T correspond-
ing to a certain choice T of τ ≤ nℓ + 1 particular columns in Mnℓ

, that is,
to a certain choice of τ parameters λI,nℓ−I in the family Qλ.

Remark 2.2. As already mentioned, up to some translation, we assume
that (P1, P2)(0) = 0, and therefore that the multiplicity at the origin of P1

and P2 is bigger than 1.

As before, let D = max(D1,D2). Let ν1 and ν2 be the multiplicities at
the origin of P1 and P2 respectively. Up to permutation of the variables, we
assume in what follows that ν1 ≥ ν2 ≥ 1, and we will use the notation

ν = min(ν1, ν2) = ν2.

We write P1 and P2 in the following way

P1(X) = Xν1

D1−ν1∑

i=0

αiX
i, P2(X) = Xν2

D2−ν2∑

i=0

aiX
i,

and

Q(X1,X2) = XI
1X

nℓ−I
2 ,

for I = 0, . . . , nℓ, where α0 and a0 are nonzero. If needed, we will adopt
the convention that coefficients above the degree are set to 0. Denoting

NI = (nℓ − I)D2 + ID1 − nℓ and
∑

i1+···+iI+(ν1−ν2)I+j1+···+jnℓ−I=k

by
∑

∗=k

, for

k = 0, . . . , NI , the parameter λI,nℓ−I in fλ appears in front of the polynomial

P1(X)IP2(X)nℓ−I =

ID1+(nℓ−I)D2−νnℓ∑

k=0

∑

∗=k

αi1 · · ·αiIaj1 · · · ajnℓ−I
Xνnℓ+k.

Therefore all monomials Q of degree nℓ contribute in fλ only for vk with
k = νnℓ, . . . ,Dnℓ, and this contribution is the coefficient

(7)

nℓ∑

I=0

λI,nℓ−I

∑

∗=k−νnℓ

αi1 · · ·αiIaj1 · · · ajnℓ−I
.

It follows that the monomials of Q of degree nℓ contribute in M for a block
Mnℓ

with (nℓ + 1) columns and (nℓ(D − ν) + 1) lines, corresponding to the
(nℓ+1) parameters λ0,nℓ

, . . . , λnℓ,0 appearing in vk(λ), for k = νnℓ, . . . ,Dnℓ.
In this block Mnℓ

the (I +1)-th column, for I = 0, . . . , nℓ, starts at row 1
with entries

∑

∗=0

αi1 · · ·αiIaj1 · · · ajnℓ−I
,
∑

∗=1

αi1 · · ·αiIaj1 · · · ajnℓ−I
, etc.,

and ends at row NI + 1, with entry
∑

∗=NI

αi1 · · ·αiIaj1 · · · ajnℓ−I
.
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Notation 2.3. For i ≥ 0, we denote by C≥i the data

C≥i = (λi, λi+1, . . . , λD1−ν1 , li, li+1, . . . , lD2−ν2) ∈ ND1+D2−ν1−ν2−2i+2,

and

Λ = λ1 + · · ·+ λD1−ν1 , L = l1 + · · ·+ lD2−ν2 ,

Λ! = λ1! · · ·λD1−ν1 !, L! = l1! · · · lD2−ν2 !.

Remark 2.4. A monomial m, in α0, . . . , αD1−ν1 , a0, . . . , aD2−ν2 , in column
I + 1 ∈ J1, nℓ + 1K and at row r ∈ J1, nℓ(D − ν) + 1K in Mnℓ

is of form

(8) αλ0
0 αλ1

1 · · ·αλD1−ν1
D1−ν1

al00 a
l1
1 · · · alD2−ν2

D2−ν2
,

with

(9) λ0 + · · · + λD1−ν1 = I, l0 + · · ·+ lD2−ν2 = nℓ − I,

and
(10)
0λ0+ · · ·+(D1−ν1)λD1−ν1 +(ν1−ν2)I+0l0+ · · ·+(D2−ν2)lD2−ν2 = r−1.

Notice that the data C≥0 fix the monomial m. However, from (9), the data
C≥1 with the column I already fix m. The coefficient in front of such a
monomial m in column I is

(
I

λ0, . . . , λD1−ν1

)
·
(

nℓ − I

l0, . . . , lD2−ν2

)
,

where the notation

(
i

i1, . . . , ip

)
stands for the multinomial

i!

i1! · · · ip!
. There-

fore this coefficient is

PC≥1,I =
(λ0 + 1) · · · I

Λ!
· (l0 + 1) · · · (nℓ − I)

L!

=
1

Λ!L!

I−(λ0+1)∏

k=0

(I − k)

nℓ−I−(l0+1)∏

k=0

(nℓ − I − k).(11)

Notice that, according to Notation 2.3, we have I−λ0 = Λ and nℓ−I−l0 =
L. So for a monomial m of given and fixed exponents C≥1, the coefficient
PC≥1,I is a polynomial PC≥1

in I of degree

deg(PC≥1
) = Λ + L.(12)

Furthermore, the leading coefficient of PC≥1
is

(13)
(−1)L

Λ!L!
.

Lemma 2.5. Let c ∈ N and T = {t1, . . . , tc+1} ⊆ C, with ti < tj for i < j.
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(1) There exists a finite sequence (KT,j)j∈T depending only on T , such
that for any polynomial P ∈ C[X] with deg(P ) ≤ c, we have

∑

j∈T

P (j)KT,j = coeffXc(P ).

In particular when c > deg(P ) we have
∑

j∈T P (j)KT,j = 0.

(2) On the other side, for c ≤ deg(P ), we have

∑

j∈T

P (j)KT,j = coeffXc(P ) + coeffXc+1(P )

c+1∑

j=1

tc+1
j KT,tj(14)

+ · · · + coeffXdeg(P )(P )

c+1∑

j=1

t
deg(P )
j KT,tj .

Proof. Let VT be the Vandermonde matrix related to T , that is to say

VT =




1 1 · · · 1
t1 t2 · · · tc+1
...

...
...

tc1 tc2 · · · tcc+1.




Let us denote by vT its determinant. We have

vT =
∏

1≤i<j≤c+1

(tj − ti),

Let us first prove (1). For this let C be the row matrix of coefficients of P ,
completed at its right with c− deg(P ) zeros. Notice that

C · VT = (P (t1), P (t2), . . . , P (tc+1)) .

Let V −1
T,c+1 be the last column of the inverse matrix of VT . We have

coeffXc(P ) = C · VT · V −1
T,c+1 = (P (t1), P (t2), . . . , P (tc+1)) · V −1

T,c+1.

Consequently, it is sufficient to take for KT,tp the pth element of V −1
T,c+1, which

is by Cramer’s formula

KT,tp =
(−1)c+p+1

vT
det(VT\{tp}) =

1∏
i 6=p(tp − ti)

.(15)

This define the sequence KT,t1 , . . . ,KT,tc+1 , and proves (1).

To prove (2), assuming c ≤ deg(P ), we consider ṼT the square matrix of
size deg(P ) + 1, defined as the matrix VT first completed at its bottom by
the matrix 


tc+1
1 · · · tc+1

c+1
...

...

t
deg(P )
1 · · · t

deg(P )
c+1


 ,
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and then at its right by the matrix with deg(P ) + 1 rows and deg(P ) − c

columns having only zeros for coeficients. Let us also consider Ṽ −1
T,c+1 the last

column of the inverse matrix of VT , but this time completed at its bottom
by deg(P )−c zeros, in order to obtain a column with deg(P )+1 rows. With
this notation we have

ṼT · Ṽ −1
T,c+1 =




0
...
0
1∑c+1

j=1 t
c+1
j KT,tj
...∑c+1

j=1 t
deg(P )
j KT,tj




,

where the unit appears at row c+ 1. Then the same computation as above,

involving ṼT and Ṽ −1
T,c+1 instead of VT and V −1

T,c+1, shows that

∑

j∈T

P (j)KT,j =coeffXc(P ) + coeffXc+1(P )

c+1∑

j=1

tc+1
j KT,tj

+ · · ·+ coeffXdeg(P )(P )

c+1∑

j=1

t
deg(P )
j KT,tj . �

Remark 2.6. In case T = {0, 1, . . . , c} in Lemma 2.5, we have

KT,p =
(−1)c+p

c!

(
c

p

)
.

Therefore, for any polynomial P with deg(P ) ≤ c, the following classical
formula follows from Lemma 2.5 (1)

(16)

c∑

j=0

(−1)j
(
c

j

)
P (j) = c!(−1)ccoeffXc(P ).

We now generalize formula (16) to the case of multivariate polynomials.

Lemma 2.7. Let P ∈ C[X1, . . . ,Xk] of total degree d. Let (w1, . . . , wk) ∈ Nk

such that d <
∑k

i=1wi. Then,

∑

(i1,...,ik)∈J0,w1K×···×J0,wkK

(−1)i1+···+ik

(
w1

i1

)
· · ·
(
wk

ik

)
P (i1, . . . , ik) = 0

Proof. By linearity it is sufficient to prove the formula in the case where P

is a monomial Xγ1
1 · · ·Xγk

k of degree at most d. Since d <
∑k

i=1wi, it means
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there exists l ∈ J1, kK such that γl < wl. Therefore

∑

(i1,...,ik)∈J0,w1K×···×J0,wkK

(−1)i1+···+ik

(
w1

i1

)
· · ·
(
wk

ik

)
iγ11 · · · iγkk

=
k∏

j=1


 ∑

ij∈J0,wjK

(−1)ij
(
wj

ij

)
i
γj
j


 = 0,

since the lth factor of the product is zero by Remark 2.6. �

Notation 2.8. For τ ≤ nℓ + 1 and T = Tℓ = {t1, . . . , tτ} ⊂ {1, . . . , nℓ + 1},
with t1 < · · · < tτ , we consider Mnℓ,T , the submatrix of Mnℓ

obtained from
Mnℓ

by only keeping the columns indexed by elements of T . And in the same
way, we denote by MT0,...,Tℓd

the submatrix of the complete Bautin matrix M

where we only keep the blocks Mnℓ,Tℓ
, ℓ = 0, . . . , ℓd, corresponding to some

degrees n0, . . . , nℓd = d, and for each of them, corresponding to a specific
choice of columuns T0, . . . , Tℓd . The matrix Mnℓ,T has

rT = max
1≤i≤τ

((nℓ − (ti − 1))D2 + (ti − 1)D1)− νnℓ + 1

rows and τ columns.
With the notation of Lemma 2.5 we denote by KT the following upper

triangular matrix of size τ × τ

(KT )i,j =





(
α0
a0

)tj−ti K{t1,...,tj},ti

K{t1,...,tj},tj
if i ≤ j ≤ τ

0 otherwise.

Notice that all diagonal elements of the matrix KT are equal to one.

Remark 2.9. In the case ν1 6= ν2 the matrix Mnℓ,T is in column echelon
form. Indeed, in this case, each column is shifted down by a strictly monotone
number of zeros, from one column to the next one, and each shifted column
has for upper coefficient a (nonzero) monomial in a0 and α0. In particular
the corresponding block Mnℓ,T has maximal rank τ .

Following Remark 2.9, in what follows, we only deal with the case ν1 =
ν2 = ν.

Proposition 2.10. With the notation above

(1) the (upper minor of size τ of the) matrix Mnℓ,T · KT is lower trian-
gular,

(2) the diagonal coefficients of (the upper minor of size τ of) this matrix
at row r ∈ J1, τK is

∏
i<r(tr − ti)

(r − 1)!
αtr−r
0 a

nℓ−(tr+r−2)
0 (α1a0 − α0a1)

r−1.
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Proof. For r ∈ J1, τK and c ≥ r, we compute the coefficient of the matrix
Mnℓ,T · KT at its row r and its column c. Under the action of the multipli-
cation by KT , a monomial

mi = αλ0−tc+ti
0 αλ1

1 · · ·αλD1−ν

D1−ν al0+tc−ti
0 al11 · · · alD2−ν

D2−ν

from row r and a column i ≤ c of the matrix Mnℓ,T is sent to the monomial

m = αλ0
0 αλ1

1 · · ·αλD1−ν

D1−ν al00 a
l1
1 · · · alD2−ν

D2−ν

in the same row r and the column c of the matrix Mnℓ,T ·KT . Consequently,
using the notation C≥1 = (λ1, . . . , λD1−ν , l1, . . . , lD2−ν) and PC≥1

of Remark
2.4 we have

coeffm((Mnℓ,T · KT )r,c) =

c∑

i=1

K{t1,...,tc},ti

K{t1,...,tc},tc

coeffmi
((Mnℓ,T )r,i)

=
1

K{t1,...,tc},tc

c∑

i=1

K{t1,...,tc},tiPC≥1
(ti − 1).(17)

where, by (12) PC≥1
is a polynomial of degree

∑
i≥1 λi+li. By (10) deg(PC≥1

) ≤
r−1 ≤ c−1, and deg(PC≥1

) < r−1 in case
∑

i≥2 li+λi 6= 0. By Lemma 2.5

(1), we deduce from (17) that

coeffm((Mnℓ,T · KT )r,c) =
1

K{t1,...,tc},tc

coeffXc−1(PC≥1
(X − 1)).

By (13), coeffm((Mnℓ,T · KT )r,c) equals

(−1)l1

λ1!l1!K{t1,...,tr},tr

in case c = r = deg(PC≥1
)+ 1, and zero otherwise. This proves in particular

statement (1), and shows moreover that for the diagonal coefficients of the

matrix Mnℓ,T · KT , where c = r, only monomials of the form αλ0
0 αλ1

1 al00 a
l1
1

occur, each one with coefficient

(−1)l1

(λ1 + l1)!K{t1,...,tr},tr

(
λ1 + l1

l1

)
.

Considering that for monomials where
∑

i≥2 λi + li = 0 we have from (9)

and (10) that λ0 + λ1 = tr − 1, λ1 + l1 = r− 1 and l0 + l1 = nℓ − tr +1, the
diagonal coefficient at row r of Mnℓ,T · KT is

r−1∑

l1=0

(−1)l1

(r − 1)!K{t1 ,...,tr},tr

(
r − 1

l1

)
αλ0
0 αλ1

1 al00 a
l1
1

=
1

(r − 1)!K{t1 ,...,tr},tr

αtr−r
0 a

nℓ−(tr+r−2)
0

r−1∑

l1=0

(−1)l1
(
r − 1

l1

)
αl1
0 α

r−1−l1
1 ar−1−l1

0 al11

=
1

(r − 1)!K{t1 ,...,tr},tr

αtr−r
0 a

nℓ−(tr+r−2)
0 (α1a0 − α0a1)

r−1.
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This completes the proof of statement (2). �

Remark 2.11. Note that in case T = {1, . . . , nℓ+1} the diagonal coefficient
at row r of the (upper minor of size nℓ+1 of the) triangular matrix Mnℓ,T ·KT

is a
nℓ−2(r−1)
0 (α1a0 − α0a1)

r−1, since in this case tr = r and K{t1,...,tr},tr =
1/(r − 1)!.

In Proposition 2.10 above we proved that the matrix Mnℓ,T · KT is lower
triangular and we computed its diagonal coefficients. Let us now compute the
other coefficients of this matrix. For this, in Proposition 2.12 below, we first

compute the coefficient of a monomial m = αλ0
0 αλ1

1 · · ·αλD1−ν

D1−ν al00 a
l1
1 · · · alD2−ν

D2−ν

appearing at row r ∈ J1, τK and column c ≤ r− 1 in Mnℓ,T · KT . Notice that
this triangulation provides monomials with negative exponent for a0, since

in KT denominators a
tj−ti
0 , for j > i, appear. So from now, we will work

with monomials where we formally allow exponent l0 to be negative, that is
to say, we consider monomials appearing in Mnℓ,T · KT as elements of the

Laurent ring C[α0, α1, . . . , αD1−ν , a
−1
0 , a0, a1, . . . , aD2−ν ].

Also notice that equations (9) and (10) are satisfied for monomials ap-
pearing in Mnℓ,T , as well as for monomials virtually appearing in Mnℓ,T ·KT ,

since multiplication by factors

(
α0

a0

)tj−ti

, j ≥ i, occurring in KT preserves

those equations.

Proposition 2.12. With the notation above, at row r ∈ J1, rT K and column
c ≤ min(r − 1, τ) in Mnℓ,T · KT , for any exponents

(λ0, λ1, λ2, . . . , λD1−ν , l0, l1, . . . , lD2−ν) ∈ ND1−ν+1 × Z× ND2−ν

satisfying (10), and satisfying (9), that is to say

λ0 + Λ = tc − 1, l0 + L = nℓ + 1− tc,

the coefficient of the monomial

m = αλ0
0 αλ1

1 · · ·αλD1−ν

D1−ν al00 a
l1
1 · · · alD2−ν

D2−ν

is 0 in case c ≥ Λ+ L+ 2, and in case c ≤ Λ+ L+ 1, this coefficient is

(18) σΛ+L−c+1 · kc−1 + σΛ+L−c · kc + · · ·+ σ0 · kΛ+L

where

kc−1 =
1

K{t1,...,tc},tc

and for p = c, . . . ,Λ + L,

kp =

∑c
j=1 t

p
jK{t1,...,tc},tj

K{t1,...,tc},tc

,

depend only on c and of the choice of T , and where

σΛ+L−p =
(−1)Λ−p

Λ!L!
σΛ+L−p(1, 2, . . . ,Λ, nℓ + 2− L, . . . , nℓ + 1),



RATIONAL AND LACUNARY ALGEBRAIC CURVES 15

with σk(x1, . . . , xΛ+L) =
∑

1≤i1<...<ik≤Λ+L

xi1 · · · xik be the k-th elementary

symmetric polynomial.

Proof. We fix a row r ∈ {1, . . . , τ}, a column c ≤ r − 1, and a monomial

m = αλ0
0 · · ·αλD1−ν

D1−ν al00 · · · alD2−ν

D2−ν in Mnℓ,T ·KT verifying the hypotheses of the
proposition.

As already noticed at (17) in the proof of Proposition 2.10, this coeffi-
cient comes from the coefficients of monomials mi in Mnℓ,T which appear at
the same row r as m, at columns i = {1, . . . , c}, with the same exponents
λ1, · · · , λD1−ν , l1, · · · , lD2−ν as in m, but with exponent λ0 − tc + ti for α0,
and exponent l0 + tc − ti for a0. Notice that this monomial exists in Mnℓ,T

if and only if λ0 − tc + ti ≥ 0 and l0 + tc − ti ≥ 0. This gives rise to the
following expression for the coefficient of m

coeffm =
1

K{t1,...,tc},tc

∑

i∈J1,cK st
λ0−tc+ti≥0 and l0+tc−ti≥0

K{t1,...,tc},tiPC≥1
(ti − 1)

with PC≥1
the polynomial of degree Λ+L defined in Remark 2.4. Since PC≥1

is defined by the expression (11), this polynomial cancels at 0, . . . ,Λ−1 and
nℓ − L + 1, . . . , nℓ. Moreover assuming λ0 − tc + ti < 0, it implies that
ti − 1 ≤ tc − λ0 − 2 = Λ − 1. Consequently PC≥1

(ti − 1) = 0. Similarly,
if l0 + tc − ti < 0, then ti − 1 ≥ l0 + tc = nℓ − L + 1 which again implies
PC≥1

(ti − 1) = 0. Consequently, the sum above is unchanged if we sum over
all J1, cK:

(19) coeffm =
1

K{t1,...,tc},tc

c∑

i=1

K{t1,...,tc},tiPC≥1
(ti − 1).

- In case c ≥ Λ + L+ 2, by Lemma 2.5 (1), coeffm = 0.

- In case c ≤ Λ + L+ 1, by (14) of Lemma 2.5 (2), we have

coeffm =
1

K{t1,...,tc},tc

(
coeffXc−1(PC≥1

(X − 1))

+ coeffXc(PC≥1
(X − 1))

c∑

j=1

tcjK{t1,...,tc},tj

+ · · · + coeffXΛ+L(PC≥1
(X − 1))

c∑

j=1

tΛ+L
j K{t1,...,tc},tj

)
.

We recall from (11) that

PC≥1
(X − 1) =

(−1)L

Λ!L!

Λ∏

k=1

(X − k)
L∏

k=1

(X − (nℓ + 2− k)).
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It follows that for p = c− 1, . . . ,Λ+ L
(20)

coeffXp(PC≥1
(X−1)) =

(−1)Λ−p

Λ!L!
σΛ+L−p(1, 2, . . . ,Λ, nℓ+2−L, . . . , nℓ, nℓ+1).

�

Lemma 2.13. Let N,R, p ∈ N with p ≤ R < N and fR,N
p : J0, RK → N

be the function defined by fR,N
p (n) = σp(1, 2, . . . , R− n,N − n, . . . ,N), with

the notation of Proposition 2.12. There exists a polynomial PR,N
p of degree

p such that fR,N
p (n) = PR,N

p (n), for all n ∈ J0, RK.

Proof. The proof is by induction on p ≥ 0. Notice first that fR,N
0 ≡ 1 is a

constant function. Then for p ≥ 1 a direct computation shows that for all
n ∈ J0, R − 1K

fR,N
p (n+1)−fR,N

p (n) = (N −R−1)σp−1(1, 2, . . . , R−1−n,N −n, . . . ,N).

Since by induction hypothesis the right hand side of the above equation

equals the polynomial (N − R− 1)PR−1,N
p−1 of degree p− 1 on J0, R − 1K, so

does fR,N
p (n+ 1)− fR,N

p (n).

We just need to show this implies there exists a polynomial PR,N
p which

equals fR,N
p on J0, RK. To do that, we follow for instance [9, Proposition I.7.3

(b)]. Let us consider the family of Newton polynomials (
(X
r

)
)r∈N defined by(X

r

)
= 1

r!

∏r−1
i=0 (X − i). We can easily notice that (

(X
r

)
)r≤d is a basis of

polynomials of degree at most d. Moreover, a simple calculation shows that

for r > 0,
(X+1

r

)
−
(X
r

)
=
( X
r−1

)
. Writing (N − R − 1)PR−1,N

p−1 in this basis,

we obtain the coefficients (cp−1, . . . , c0)

(N −R− 1)PR−1,N
p−1 (X) = cp−1

(
X

p− 1

)
+ cp−2

(
X

p− 2

)
+ · · · + c0.

Let us define

PR,N
p (X) = cp−1

(
X

p

)
+ cp−2

(
X

p− 1

)
+ · · ·+ c0

(
X

1

)
+K

where the constant K is chosen to get PR,N
p (R) = fR,N

p (R). It follows that

for any n ∈ J0, R − 1K, PR,N
p (n + 1) − PR,N

p (n) = fR,N
p (n + 1) − fR,N

p (n).
An easy induction finishes the proof. �

3. Triangulation of Bautin blocks - The singular case

In this section we continue to focus on the case ν = ν1 = ν2. We assume
that the upper τ × τ minor of the lower triangular matrix Mnℓ,T · KT has
determinant zero, where T = {t1, . . . , tτ} ⊂ {1, . . . , nℓ + 1}, with t1 < · · · <
tτ , is a choice of τ columns in the Bautin block Mnℓ

, according to Notation
2.8. By Proposition 2.10, the condition that the determinant of the upper
τ × τ minor of Mnℓ,T · KT is zero means that α0a1 = α1a0. There exists
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µ ∈ C \ {0} such that α0 = µa0, α1 = µa1, and we denote by k the largest
integer in J0,min(D1,D2)− νK satisfying

(21) (α0, . . . , αk) = µ · (a0, . . . , ak),
assuming in this section that k ≥ 1. In the lower triangular matrix Mnℓ,T ·KT

we fix a row r ∈ {1, . . . , rT } and a column c ≤ r − 1. The entry in Mnℓ,T ·
KT at row r and column c is a polynomial in α0, . . . , αD1−ν ,a0, . . . , aD2−ν

(actually a Laurent polynomial, since a0 may have negative power l0 after
multiplication of Mnℓ,T by KT ), which is a linear combination of monomials
of the form

m = αλ0
0 αλ1

1 · · ·αλD1−ν

D1−ν al00 a
l1
1 · · · alD2−ν

D2−ν

with, according to (9),

(22) λ0 + Λ = tc − 1, l0 + L = nℓ − tc + 1.

If, according to condition (21), we replace for i ∈ J0, kK, αi by µai in the
monomial m we get a monomial of the form

(23) m̃ = µλ0+...+λk · aλ0+l0
0 · · · aλk+lk

k · αλk+1

k+1 · · ·αλD1−ν

D1−ν a
lk+1

k+1 · · · a
lD2−ν

D2−ν .

Notation 3.1. For i = 0, . . . ,D − ν, let us denote

Λ≥i = λi + . . .+ λD1−ν , L≥i = li + . . .+ lD2−ν ,

W≥i = iλi + . . .+ (D1 − ν)λD1−ν + ili + . . .+ (D2 − ν)lD2−ν .

Notice that up to now we have used Λ instead of Λ≥1 and L instead of L≥1

(see Notation 2.3); In what follows we use those two notations.

Remark 3.2. Using Notation 2.3, in case C≥k+1 is fixed, so is λ0+ . . .+λk,
since

(24) λ0 + . . .+ λk = tc − 1− Λ≥k+1.

On the other hand, since λ0+l0 = nℓ−L≥1−Λ≥1, monomials m contribute,
after the substitution of αi by µai for i ∈ J0, kK in m, to a monomial m̃

defined only by the data T , c, (w1, . . . , wk), and C≥k+1, where for all i ≥ 0,
wi = λi + li, and according to (10), the sequence (w1, . . . , wk) verifies

w1 + 2w2 + · · ·+ kwk = r − 1−W≥k+1.

Also notice that

w0 = λ0 + l0 = nℓ − w1 − · · · −wk − Λ≥k+1 − L≥k+1.

Remark 3.3. By Proposition 2.12, in case Λ+L− c+1 < 0, the coefficient
of m is zero, so we may assume that Λ + L− c+ 1 ≥ 0.

Remark 3.4. By Proposition 2.10 (2) the entry at row 1 and column 1 of
Mnℓ,T · KT is

(25) αt1−1
0 a

nℓ−(t1−1)
0 = µt1−1anℓ

0 ,
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and by (23) a monomial m̃ at row r and column c in Mnℓ,T · KT is of form

(26) m̃ = µλ0+...+λkaw0
0 · · · awk

k α
λk+1

k+1 · · ·αλD1−ν

D1−ν a
lk+1

k+1 · · · a
lD2−ν

D2−ν ,

coming, after the use of (21), from monomials (at same row r and same

column c) m = αλ0
0 · · ·αλD1−ν

D1−ν al00 · · · alD2−ν

D2−ν , where wi = λi + li, and where

(27) (l1, . . . , lk) ∈ J0, w1K × · · · × J0, wkK.

Proposition 3.5. With the notation above, the entry at column c and row
r ∈ J1, (k+1)c−kK in the matrix Mnℓ,T ·KT is zero for 1 ≤ r < (k+1)c−k,
and for r = (k + 1)c − k this entry is the nonzero constant

(28)
µtc−c

(c− 1)!K{t1 ,...,tc},tc

anℓ−c+1
0 (αk+1 − µak+1)

c−1.

Proof. A monomial m̃ as in (26) of Remark 3.4 depends only on the choice
of w1, . . . , wk and C≥k+1, as pointed out in Remark 3.2. So we fix a choice
of data w1, . . . , wk, C≥k+1 with w1 + 2w2 + · · ·+ kwk = r − 1−W≥k+1. On
the other hand, the monomial m̃ comes from all monomials m as in Remark
3.4, parameterized by (l1, . . . , lk) ∈ J0, w1K × · · · × J0, wkK, and Proposition
2.12 gives the coefficient coeffm of m at row r and column c in Mnℓ,T · KT .

Two cases may then happen:

(1) We first consider the case w1 = · · · = wk = 0, that is to say that the
monomial m̃ is given by a monomial m, where λ1 = · · · = λk = l1 =
· · · = lk = 0. It implies in particular that

(29) Λ+ L = Λ≥k+1 + L≥k+1 ≤ W≥k+1/(k + 1) = (r − 1)/(k + 1).

So, since c ≥ (r + k)/(k + 1),

(30) 0 ≤ Λ+ L− c+ 1 ≤ r − 1

k + 1
− r + k

k + 1
+ 1 = 0.

Consequently inequalities (29) and (30) are equalities. In particular
λk+1+ lk+1 = c−1 and for all i ≥ 1, if i 6= k+1 we have λi = li = 0.
Moreover there is a unique monomial m which gives m̃. Its coefficient
is by (18) of Proposition 2.12

µλ0σ0kc−1 = µtc−1−λk+1
(−1)lk+1

lk+1!λk+1!K{t1,...,tc},tc

.
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There are exactly c such monomials m̃ (we can choose the values of
λk+1 and lk+1). The sum of these monomials is

c−1∑

lk+1=0

µtc−c+lk+1
(−1)lk+1

lk+1!(c− 1− lk+1)!K{t1 ,...,tc},tc

a0
nℓ−c+1α

c−1−lk+1

k+1 ak+1
lk+1

=
µtc−c

(c− 1)!K{t1 ,...,tc},tc

anℓ−c+1
0

c−1∑

lk+1=0

(
c− 1

lk+1

)
α
c−1−lk+1

k+1 (−µak+1)
lk+1

=
µtc−c

(c− 1)!K{t1 ,...,tc},tc

anℓ−c+1
0 (αk+1 − µak+1)

c−1.

(2) Otherwise, some wi is not zero where 1 ≤ i ≤ k. By fixing the
monomial m̃, we already fixed C≥k+1, while (l1, . . . , lk) ∈ J0, w1K ×
· · · × J0, wkK. The coefficient of a monomial m which gives m̃ is given
by (18) of Proposition 2.12, and is

coeffm = σΛ+L−c+1kc−1 + · · ·+ σ0kΛ+L

where

kp =
Kp

K{t1,...,tc},tc

and

σp =
(−1)p+L

Λ!L!
σp(1, 2, . . . ,Λ, nℓ + 2− L, . . . , nℓ + 1)

with

Kc−1 = 1 and Kp =
c∑

j=1

tpjK{t1,...,tc},tj when p ≥ c.

Since (l1, . . . , lk) is going through the box B = J0, w1K × · · · ×
J0, wkK, coeffm̃

is

K̃
∑

l∈B

(−1)l1+···+lk

(
w1

l1

)
· · ·
(
wk

lk

) Λ+L−c+1∑

p=0

(−1)p(31)

×KΛ+L−pσp(1, . . . ,Λ, nℓ + 2− L, . . . , nℓ + 1),

with

K̃ =
(−1)L≥k+1

Λ≥k+1!L≥k+1!(w1!) · · · (wk!)K{t1,...,tc},tc

.

By Lemma 2.13, for any i, σi(1, . . . ,Λ, nℓ + 2 − L, . . . , nℓ + 1) is a
polynomial in l1 + · · ·+ lk of degree at most i. So,

Λ+L−c+1∑

p=0

(−1)pKΛ+L−pσp(1, . . . ,Λ, nℓ + 2− L, . . . , nℓ + 1)
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is a k-variate polynomial in (l1, . . . , lk) of total degree at most Λ +
L− c+ 1.

Finally, we have

(k + 1)(c − 1) ≥ r − 1 = W≥0

≥ w1 + 2w2 + · · · + kwk + (k + 1)(Λ≥k+1 + L≥k+1).

It implies

Λ+ L− (c− 1) ≤ kw1 + (k − 1)w2 + · · ·+ wk

k + 1
< w1 + · · · + wk

since we assumed that one of the wi is nonzero. By Lemma 2.7, the
expression (31) above cancels. �

Remark 3.6. In case P1 = µP2, all columns of Mnℓ,T are linearly dependent.
In the first row, only the entry of the first column is nonzero. Therefore, all
columns but the first one in Mnℓ,T · KT have zero for entries.

4. Lacunary curves

From now on, we consider that the polynomial Qλ =
∑m

i=1 λiQi is la-
cunary, in the sense that the family of parameters λ = (λ1, . . . , λm) has
zeros at prescribed places, and of course we then omit those zero param-
eters. We still denote by d the degree of Qλ, and by m(= md ≤ d + 1)
the number of (nonzero) parameters of the family λ. We still denote by
n0 < n1 < · · · < nℓ < . . . < nℓd = d the sequence of ℓd degrees of the
monomials Qi appearing in Qλ. In addition, we return to the general case
ν1 ≥ ν2 = ν.

We have already considered in the previous sections some general choice
of coefficients appearing in Qλ, by selecting, for ℓ ∈ J0, ℓdK, τℓ columns Tℓ =
{tℓ,1, . . . , tℓ,τℓ} ⊂ {1, . . . , nℓ + 1}, with tℓ,1 < · · · < tℓ,τℓ , in the block Mnℓ

,

corresponding to the specific monomials Xtℓ,i−1Y nℓ−(tℓ,i−1), i = 1, . . . , τℓ, of
degree nℓ, a choice giving rise to the notation Mnℓ,Tℓ

for the blocks of the
Bautin matrix MT0,...,Tℓd

(see Notation 2.8).

Definition 4.1. With this notation we say that the data

(d, ℓd, n0, . . . , nℓd , τ0, . . . , τℓd , t0,1, . . . tℓd,τℓd ).

are the lacunarity diagram of Qλ.

Notation 4.2. For any ℓ ∈ J0, ℓdK, we denote by Qλ,nℓ
the homogeneous

part of degree nℓ of the polynomial Qλ. With the notation above we have

Qλ,nℓ
(X,Y ) =

τℓ∑

i=1

λℓ,iX
tℓ,i−1Y nℓ−(tℓ,i−1),

and ℓd + 1 is the number of homogeneous polynomials in Qλ. The number
m of parameters of the family Qλ is

m = τ0 + · · ·+ τℓd ≤ (n0 + 1) + · · ·+ (nℓd + 1).
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We set for ℓ ∈ J0, ℓdK,

ν̄ℓ =(tℓ,1 − 1)ν1 + (nℓ − (tℓ,1 − 1))ν2,

and ν̃ℓ =(tℓ,τℓ − 1)ν1 + (nℓ − (tℓ,τℓ − 1))ν2.

The first lacunarity condition we consider is a condition insuring that the
Bautin blocks Mnℓ,T do not encounter each other at some line in the Bautin
matrix MT0,...,Tℓd

. Since, for ℓ ∈ J0, ℓdK, the block Mnℓ,Tℓ
might contribute

in fλ at least to degree νnℓ and at most to degree nℓD, a first convenient
condition is the following arithmetic progression for our degrees n0, . . . , nℓd

(L1) ∀ℓ ∈ J0, ℓd − 1K, νnℓ+1 > nℓD.

More accurately, with Notation 4.2, for ℓ ∈ J0, ℓdK, the block Mnℓ,Tℓ
con-

tributes in fλ at least to degree ν̄ℓ.
Moreover we allow that two blocks Mnℓ1

,T and Mnℓ2
,T (with ℓ1 < ℓ2)

encounter at a same row r if the rows above r in Mnℓ1
,T are already of full

rank. Consequently the sharper, but more involved, conditions insuring that
our blocks do no intersect, are

in the case ν1 = ν2, ∀ℓ ∈ J0, ℓd − 1K, νnℓ+1 > νnℓ + (k + 1)(τℓ − 1),
(L2a)

in the case ν1 6= ν2, ∀ℓ ∈ J0, ℓd − 1K, ν̄ℓ+1 > ν̃ℓ

(L2b)

where we recall that k is defined as the largest integer such that (α0, . . . , αk) =
µ · (a0, . . . , ak) for some µ ∈ C \ {0}.

We can even refine hypotheses (L2a) and (L2b), in the sense that we can
allow more polynomials, under the following refined lacunarity conditions
(L3a) and (L3b).

Indeed in the case ν1 = ν2, after triangulation (obtained by a columns
operation) of a Bautin block Mnℓ,Tℓ

· KTℓ
, the leading entries of the column

echelon form appear on rows {ν̄ℓ + i · (k + 1) | 0 ≤ i < τℓ}. Consequently,
the following hypothesis is sufficient to ensure the different selected rows of
each block do not overlap
(L3a)
∀(ℓ, ℓ′) ∈ J0, ℓdK

2, ℓ > ℓ′ and ν̄ℓ = ν̄ℓ′ [mod k+1] =⇒ ν̄ℓ > ν̄ℓ′+(k+1)(τℓ′−1).

In the other case, ν1 6= ν2, the rows which are linearly independent of the
previous ones (see Remark 2.9) of a block Mnℓ,Tℓ

are the rows {(tℓ,i− 1)ν1+
(nℓ− (tℓ,i− 1))ν2 | i ∈ J1, τℓK}. Given Qλ and a pair of polynomials (P1, P2),
one can directly check whether two such rows of different blocks coincide,
and the proof still works if it is not the case. Noticing that the gap between
two such rows of a same block is always a multiple of |ν1 − ν2|, one can still
set this sufficient hypothesis
(L3b)

∀(ℓ, ℓ′) ∈ J0, ℓdK
2, (ℓ > ℓ′ and ν̄ℓ = ν̄ℓ′ [mod |ν1 − ν2|]) =⇒ (ν̄ℓ > ν̃ℓ′).
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Remark 4.3. Under condition (L1), (L2a), (L2b), (L3a), or (L3b), we have
λ ∈ Lb, that is to say Qλ(P1, P2) = 0, if and only if for any ℓ ∈ J0, ℓdK,
Qλ,nℓ

(P1, P2) = 0.

5. Zeros of families of lacunary curves

Using the notation of Section 2, let us consider a basis (vi1 , . . . , viσ) with
S = {i1, . . . , iσ} ⊆ {0, . . . , b}, of the space of linear forms vanishing on Lb,
chosen among the elements of the family (v0, . . . , vb).

For any form vj(λ) =
∑m

i=1 c
i
jλi, since vj ∈ Span((vk)k∈S), there exist

γi1j , . . . , γiσj ∈ C and c̃ such that

(32) vj(λ) =
∑

k∈S

γkj vk(λ), |γkj | ≤ c̃ ‖vj‖.

where ‖vj‖ = maxi=1,...,m |cij |.

Remark 5.1. We have σ = dim(Span((vk)k∈S) = m− dim(Lb).

Notation 5.2. We denote by c = c(fλ, S) > 0 the minimum of the constants
c̃ satisfying (32).

With the notation of Section 1, in this section we estimate from above the
number of zeros of fλ in a disc, following [20] and [7]. To fix notation, and
for the convenience of the reader, we recall and adapt the method to our
situation.

Definition 5.3 (Bernstein class). Let r > 0, α ∈]0, 1[, K > 0 and f be a
nonzero analytic function on a neighbourhood of the closed disc D̄r. We say
that f belongs to the Bernstein class B1

r,α,K when

maxD̄r
|f |

maxD̄αr
|f | ≤ K.

Now let the family Qi, i = 1, . . . ,m be given, and let the Bautin index b as
in Section 1. For any r < R and any α ∈ ]0, 1[, we denote by µ the maximum
of |fλ| over the closed disk D̄αr. By (4) we get for all i, |vi| ≤ µ/(αr)i. Hence,
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following the proof of Theorem 2.1.3 in [20], by (32) and using again (4),

max
D̄r

(|fλ|) ≤
b∑

i=0

|vi(λ)|ri +
∑

j≥b+1

|vj(λ)|rj(33)

≤ µ

b∑

i=0

ri

(αr)i
+
∑

j≥b+1

∑

k∈S

|γkj ||vk(λ)|Rj
( r

R

)j

≤ µ

αb

1− αb+1

1− α
+
∑

j≥b+1

∑

k∈S

c

(
Rj max

i=1,...,m
|cij |
)
|vk(λ)|

( r

R

)j

≤ µ

αb

1− αb+1

1− α
+BRc

∑

k∈S

|vk(λ)|
∑

j≥b+1

( r

R

)j

≤ µ

αb

1− αb+1

1− α
+BRc

(r/R)b+1

1− r/R
µ
∑

k∈S

1

(αr)k

≤ µ

αb

(
1 +

α(1 − αb)

1− α
+

BRcr

Rb+1(1− r/R)

∑

k∈S

(αr)b−k

)
.

Let us introduce σ̄ρ =
∑

k∈S ρb−k. We have

(34) σ̄ρ ≤





1−ρσ

1−ρ if ρ < 1,

σ if ρ = 1,

ρb+1 1−1/ρσ

ρ−1 if ρ > 1.

It follows that for λ 6∈ Lb, fλ ∈ B1
r,α,K with

(35) K =
1

αb

(
1 +

α(1− αb)

1− α
+

BRcrσ̄αr
Rb+1(1− r/R)

)
.

We can now give in Theorem 5.5 (in the same way as [20, Lemma 2.2.3])
a bound from above on the number of zeros of fλ in D̄R/4, using the follow-
ing Jensen–Nevanlinna-type inequality (see [23, Lemma 1], or [24] for other
proofs of statements comparable to (2) of Theorem 5.5 below).

Theorem 5.4. Let fλ ∈ B1
r,α,K , then the number of zeros of fλ in D̄αr is at

most
logK

log((1 + α2)/2α)
.

Theorem 5.5. Zeros being counted with multiplicity, we have the following
uniform bounds.

(1) The maximal number of zeros of fλ, with respect to λ 6∈ Lb, in the
disk D̄R

4
, is at most

5b log 2 + 5 log(2Rb +BRcσ̄R/4)− 5b log(R).
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(2) The maximal number of zeros of fλ, with respect to λ 6∈ Lb, is at
most b in D̄ρ, where

ρ ≤ R

8b max(2, BRcσ̄R/4/Rb)
.

Proof. Since for λ 6∈ Lb, fλ ∈ B1
r,α,K for any r < R and any α ∈]0, 1[, and

for K as in (35), choosing r = R/2 and α = 1/2, one gets K ≤ 2b(2 +
BRcσ̄R/4/R

b}). By Theorem 5.4, one obtains that the number of zeros in

D̄R
4

is at most

1

log 5/4

(
b log 2 + log

(
2 +

BRcσ̄R/4

Rb

))

≤ 5b log 2 + 5 log(2Rb +BRcσ̄R/4)− 5b log(R).

The second bound in the statement comes from [20, Lemma 2.2.3]. �

The next step consists now in the search of a bound from above for the
constants b, c and σ appearing in Theorem 5.5. All the information we need
is encoded in the rank σ matrix M(fλ) = (cik), k = 0, . . . , b, i = 1, . . . ,m,
with b+ 1 lines and m columns.

Notation 5.6. We will denote by δ > 0 the maximum of the absolute value
of all nonzero minor determinants of size σ of the Bautin matrix M(fλ).

We give below an estimate of the constant c, and then of Z(fλ).

Proposition 5.7 ([7, Proposition 2.11]). Let fλ be given as above, with
λ 6∈ Lb. Then

c(fλ) ≤ σ
(BR

√
σ)σ−1

δRβ(σ−1)
,

where β = b if R ≤ 1 and β = σ/2 if R ≥ 1.
In the disk D̄R

4
, the maximal number Z(fλ) of zeros of the family fλ, with

respect to the parameter λ, satisfies

Z(fλ) ≤ 5b log 2 + 5 log

(
2 +

σ
σ+1
2 Bσ

Rσ̄R/4

δRbσ

)
if R ≤ 1,

and Z(fλ) ≤ 5b log 2 + 5 log

(
2 +

σ
σ+1
2 Bσ

Rσ̄R/4

δRb+σ
2
(σ−1)

)
if R ≥ 1.

Proof. The proof of the bound on c(fλ) is the same as the one of [7, Propo-
sition 2.11]. The proof of the bounds on Z(fλ) is then a consequence of
Theorem 5.5. �

Remark 5.8. Since fλ(z) = 0 for any z ∈ D̄R is equivalent to fλ(Rz) = 0
for any z ∈ D̄1, a uniform bound with respect to λ 6∈ Lb(fλ(Rz)) on the
zeros of fλ(Rz) in D̄ 1

4
gives a uniform bound with respect to λ 6∈ Lb(fλ(z))

on the zeros of fλ(z) in D̄R
4
.
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If we denote by P̃ the polynomial mapping
P

MR
, with notation (1) and (2),

we have a bijection between Lb(f̃λ = Qλ(P̃ )) and Lb(fλ) sending (λi)i=1,...,m

to

(
λi

Mdi
R

)

i=1,...,m

, where di is the degree of the monomial Qi correspond-

ing to the parameter λi. In consequence a uniform bound, with respect to

λ 6∈ Lb(f̃λ), on the zeros of f̃λ = Qλ(P ) in D̄R
4

gives a uniform bound,

with respect to λ 6∈ Lb(fλ), on the zeros of fλ in D̄R
4
. Notice that in this

situation since P̃ has its components bounded by 1 on D̄R, for any monomial
Qi, Qi(P ) is also bounded by 1 on D̄R.

In conclusion to bound the number of zeros of fλ, with respect to λ 6∈
Lb(fλ), we can always consider that R = BR = 1, up to changing the
polynomial mapping P (X) into the polynomial mapping (of same degree D)
P (RX)/maxz∈D̄1,i=1,2 |Pi(Rz)|.

Remark 5.8 allows us to only investigate the case R = BR = 1 without
loss of generality. By Proposition 5.7 we obtain in this case (since by (34),
we have σ̄1/4 ≤ 4/3) the following simple bound for Z(fλ).

Corollary 5.9. Let a family fλ be given as in (3), with R = BR = 1, then
the maximal number Z(fλ) of zeros of fλ in D̄ 1

4
, with respect to λ 6∈ Lb,

satisfies

Z(fλ) ≤ 5b log 2 + 5 log

(
2 +

4σ
σ+1
2

3δ

)
.

Furthermore, the maximal number of zeros of fλ, with respect to λ 6∈ Lb, is
at most b in D̄ρ, where

ρ =
1

8b max{2, 4c/3} ≥ 1

8b
min

{
1

2
,

3δ

4σ
σ+1
2

}
.

Remark 5.10. Under condition (L1), we can improve on the bound on
Z(fλ) of Corollary 5.9 by giving a better estimate on the constants γkj ,

where j > b, in (33). Indeed, we can improve on arguments of the proof of
Proposition 5.7 in the following way. By condition (L1), for j > b, the linear
form vj is a linear combination of the vk where k is in the set Sℓd which is
the intersection of S (introduced in the beginning of this section) and of the
indices k satisfying k ≥ ν̄ℓd −1 (that is to say, the coefficients of vk are given
by the last block Mnℓd

,Tℓd
of the Bautin matrix MT0,...,Tℓd

, see Notation 2.8).

Working with these parameters in the proof of Proposition 5.7, gives the
same bound with σ replaced by τℓd and δ replaced by the determinant of the
upper τℓd × τℓd minor of Mnℓd

,Tℓd
.

In view of Corollary 5.9, we compute in this section the Bautin index b, the
dimension σ and the determinant δ. All those data are related to the Bautin
matrix MT0,...,Tℓd

(see Notation 2.8), and thanks to (L1), (L2a), (L2b), (L3a)
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or (L3b), they can be computed on the blocks Mnℓ
, ℓ = 0, . . . , ℓd. Moreover

for each block Mnℓ
we can perform our computation on the reduced matrix

Mnℓ,Tℓ
· KTℓ

, since our triangulation process does not change the rank nor δ.

Proposition 5.11 (Value of σ). Under condition (L1), (L2a), (L2b), (L3a)
or (L3b), we have

dim(Lb) = 0 and σ = m = τ0 + · · · + τℓd ,

unless P1 and P2 are proportional, in which case

dim(Lb) = τ0 + · · ·+ τℓd − (ℓd + 1) and σ = ℓd + 1.

In particular, in case P1 and P2 are not proportional, condition (L1),
(L2a), (L2b), (L3a) or (L3b) guarantees that (P1, P2)(C) ∩ {Qλ = 0} is a
finite set.

Proof. In case P1 and P2 are proportional, by Remark 3.6, any block Mnℓ,Tℓ

contributes for only one linear form in a basis of linear forms of Span(v0, . . . , vb).
It follows that σ is the number of blocks, that is ℓd + 1.

Finally, in case P1 and P2 are not proportional, no parameter λ 6= 0
can cancel Qλ(P1, P2), showing that dim(Lb) = 0, and by Remark 5.1, that
σ = m− dim(Lb) = τ0 + · · ·+ τℓd . �

Proposition 5.12 (Value of b). Under condition (L1), (L2a), (L2b), (L3a)
or (L3b), with the notation of Notation 4.2 and (21), we have

(36) for ν1 6= ν2, b = max
ℓ∈J0,ℓdK

(ν̃ℓ) ,

(37) and for ν1 = ν2 = ν, b = max
ℓ∈J0,ℓdK

(νnℓ + (k + 1)(τℓ − 1)) ,

unless P1 and P2 are proportional, in which case

(38) b = ν̄ℓd = νd.

Notice that under conditions (L1), (L2a), or (L2b), both maxima are
achieved for ℓ = ℓd.

Proof. The Bautin index b is the lowest row b + 1 in the Bautin matrix
MT0,...,Tℓd

, corresponding to the coefficients of the linear form vb, where vb 6∈
Span(v0, . . . , vb−1). Under condition (L1), (L2a), or (L2b) this last row has
to be found in the last block Mnℓd

,Tℓd
of MT0,...,Tℓd

. This last block starts at

row ν̄ℓd + 1 of MT0,...,Tℓd
, corresponding to the coefficients of vν̄ℓd .

- Let us first assume that P1 and P2 are not proportional. In this
situation, we have two sub-cases.

- The first one is the case where the multiplicities ν1 and ν2 of P1

and P2 are not the same. Then by Remark 2.9 the last row in
Mnℓd

,Tℓd
independent of the highest ones is the row correspond-

ing to vν̃ℓd
. So b = ν̃ℓd .
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- The second sub-case is the case where ν1 = ν2. In this situation,
let us denote by k ∈ J0,min(D1,D2) − νK the largest integer
such that the k-jets of P1 and P2 are proportional, accordingly
to (21). By Proposition 3.5, the row (k + 1)τℓd − k of the block
Mnℓd

,Tℓd
, corresponding to the coefficients of the linear form

vν̄ℓd+(k+1)τℓd−k−1, is independent of the other highest rows, and

the other lowest rows are not independent of those (k+1)τℓd −k
first ones. In conclusion, b = ν̄ℓd + (k + 1)τℓd − k − 1 = νnℓd +
(k + 1)(τℓd − 1).

- In case P1 and P2 are proportional, as noticed in Remark 3.6, all
columns of Mnℓd

,Tℓd
but the first one have only zero for entries, mean-

ing that in this situation b = ν̄ℓd = nℓdν = νd.

Under condition (L3a) or (L3b), the proof is similar by replacing ℓd by re-
spectively argmaxℓ(ν̃ℓ) or argmaxℓ(ν̄ℓ + (k + 1)τℓ). �

We finally give a bound from above of δ, the maximum of the absolute
value of all nonzero minor of size σ of MT0,...,Tℓd

(see Notation 5.6). For this

we first fix some notation.

Notation 5.13. In the case where ν1 = ν2, with notation (21), we set

δ̄k = αk+1 − µak+1, ℓe = argmaxℓ(ν̄ℓ + (k + 1)τℓ).

In the case where ν1 6= ν2, we set ℓe = argmaxℓ(ν̃ℓ). And in both cases, we
set, for ℓ ∈ J0, ℓdK,

t̄ℓ =
∑

i∈J1,τℓK

tℓ,i, t̄ =
∑

ℓ∈J0,ℓdK

t̄ℓ, t̄′1 =
∑

ℓ∈J0,ℓdK

t̄ℓ,1,

n̄ =
∑

i∈J0,ℓdK

nℓ, τn =
∑

ℓ∈J0,ℓdK

τℓnℓ,

Cℓ =
1∏

i∈J1,τℓK
(i− 1)!

∏
i∈J1,τℓK

|K{tℓ,1,...,tℓ,i},tℓ,i |
, C̄ =

∏

ℓ∈J0,ℓdK

Cℓ.

We finally recall that, m being the number of parameters of our family Qλ,

m =

ℓd∑

ℓ=0

τℓ, and we set τ̄ =
∑

ℓ∈J0,ℓdK

τℓ(τℓ + 1)

2
, τ̄ ′ =

∑

ℓ∈J0,ℓdK

τℓ(τℓ − 1)

2
.

Proposition 5.14 (Value of δ). Under condition (L1), (L2a), (L2b), (L3a)
or (L3b), with the notation of Notation 4.2, 5.13 and (21), we have for
ν1 6= ν2,

(39) δ ≥ |α0|t̄−m|a0|τn−(t̄−m),

and for ν1 = ν2,

(40) δ ≥ C̄|µ|t̄−τ̄ |a0|τn−τ̄ ′ |δ̄k|τ̄
′
,
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unless P1 and P2 are proportional, in which case

(41) δ ≥ |µ|t̄′1−(ℓd+1)|a0|n̄.
Under condition L1, more accurately, instead of δ one can take in Corol-

lary 5.9 the following bounds: for ν1 6= ν2,

(42) |α0|t̄ℓd−τℓd |a0|τℓdnℓd
+τℓd−t̄ℓd ,

and for ν1 = ν2,

(43) Cℓd |µ|t̄ℓd−
τℓd

(τℓd
+1)

2 |a0|τℓdnℓd
−

τℓd
(τℓd

−1)

2 |δ̄k|
τℓd

(τℓd
−1)

2 ,

unless P1 and P2 are proportional, in which case

(44) |µ|tℓd,1−1|a0|nℓd .

Proof. Under condition (L1), (L2a), (L2b), (L3a) or (L3b), a nonzero minor
of maximal size σ of the Bautin matrix MT0,...,Tℓd

is given as the product,

over ℓ ∈ J0, ℓdK, of nonzero minors δℓ of maximal size chosen in each block
Mnℓ,Tℓ

(as long as the rows of the minor δℓ do not overlap the blocks Mnℓ′ ,Tℓ′

for ℓ′ > ℓ). Moreover if needed, we can choose δℓ in the reduced matrix
Mnℓ,Tℓ

· KTℓ
.

- Let us first assume that P1 and P2 are not proportional. In this
situation, as in the proof of Proposition 5.12, we have two sub-cases.

- The first one is the case where the multiplicities ν1 and ν2 of
P1 and P2 are not the same. Let us fix ℓ ∈ J0, ℓdK. Then by
Remark 2.9, the columns of the block Mnℓ,Tℓ

are shifted down by
zero-columns, and the first upper nonzero coefficient in column

i ∈ J1, τℓK, is α
tℓ,i−1
0 a

nℓ−(tℓ,i−1)
0 . We can therefore choose

δℓ = |α0|
∑

i∈J1,τℓK tℓ,i−τℓ |a0|τℓnℓ−
(∑

i∈J1,τℓK tℓ,i−τℓ

)

,

giving, with Notation 5.13, the following bound from below for
δ ∏

ℓ∈J0,ℓdK

δℓ = |α0|t̄−m|a0|τn−(t̄−m).

- The second sub-case is the case where ν1 = ν2. In this situation,
let us denote by k ∈ J0,min(D1,D2) − νK the largest integer
such that the k-jets of P1 and P2 are proportional, accordingly
to (21). Let us fix ℓ ∈ J0, ℓdK. By Proposition 3.5, in the block
Mnℓ,Tℓ

· KTℓ
we can choose the rows (k + 1)i − k, for i ∈ J1, τℓK

to compute δℓ. We obtain by (28), with Notation 5.13,

δℓ = Cℓ|µ|t̄ℓ−
τℓ(τℓ+1)

2 |a0|τℓnℓ−
τℓ(τℓ−1)

2 |δ̄k|
τℓ(τℓ−1)

2 ,

giving the following bound from below for δ
∏

ℓ∈J0,ℓdK

δℓ = C̄|µ|t̄−τ̄ |a0|τn−τ̄ ′ |δ̄k|τ̄
′
.
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- In case P1 and P2 are proportional, using Remark 3.6, all columns of
Mnℓd

,Tℓd
but the first one have only zero for entries. We then choose,

for each ℓ ∈ J0, ℓdK, in each block Mnℓ,Tℓ
, the first row, having for

only nonzero coefficient µtℓ,1−1anℓ
0 by (25). This gives, with Notation

5.13, the following bound from below for δ
∏

ℓ∈J0,ℓdK

|µ|tℓ,1−1anℓ
0 = |µ|t̄′1−(ℓd+1)|a0|n̄.

Under condition L1, we can take δℓd in each case above as the final bound.
�

We now combine Propositions 5.11, 5.12 and 5.14 with Corollary 5.9 to
give bounds for the number of intersection points, near the origin, between
the zero set of a family of lacunary polynomials and a given polynomially
parametrized algebraic curve. Those bounds are given in terms of the data
that explicitly quantify the lacunarity: the number of monomials appearing
in the family, the degree of those monomials, and the particular choices made
among monomials of a given degree.

Theorem 5.15. Let a family fλ be given as in (3), with R = BR = 1 and
m ≥ 2. Under condition (L1), (L2a), (L2b) (L3a) or (L3b), with the notation
of Notation 4.2, 5.13 and (21), denoting by Z(fλ) the maximal number of
zeros of fλ in D̄ 1

4
, with respect to λ 6∈ Lb, we have, for P1 and P2 not

proportional,

(1) in the case where ν1 6= ν2,

Z(fλ) ≤ 5(ν̃ℓe + 1) log 2 +
5

2
(m+ 1) logm

+ 5(t̄−m) log

(
1

|α0|

)
+ 5(τn− (t̄−m)) log

(
1

|a0|

)

= O(dm),

and the maximal number of zeros of fλ, with respect to λ 6= 0, is at
most ν̃ℓe in D̄ρ, where

ρ =
3

4 · 8ν̃ℓe
|α0|t̄−m|a0|τn−(t̄−m)

m
m+1

2

.

(2) In the case where ν1 = ν2,

Z(fλ) ≤ 5(ν̄ℓe + (k + 1)(τℓe − 1)) log 2

+ 5 log

(
2 +

4m
m+1

2

3C̄|µ|t̄−τ̄ |a0|τn−τ̄ ′ |δ̄k|τ̄ ′

)

= O(dm),
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and the maximal number of zeros of fλ, with respect to λ 6= 0, is
at most νnℓe in D̄ρ, where

ρ =
3

4 · 8νnℓe+(k+1)(τℓe−1)
min

{
2

3
,
C̄|µ|t̄−τ̄ |a0|τn−τ̄ ′ |δ̄k|τ̄

′

m
m+1

2

}
.

Remark 5.16. The rational curves (P1, P2) and (P2, P1) are symmetric in
the plane. Given a lacunary polynomial Qλ(X,Y ), the number of intersec-
tion points between (P1, P2) and Qλ = 0 is the same as the number of inter-
section points between (P2, P1) and Qλ(Y,X) = 0. Exchanging X and Y in
Qλ changes the numbering (t0,1, . . . , tℓd,τℓd ) of the columns in the following

way: In a block Mnℓ,Tℓ
, the number t̄ℓ becomes (nℓ + 1)τℓ − t̄ℓ. The bounds

on Z(fλ) and ρ in Theorem 5.15 are unaffected under this transformation.

Proof. We consider the two cases separately.

(1) Let us first consider the case where ν1 6= ν2.
By Proposition 5.11 we have σ = m, by (36) we have b = ν̃ℓe , and

by (39) δ ≥ |α0|t̄−m|a0|τn−(t̄−m). By Corollary 5.9 we deduce that

Z(fλ) ≤ 5ν̃ℓe log 2 + 5 log

(
2 +

4m
m+1

2

3|α0|t̄−m|a0|τn−(t̄−m)

)
.

Notice that since m ≥ 2 and by Cauchy estimate |α0| and |a0| are
bounded from above by 1, we have

m
m+1

2

|α0|t̄−m|a0|τn−(t̄−m)
≥ 2

√
2,

and therefore

2 +
4

3

m
m+1

2

|α0|t̄−m|a0|τn−(t̄−m)
≤ 3

√
2 + 8

6

m
m+1

2

|α0|t̄−m|a0|τn−(t̄−m)
.

Recall that the constant 5 is in fact an approximation from above of
1/ log(5/4). Since we have

log((3
√
2 + 8)/6)

log(5/4)
< 5 log 2,

we can get the following bound from above for Z(fλ)

Z(fλ) ≤ 5 log 2(ν̃ℓe + 1) +
5

2
(m+ 1) logm

+ 5(t̄−m) log

(
1

|α0|

)
+ 5(τn− (t̄−m)) log

(
1

|a0|

)
.

Applying the second part of Corollary 5.9 we immediately obtain
that the maximal number of zeros of fλ, with respect to λ 6= 0, is at
most ν̃ℓe in D̄ρ, where

ρ =
1

8ν̃ℓe

3|α0|t̄−m|a0|τn−(t̄−m)

4m
m+1

2

.
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(2) In the subcase where ν1 = ν2, by Proposition 5.11 we still have
σ = m, by (37) we have b = ν̄ℓe + (k + 1)(τℓe − 1), and by (40)

δ ≥ C̄|µ|t̄−τ̄ |a0|τn−τ̄ ′ |δ̄k|τ̄
′
. Then Corollary 5.9 gives immediately the

bounds in our statement for Z(fλ) and ρ. �

In fact under condition L1, we can directly improve the bounds from the
previous Theorem by replacing σ by τℓd and the bounds on δ by the bounds
given in the second part of Proposition 5.14.

Theorem 5.17. Let a family fλ be given as in (3), with R = BR = 1.
Under condition (L1), denoting by Z(fλ) the maximal number of zeros of fλ
in D̄ 1

4
, with respect to λ 6∈ Lb, we have, for P1 and P2 not proportional,

(1) in the case where ν1 6= ν2,

Z(fλ) ≤ 5ν̃ℓd log 2 + 5 log


2 +

4τ
τℓd

+1

2
ℓd

3|α0|t̄ℓd−τℓd |a0|τℓdd−(t̄ℓd−τℓd)




= O(dτℓd),

and the maximal number of zeros of fλ, with respect to λ 6= 0, is at
most ν̃ℓd in D̄ρ, where

ρ =
3

4 · 8ν̃ℓd
|α0|t̄ℓd−τℓd |a0|τℓdd−(t̄ℓd−τℓd )

τ
τℓd

+1

2
ℓd

.

(2) In the case where ν1 = ν2,

Z(fλ) ≤ 5(νd+ (k + 1)(τℓd − 1)) log 2

+ 5 log


2 +

4τ
τℓd

+1

2
ℓd

3Cℓd |µ|t̄ℓd−
τℓd

(τℓd
+1)

2 |a0|τℓdd−
τℓd

(τℓd
−1)

2 |δ̄k|
τℓd

(τℓd
−1)

2




= O(dτℓd),

and the maximal number of zeros of fλ, with respect to λ 6= 0, is at
most νd in D̄ρ, where

ρ =
3

4 · 8νd+(k+1)(τℓd−1)
min




2

3
,
Cℓd |µ|t̄ℓd−

τℓd
(τℓd

+1)

2 |a0|τℓdd−
τℓd

(τℓd
−1)

2 |δ̄k|
τℓd

(τℓd
−1)

2

τ

τℓd
+1

2
ℓd





.

Remark 5.18. The case where P1 and P2 are proportional has no practical
interest, since in this situation (P1, P2) parametrizes a line throughout the
origin. Nevertheless, by sake of exhaustiveness, we give here the form of the
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bound obtained when ℓd ≥ 1:

Z(fλ) ≤ 5 log 2(νd+ 1) +
5

2
(ℓd + 2) log(ℓd + 1)

+ 5(t̄′1 − ℓd − 1) log

(
1

|µ|

)
+ 5n̄ log

(
1

|a0|

)
.

and the maximal number of zeros of fλ, with respect to λ 6∈ Lb, is at most
νd in D̄ρ, where

ρ =
3

4 · 8νd
|µ|t̄′1−(ℓd+1)|a0|n̄

(ℓd + 1)
ℓd+2

2

.

Indeed, in this case by Proposition 5.11 we have σ = ℓd+1, by (38) we have

b = νd, and by (41) δ ≥ |µ|t̄′1−(ℓd+1)|a0|n̄. Since |a0| ≤ 1, |µa0| = |α0| ≤ 1,
and n̄ ≥ t̄′1 − (ℓd + 1), we have δ ≤ 1, and thus

(ℓd + 1)
ℓd+2

2

|µ|t̄′1−(ℓd+1)|a0|n̄
≥ 2

√
2.

Again, applying Corollary 5.9, the same computation as in the case where
ν1 6= ν2 gives the bounds for Z(fλ) and ρ.

Of course, we can again make these bounds more accurate under the
condition (L1) using (44).

Remark 5.19. Let P = (P1, P2) be given, let us fix a lacunarity diagram
(see Definition 4.1) (d, ℓd, n0, . . . , nℓd , τ0, . . . , τℓd , t0,1, . . . tℓd,τℓd ), and let us

choose a particular polynomial Qλ0 with this diagram. The polynomial fλ0 =
Qλ0(P1, P2) being of degree dD, it has dD roots in a disc D̄R ⊂ C, for some
R > 0. Following Remark 5.8, the polynomial mapping

P̂ (z) = P (4Rz)/ max
z∈D̄1,i=1,2

|Pi(4Rz)|

is bounded by 1 on D̄1, and has dD zeros in D̄ 1
4
. It follows that the bounds

given by Theorem 5.15 for Z(fλ), relatively to the particular polynomial P̂
and relative to the particular degree d, are necessarily bigger than the largest

expected bound dD, and consequently, for the particular polynomial P̂ and

the particular degree d, have no interest. This transformation of P into P̂
shows that in order to obtain an interesting bound for Z(fλ), uniform in the
coefficients λ of Qλ, one cannot avoid a dependency on some coefficients of
P1 and P2.

We stress here the fact that our bounds are not only uniform with respect
to the coefficients of the lacunary polynomial Qλ, and explicitly depend on
its lacunarity diagram, but also depend on |α0| and |a0|, quantities which

are modified when one replaces P by P̂ : considering P with |a0| or |α0| too
small gives too large bounds (see for instance Example 5.20 below).

The interest of the bounds provided by Theorem 5.15 lies in particular,
for a fixed choice of P , in the asymptotics they provide with respect to
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lacunarity diagrams, and in particular when d goes to ∞. We give below
such instance of interesting asymptotic bounds.

Example 5.20. Let us fix P1, P2 ∈ C[X], of degree D1 and D2 (with D =
max(D1,D2)) and of multiplicity at least ν ≥ 1 on zero. We then choose a
sequence (parametrized by d ∈ N) of lacunarity diagrams

(Dd)d∈N =
(
d, ℓd, n0, . . . , nℓd = d, τ0, . . . , τℓd , t0,1, . . . tℓd,τℓd

)
d∈N

,

in the following way.

- First of all we choose the sequence of degrees n0, n1, . . . , nℓd = d so
as to satisfy our simplest lacunarity condition (L1)

n0 = 0, n1 = 1, . . . , nℓ = (D + 1)ℓ−1, . . . , nℓd = (D + 1)ℓd−1 = d.

In particular ℓd = 1 +
log(d)

log(D + 1)
.

- Then, we assume that τℓd is bounded by an integer τ independent
of d.

It follows, by Theorem 5.17 (1), in case ν1 6= ν2, that

Z(fλ) ≤ 5 log 2 + 5dmax(ν1, ν2) log 2 +
5

2
(τ + 1) log τ

+ 5

(
τd− τ(τ − 1)

2

)
log

(
1

|α0|

)
+ 5

(
τd− τ(τ − 1)

2

)
log

(
1

|a0|

)
,

∼
d→+∞

5d

(
max(ν1, ν2) log 2 + τ log

(
1

|α0a0|

))
.(45)

As stated in Remark 5.16, we observe in this example the symmetric role of
P1 and P2.

Still by Theorem 5.17 (1), in case ν1 6= ν2, the maximal number of zeros
of fλ is at most dmax(ν1, ν2) in the disc D̄ρ, with

ρ ≥ 3

4 · 8dmax(ν1,ν2)

|α0a0|τd−
τ(τ−1)

2

τ
τ+1
2

.

Noticing that Cℓd ≥ 1, in case ν1 = ν2 = ν, it follows from Theorem 5.17
(2), that our bound on Z(fλ) has the same asymptotics, as d → +∞, as in
the case ν1 6= ν2, namely

5d

(
ν log 2 + τ log

(
1

|α0a0|

))
.(46)

Remark 5.21. The asymptotics (45) and (46) for our bound on Z(fλ),
given in Example 5.20, are better than the maximal number of zeros dD,
only in case

τ log

(
1

|α0a0|

)
<

D

5
−max(ν1, ν2) log 2.
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As already noticed in Remark 5.19, in the situation where |α0a0| is too small,
those bounds have no interest; They depend on a specific choice of (P1, P2).

Remark 5.22. The classical Jensen formula estimating from above the num-
ber of zeros on D̄(0, 1/4), for an analytic function f with initial Taylor mono-
mial w0z

k, gives the bound

k

(
2 +

log(1/|w0|)
log 4

)
+

1

log(4)
log

(
supz∈∂D̄(0,1) |f(z)|

|w0|

)
.

Applied to the family fλ, from this estimate we cannot deduce a uniform
bound with respect to λ, since, in this case, w0 is a linear form in λ.

6. The case of rational curves

We show in this last section how to reduce the case of rational parametriza-
tions, the only situation we considered so far, to the case of polynomial
parametrizations, in order to also get a version of Theorem 5.15 in the gen-
eral case of rational planar curves.

For this, let us consider now the general case of the intersection of the
algebraic curve Q = 0 of C2 and of a rational curve is (P1/V, P2/V ), where
P1, P2, V are in C[X], X divides P1 and P2, gcd(P1, V ) = gcd(P2, V ) = 1,
and P1, P2 are not proportional. In particular, V has a nonzero constant
term, denoted β0.

For bounding the number of zeros of Q(P1/V, P2/V ) following Section 4,
we are reduced to the case where the rational curve is defined on D̄1 and
both functions P1/V and P2/V are bounded by 1 on D̄1 (see Remark 5.8).
By Cauchy’s estimate, |a0/β0| ≤ 1 and |α0/β0| ≤ 1.

As above we set fλ(z) = Qλ(P1(z), P2(z)). Then the Taylor series at
the origin of gλ(z) = Qλ((P1/V, P2/V )(z)) has for coefficients linear forms
vk, k ∈ N, in the parameters λ1, . . . , λm, and we write

gλ(z) =
∑

k≥0

vk(λ)z
k, where vk(λ) =

m∑

i=1

cikλi.

With the notation of the previous sections, for ℓ ∈ J1, ℓdK, let

P I
1 P

nℓ−I
2 (z) =

∑

k≥0

rkz
k and 1/V nℓ(z) =

∑

k≥0

skz
k

the Taylor series at the origin of P I
1 P

nℓ−I
2 and 1/V . In particular s0 =

1/(β0)
nℓ . We then have

P I
1 P

nℓ−I
2

V nℓ
(z) =

∑

k≥0

k∑

j=0

sjrk−jz
k

=
∑

j≥0

sj
∑

k≥0

rkz
k+j.(47)
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Still with the notation of the beginning of Section 5, let us consider the
blocks M(fλ) = Mnℓ,Tℓ

(fλ) and M(gλ) = Mnℓ,Tℓ
(gλ) of the Bautin matrix of

fλ and gλ respectively. The number of rows of M(gλ) is potentially infinite,
and we only consider the b(gλ) first rows of M(gλ). By (47), M(gλ) is a
linear combination of several shifts of M(fλ). More precisely, by denoting

by M̃j the j-th shift of M(fλ), obtained by adding j rows of zeros above

M(fλ), we have that M(gλ) =
∑

j≥0 sjM̃j . In particular, if we consider the
triangular matrix

Gb,nℓ,Tℓ
=




s0 0 · · · 0

s1 s0
...

...
...

. . . 0
sb sb−1 · · · s0


 ,

we get that M(gλ) = Gb,nℓ,Tℓ
· M̃(fλ) where M̃(fλ) is the matrix M(fλ)

truncated or completed with sufficiently many rows of zeros. As s0 is nonzero,
the matrix Gb,nℓ,Tℓ

is inversible. Hence, the parameters b and σ are no altered
by this multiplication and the minor δ is multiplied by sτℓ0 .

Therefore, the matrix obtained by multiplying the full Bautin matrix
MT0,...,Tℓd

(gλ), of the family gλ, on the left by the matrix




0 · · · · · · 0

Gb,n0,T0

...
Gb,n1,T1

...
. . .

...
Gb,nℓ,Tℓ

0 · · · · · · 0




,

where there are exactly ν̄ℓ rows of zeros above the block Gb,nℓ,Tℓ
, have the

same pertinent blocks, from the rank point of view, as MT0,...,Tℓd
(fλ). We

recall that ν̄ℓ was defined in section 5 and represents the number of rows of
zeros above the block Mnℓ,Tℓ

.
Consequently, under conditions (L1), (L2a), and (L2b), Propositions 5.11

(value of σ) and 5.12 (value of b) still stand. Concerning Proposition 5.14,
we now have that for ν1 6= ν2

δ ≥
∣∣∣∣
α0

β0

∣∣∣∣
t̄−m ∣∣∣∣

a0
β0

∣∣∣∣
τn−(t̄−m)

,

and for ν1 = ν2

δ ≥ C̄|µ|t̄−τ̄

∣∣∣∣
a0
β0

∣∣∣∣
τn−τ̄ ′ ∣∣∣∣

δ̄k
β0

∣∣∣∣
τ̄ ′

.

Similarly to Theorem 5.15, using |a0/β0| ≤ 1 and |α0/β0| ≤ 1, we obtain
that under conditions (L1), (L2a), and (L2b), for m ≥ 2, the maximal number
of zeros of gλ in D1/4 is bounded
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- in case ν1 6= ν2, by

Z(fλ) ≤ 5(ν̃ℓd + 1) log 2 +
5

2
(m+ 1) logm

+ 5(t̄−m) log

( |β0|
|α0|

)
+ 5(τn− (t̄−m)) log

( |β0|
|a0|

)
,

- and in case ν1 = ν2, by

Z(fλ) ≤ 5(νd+ (k + 1)τℓd − k) log 2

+ 5 log

(
2 +

4m
m+1

2

3C̄|µ|t̄−τ̄ |a0/β0|τn−τ̄ ′ |δ̄k/β0|τ̄ ′

)
.

Finally, the bound can be again simplified under condition L1 when τℓd ≥ 2

Z(fλ) ≤ 5(ν̃ℓd + 1) log 2 +
5

2
(τℓd + 1) log(τℓd)

+ 5(t̄ℓd − τℓd) log

( |β0|
|α0|

)
+ 5(τℓdd− (t̄ℓd − τℓd)) log

( |β0|
|a0|

)
.
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