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Summary. A conservative zonal time-stepping method is developed within ONERA’s CEDRE
platform to reduce the computational cost of unsteady simulations, with a special attention to
make the method as flexible as possible in terms of time steps ratio and evolution. The method is
tested on different cases to assess its efficiency and robustness, and perspectives of improvement
are discussed.

1 INTRODUCTION

The numerical simulations conducted in computational fluid dynamics (CFD) often exhibit
strong multi-scale features. This can be due to the use of unstructured grids with highly het-
erogeneous refinement, and/or to a wide range of physical characteristic times or lengths. This
is especially true in the field of energetics, where it is common to deal with compressible mul-
tiphase flows, chemical reactions and turbulence. As a result, significant spatial variations in
the CFL (Courant-Friedrichs-Lewy) number can be encountered. The stability of temporal in-
tegration methods, particularly explicit ones, mandates a maximum CFL number not to be
exceeded, thereby imposing a maximum stability time step, theoretically different for each mesh
cell. However in practice, the simulation time step must be uniform for unsteady calculations to
preserve conservation and temporal consistency. This uniform time step is then dictated by the
stability of the most restrictive cell. Hence, there is a clear interest in developing conservative
and consistent local time-stepping methods to relax the constraint of a uniform time step for
unsteady simulations. This can significantly optimize computation times, with a greater benefit
for applications in which the distribution of CFL values is broad.

In this work we present a zonal time-stepping method applicable to explicit Runge-Kutta
methods, implemented within CEDRE [!], a multi-physics platform for industrial applications
in energetics, using general unstructured meshes in the finite volume framework. The method
follows the principles of some methods proposed in the literature [2—(]. However, a specific
effort has been made to allow the time step in each zone to evolve over time to match the
CFL condition as closely as possible throughout the computation, keeping some flexibility in the
timing of the different domains. Conservation is ensured through the application of corrective
terms. After describing the method, it is illustrated on representative cases. Its benefits in term
of computational efficiency are evaluated, as well as the impact on both accuracy and robustness.
Finally, some improvement perspectives are discussed.
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2 ZONAL TIME-STEPPING METHOD
2.1 Cell-centered finite volume framework and explicit SSPRK methods

In the framework of the cell-centered finite volume method, the computational domain 2
is split into IV, general polyhedral elements K; and polygonal faces S;; of barycenters B; and
M ;; (see figure 1). We also define several neighborhoods for a given cell K;, namely V(i) =
{K;|K; N K; = Si;} the set of face-neighbor cells of K;, V»(i) the reconstruction stencil of cell
K;, e.g the vertex-neighbor cells in the multislope MUSCL method [7], and V3(i) the set of all
neighbor cells potentially involved in the computation of the right-hand-side (RHS) during an
iteration of the Runge-Kutta (RK) method (which depends on the reconstruction stencil V5(7)
and on the number of steps s of the RK method).

Figure 1: Geometric notations for the cell-centered finite volume method.

Now if we consider any hyperbolic system of conservation laws written as
aQ (t,x) +V-flQ(t,x)] =0, x € Q, t >0, (1)

where @ is the vector of the conserved quantities, then the finite volume discretization of this
system reads:

dQ,(t) |54
VK; € Q, T Z K| ¢i; (Qi;(1), Qji(t), mij) . (2)
JEV1(9)
Here ¢;; is the numerical flux function depending on some MUSCL reconstructions Q;;(t) =

fuuscr (Qi(t)), with Q;(t) = Ukev, i) {Qr(t)} the set of all cell states involved in the recon-
struction stencil. The finite volume scheme can be recast in a more compact form as follows:

dQ;(t)

VK; € .

= F(Q;(t), (3)

where F (Q;(t)) = — EVZ(‘) Eg{ #:; (Qi;(t),Qi(t),m;) is the right-hand-side (RHS) of the
JEVL(E
ordinary differential equation (ODE), and Q;(t) = Ugey, ;) {Qr(t)} is the set of all cell states

(3
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involved in the RHS. Then the time discretization of the ODE is performed using the following
Runge-Kutta formalism (written here in the Butcher form):

Qi = Q@+ (AN} Y bF(Q])
a=1

s ; (4)
Q= Qi+ (AN awsF (7)), 1<a<s
ps=1

with aqg, ba, the coefficients of the Butcher table and s the number of steps of the RK method.
We are more specifically interested in the Strong Stability Preserving Runge-Kutta methods
(SSPRK), which are a subset of the RK methods that can be written as a sequence of explicit
Euler steps (Shu-Osher form) [38, 9], thereby ensuring some good stability properties for the
overall scheme.

2.2 Specifications for a zonal time step method in CEDRE

We want a method that is conservative and which preserves as much as possible the space
and time accuracy of the scheme, compatible with any explicit SSPRK method and com-
patible with the code architecture (not too intrusive as CEDRE is a huge legacy code). This
means that we exclude asynchronous methods [10] that employ a local time step at the cell level,
because they basically require to write a new code from scratch. Instead we skip to a zonal ap-
proach, i.e we use the same time step for all cells of a given zone [2—(]. To do so we make use of
an already existing feature in CEDRE which enables the user to split the computational domain
in zones in which different physical models or numerical methods can be used.

Another important specification is that we want the method to exhibit some flexibility
when dealing with the zones. In particular, we do not want to prescribe the number of zones
or the time steps ratio between the zones, and we want to allow the time step of each zone to
evolve during the simulation, typically in order to follow a CFL criterion. This has led to the
development of the evolutive zonal time step method in CEDRE, which we will now describe.

2.3 Description of the evolutive zonal time step method

First of all, let us a consider a first simple approach in which the time steps in each zone
would be prescribed, as illustrated in figure 2. In this method, the ratio between the time steps
of any two neighboring zones €2; and €2; must be an integer:

max [(At)i , (At)j]
V(QZ‘,Q]‘), 89108% # (Z),

' e N*. (5)
min [(At)l. L (AY) j}

This enables synchronization points between both zones, during which exchanges and conserva-
tion corrections are carried out at the boundaries, with a minimal period of time equal to

7ij = max [(At)i L (AY) j} . (6)

Now the principle ot the method allowing an evolutive zonal time step is slightly more com-
plicated. It is based on the following procedure (see figure 3):
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Q; Q;
(At), (At);
v T
(20)
- 1
Q. (At), Tij
Tik = Tjk

Figure 2: Principle of the prescribed zonal time step method.

1. Compute the maximum time step allowed for each zone ; (e.g. based on a CFL
criterion, [ is the index of the cells in zone €;):

; = min (At),. (7)

2. Compute an arbitrary reference time step (At), and the set 7 of all possible time steps:

T = {(At)p — P (At),, pe€ Z} : (8)
where p is the number of the time level.

3. Compute the effective time step for each zone €);, which is chosen as the highest of
these quantified time steps that is inferior to the maximum value constrained by the CFL

(&),
In L] /In2
((Awo
4. BEach zone is time-advanced with its effective time step (At), using any SSPRK explicit
method. An important feature is that (At), can be reduced anytime if required by

condition:

<At>i—{2”<ﬂt>0\2“é( "<2pi“}’m—E O

the evolution of (At), (the zone ”jumps” to a lower time level, see figure 3). On the
other hand it can be increased only during a general synchronization point, otherwise
synchronization points could be missed.

Like in the prescribed time steps approach, synchronization between neighboring zones has
to be performed with a minimal period of time 7;; = max [(At)i , (At) j}. This ensures that ex-

change of information and conservation corrections at the boundaries are employed as frequently
as possible. On the HPC side, each zone is split in an equal number of subdomains, which are
then dispatched on all MPI processes. This way the load balancing is guaranteed throughout
the computation even when the time levels of each zone evolve.

2.4 Conservation error and correction

Let us consider two cells K; and K; that belong to adjacent zones €2; and €2; and that evolve
between times t° and t> with their own sequence of time steps as depicted in figure 4. Then we



Clément Le Touze

: : 1
sync ?gggg:lnioni 22 (At), Tik = Tjki sync%?‘ggggation
P21 (Ay), Tij Tij Tijt
: 20 (At)o ; jumps to a Q; jumps to a i
QZ Qj ( At ) lower time level lower time level !
A
(At), (At);
<-1->
R A
vTik vTik
P
U (At),
Figure 3: Principle of the evolutive zonal time step method.
can write the evolution of the state @; between the initial and final times as:
Ni—l Si
0 i e
or - @Y @ Y nrer)
=0 =1
" a;—1 “ ) (10)
sz,ozi _ QZLZ + (A" Z . (QZ%/J’Z)
Bi=1

and a similar expression can be written for the state Q;. After some manipulations to extract
from the RHS F' the sum of the fluxes across the faces of K; and K, we get the time integral
of the fluxes seen from each side of their common face S;;, namely

Ni—l Sj
Fi=1550 Y [(At)m > ba, by (Qﬁai,Q}?j’ai,nij)] (11)
n; =0 a;=1
from the side of cell K;, and
Nj—l Sj
Fi =~ Z (At)™ Z ba; @i (QZj’aj,Q?ij’aj>nij) (12)
7’Lj=0 aj=1

from the side of cell K;. For the scheme to be conservative the sum of these two integrals should
be zero. When this is not the case we have a conservation error &;; that we need to compensate
and which reads:

Eij = Fi + F;. (13)
0 /(/:/)n m=Nl Qe N;—1 N;—1
70 ' (Af)" — >t 1T —t0= ) (A" =) (AN
QQ ) [ v Qjoo n;=0 n;=0
F J Y

Figure 4: Two adjacent cells evolving between times t° and t> with their own sequence of time
steps.
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To do so, we eventually compute corrected states Q;° and Q;?O as:

Qr = Q?O—’Yz‘ug‘

e M0 20 vty =1, (14)
QT = Q* —v 2
’ LY

where the weighting coefficients ; and v; can be based for example on the cell volumes:

by = il yom Gl (15)
ORI T K]+ K
Note that the conservation error increases with the synchronization period between the zones,
this is why it is important to have the lowest synchronization period (exchange as frequently as
possible). The error is also higher when strongly non-linear solutions come across the boundaries
(shocks, liquid-gas interface in two-phase flows...).

2.5 Potential speedups on typical unsteady CEDRE simulations

Now the interesting question is: what are the potential speedups that we can expect on typical
unsteady simulations carried out with CEDRE ? To answer this question, we can compute for
example the expected speedup S with a fully local time step method:

_ global time step cost Ne/ }g}g}l (A1),

local time step cost vazcl 1/(At), '

(16)

This speedup is therefore defined as the ratio between the cost of a global time step method
and a local time step method, when each cell has itw own optimal time step. This gives us an
upper bound value for our zonal approach, for which the effective speedup will be lower due to
the zonal partitionning, the quantification in 2P and the cost of the algorithm itself. Speedup
estimates are provided for two typical cases in figure 5, in particular for the case of the liquid
jet in cross flow on which the zonal time step method will be applied in section 3.1. This shows
that it can lead to potentially very high speedups. Actually, it all depends on the heterogeneity
of the CFL field for each case.

3 APPLICATION CASES
3.1 Liquid jet in cross flow

We now apply the zonal time-stepping method to the case of the liquid jet in cross flow
mentioned in section 2.5. The multi-species compressible Navier-Stokes equations are solved to
simulate the impact of a liquid jet by a cross flow of air. The water is injected from the small
round pipe visible in figure 6 with a velocity Viater = 8 m/s, while the air is injected from the
right boundary with a velocity Vg;, = 66 m/s. We employ the explicit SSPRK(6,2) method (see
[9] for details) with a maximum CFL value of 2. And we use a 3D structured mesh with 5.6M
cells, which is also refined near the injector wall to capture boundary layer effects (y™ = 5).
The domain is split into four different zones in order to run the evolutive zonal time stepping
method, and the computation is performed on 144 MPI processes.
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(a) Liquid-gas coaxial injector: S = 17.5. (b) Liquid jet in cross flow: S = 7.5.

Figure 5: Speedup estimates for typical unsteady CEDRE simulations.

Figure 7 shows a snapshot of the solution at time t = 10 ms, obtained with both a global time
step method and the evolutive zonal time step method. No significant difference can be seen
between both simulations, however the one using the zonal time step is 6.4 times faster than
the reference simulation. As expected, this is slightly less than the optimal speedup estimate of
S =17.5 (see section 2.5), but this is still a very interesting speedup.

3.2 Inviscid strong vortex - shock wave interaction

We now consider the case of the inviscid strong vortex - shock wave interaction, which is a
classical test case used in the HIOCFD workshops [11]. In this case, performed with the 2D
Euler equations for an ideal gas, a strong vortex is travelling through a stationnary shock, which
entails a complex structure of acoustic and shock waves. Figure 8 shows the setup of this case,
as well as the reference solution obtained at the final time ¢t = 0.7 s on a very fine 16-million cell
cartesian grid and with a global time step method. The objective here is to assess the impact
of the zonal time step approach on the accuracy and robustness of the computation. To do
so, we build a relatively coarse mesh with around 300k cells that we partition on purpose in
450 temporal zones, and with a very heterogeneous mesh refinement (see figure 9). This way

Figure 6: Setup used for the case of the liquid jet in cross flow.
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t=0.0100
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(a) Global time step: elapsed time = 353.9 h. (b) Evolutive zonal time step (4 zones): elapsed
time = 55.1 h.

Figure 7: Velocity field and isosurface of liquid volume fraction o = 0.5 at time ¢t = 10 ms.

the number of boundaries between the zones is magnified, and we also get four consecutive
time levels activated in the zonal time step method (which means a ratio of 24! = 8 between
the lowest and the highest time steps). Then three different simulations are performed with
this set-up: the first one with a global time step (the same for all the zones), and the second
and third ones with a zonal time step either with or without the conservation correction at the
boundaries. Each simulation is run with the RK2 method and an evolutive time step driven by
a maximum CFL value of 0.4.

Figure 10 shows the density field at the final time for each simulation (compared with that
of the reference simulation on the very fine cartesian grid and the global time step method),
while figure 11 gathers the density profiles extracted along the vertical line x = 1.05 for all these
simulations (corresponding to the position of the vortex center at the final time). The interesting
thing to notice is that the zonal time step method without the conservation correction is less
accurate than the global time step method. In particular we can see that the error made in the
conservation of the energy results in a bad propagation speed of the different waves, which are
slightly mispositioned, as if the solution was not at the right time. This phenomenon disappears
when we apply the conservation correction, but in top of that we also notice a slightly lower
numerical diffusion in that case, which is due to the fact that with the zonal approach the
time integration is performed more often with a higher CFL number. Finally, we can say that
the zonal approach is also robust despite the shocks and discontinuities, but it is also worth

t=0.7000
Wall B.C. s
0.5 L5
’J 08 .
H o Py
13 g 193
8| o2 o S o6 - 148
% & ’ 3 > 099
- 052
z °
L = 04 |
05 g
Strong vortex with M,=0.9
02
\ Wall B.C.
0,0) (Puts Vs Pu) . ) ‘
= (LM.\7,0,1) Stationary shock with M;=1.5 5 2

Figure 8: Setup of the vortex-shock interaction case (left) and reference solution obtained at
time ¢ = 10 ms on a 16-million cell cartesian grid (right).
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Figure 9: Vortex-shock interaction case: computational domain split into 450 zones with het-
erogeneous mesh refinement (zoom on the right figure).

mentioning that this robustness may be challenged when the conservation correction is applied.
Actually this is related to the issue of the time accuracy at boundaries, which is a crucial aspect
that will be briefly discussed in the next section.

1=0.70

(a) 16M-cell cartesian grid (reference) (b) Global time step

=070

(c) Zonal time step with correction (d) Zonal time step without correction

Figure 10: Vortex-shock interaction case: density fields at the final time ¢ = 0.7.

4 PERSPECTIVES

The major perspective for the evolutive zonal time step method is related to the issue of the
time accuracy at boundaries. The question is how to describe the evolution in neighboring zones
between 2 synchronization times. Indeed, to preserve the time accuracy we need to account for
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Density

reference 16M cartesian mesh
global time step

zonal time step (with correction)
zonal time step (w/o correction)

0.8
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Figure 11: Vortex-shock interaction case: density profiles along the vertical line x = 1.05 at the

final time ¢ = 0.7.

a sufficient cell depth in the neighboring zone, which is often referred to as a ”buffer zone”, and
whose depth depends on the time step ratio between the two zones, on the number of steps s
of the RK method, and also on the stencil of the space discretization method. In the example
shown in figure 12, we consider a simple case in which the time step ratio is 4 and with a first-
order scheme in both space and time. In that case we need a 4-cell buffer zone, but the number
of cell layers can rapidly increase with high-order methods and/or with higher time step ratios.

Q; Q; (as seen from ;) A
(At); =1 (At); =4
Q!
t = 4 (sync)

Q ) @

L t=3
Q; i e 9
Q; Q]11 le2 lez f—1

0 0 0 0 0

Qz J,1 J,2 J,3 Ji4 t=0 (sync)
K; Kjq Kj» Kjs Kja

(a) A 4-cell buffer zone is required for time accuracy

Figure 12: Example with

(A1)
(@0);

t = 4 (sync)
t=3
t=2
t=1
t = 0 (sync)

Q; 2
(Af)z -1 (as seen from ;)
Q! (At); =4
Q! .
@ ) 9
0
Qi A
Q! Ji Q1 ]
]X’, I(]’.l

(b) Current approach

in CEDRE:

frozen states in 1st layer of ghost cells

. — 4 and a first-order method in space and time.

Most of the time-accurate methods that we find in the literature use the framework of par-
titioned RK methods [4, 6], which consists in using a specific RK method in each zone with ad

10
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hoc coefficients to meet the accuracy conditions. The problem is that these methods are quite
difficult to implement in an existing code because we need to deal with the buffer zone. More-
over they also suffer from a lack of flexibility, for example because the time step ratio is imposed
between neighboring zones, or because it is impossible to use evolutive time steps driven by a
CFL condition. This is why our current approach in CEDRE is simpler. We just use frozen states
in the first layer of ghost cells at the boundaries between two synchronization times, as shown in
figure 12. This has some practical advantages because this is easy to implement in the code and
also more flexible because we can use any SSPRK method in each zone and any time step ratio.
However it has the obvious drawback that the time accuracy is compromised at the boundaries,
which amplifies the magnitude of the conservation correction and therefore may potentially end
up in stability issues. And therefore this is currently our major work in progress.

But there are also some other perspectives on a longer term basis. First of all, we would like
to propose an automatic and optimal building of the zones, so that the user may benefit from
the optimal speedup without tedious manual work. We would also like to extend the criteria
driving the evolutive zonal time step to include diffusion or source terms, and maybe extend the
approach to implicit methods. Finally, the question of the compatibility with dynamic meshing
methods will have to be addressed.
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