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Action and activity recognition is essential in the world of cobots to ensure the best efficiency and a safety collaboration between a robot and

the human-being. The approach of the article is the creation of a new activity dataset for an industrial context with cobots for recognition. We

proposed to use LSTM (Long Short-Term Memory) to analyse and recognize the activities and we also proposed to model the action using the

Principal Component Analysis (PCA) and then recognize the activity using LSTM. Using this two level approaches on the dataset we collected,

we obtained high recognition level : 96.826 (+/-0.383) %.
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1 INTRODUCTION

The use of industrial robots is constantly increasing inside companies. It can be used alone or for assistive tasks.
The second use means it is a collaborative robots (cobot) made for working with humans as an assistant in a task
or process (see figure 1) or as a guide. The understanding of the behavior and motions of humans is thus extremely
essential and can be complex because of the parallelism between the performance of the cobot and the moment
the cobot collects the human's information [1]. Furthermore, the safety of humans is mandatory in this context.

Even if it is still difficult to perfectly understand the human motions and behavior, action and activity
(combination of actions) recognition algorithms improved considerably due to the high evolution of depth
cameras. The understanding of activities can be difficult because an activity is composed of several actions which
are not always the same. For instance, the activity “starting to work” can include the action “take off jacket” if we
are in winter but not if we are in summer.

In this work, we propose a combination of several actions from the dataset NTU RGB+D [2], for creating a new
dataset composed of activities related to the industrial environment for human-robot interaction (HRI). The goal
of this dataset is to help workers in a cobot application, especially in accuracy tasks such as drilling at the right
place. The main contributions of this work are summarized as follows:

2 STATE-OF-THE-ART

Due to the evolution of the robots, the implementation of robots for interactive work with human-beings increases
a lot. Some work has already be proposed [3,4] to study the collaborations. Song et al. [3] explores “the
characteristics of the action recognition task in interaction scenarios and propose an attention-oriented multi-level
network framework to meet the need for real-time interaction”. Akkaladevi et al. [4] proposed a “multi-label
human action recognition framework with the capability to detect multiple actions simultaneously in real-time”.
In these work, the importance of action recognition is necessary in order to provide the best efficiency and the best
safety to the project.

During the past few years, action recognition received a lot of attention and a lot of methods have been proposed.
A survey has been done in [5] and explored several possibilities of actions recognitions such as recognition based
on images. For instance, Varol et al. [6] demonstrates the efficiency of the temporal extents in this field. Another
method is action recognition based on joint skeleton such as [7] that proposed a method by capturing relevant
local dynamics.

One of the algorithms used in action recognition is the Recurrent Neural Network (RNN) such as in [8] for
learning the long-term dependencies between the features. The main disadvantage of this neural network is the
vanishing gradient problem corresponding to the gradients of the neural network becoming too small if the length
of the network is too high.

A variant of Recurrent Neural Network called Long Short-Term Memory (LSTM) [9] appeared for solving the
vanishing gradient problem. The advantages of the LSTM are that it will avoid the long-term dependency problem
of the RNN [10] and allows a better remembering. Chung et Al. [11] describes the efficiency of the LSTM related to
the traditional RNN with the speech recognition.

Before using these algorithms, it is possible to modify the data in order to improve the recognition rate, it is the
data pre-processing. For instance, Yan et al. [12] suggested a spatial temporal structure as input in the algorithm.
Another method is the use of the Principal Component Analysis (PCA) as pre-processing before learning or as
reduction of data [13] or a pre-processing by reducing the data followed such as in [14]. The goal of the PCA is to
extract the important features of a bunch of data. It reduces the number of data and the time required for the
neural network. The problem in the reduction of the number of data is that it can skip the most important
information, so the loss of information can be detrimental to recognition. That is why we wanted to evaluate the
efficiency of this pre-processing in this work. Data pre-processing and algorithms are used in action recognition
but nowadays, activity recognition appeared.

An activity is an assembly of consecutive actions. Several works addressed the task of activity recognition with
skeleton features. The Watch-n-Patch dataset [15] is an unsupervised activity dataset. Wu et al. provided a method
studying the co-occurrence and temporal relations of actions in an activity [16].

3 OUR APPROACH

In this section, we introduce the proposed method. We first present our new dataset created by the assembly of
several actions. The sequence of the stage-descriptor used which is the joints of the skeleton of each resampled
frames. We then introduce the data pre-processing we used : principal component analysis. Finally, we present the

Figure 1: Example of human robot collaboration in the context of industrial work

• We create a new industrial activities dataset from the actions of the NTU RGB+D dataset. We did not find any
when the project started so that is why we have created ours.


• We evaluate this new dataset with a deep learning algorithm based on time series analysis and precisely
LSTM algorithm.


• We evaluate the efficiency of the use of the Principal Component Analysis (PCA) as representation of the
action and then feed the LSTM algorithm that we tuned to obtain interesting results in order to have a
double-layer algorithm.
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algorithm used for testing the efficiency which is a LSTM because it provides good results, such as in [17].

3.1 Creation of the Database

In action recognition with the skeleton, each action is described by 3D-joints (x,y,z). The joints provided by the
dataset are 25 3D-joints as shown in figure 3. In our, we only focus on the temporal stage, so the 3D joints of every
consecutive frames. For each action sample, it is resampled to 80 steps (the average number of steps, the
minimum is 0 and the maximum is 300) for having the same number of data and unifying the representation. The
temporal stage for each action is thus represented as:

(1)

We create 10 labelled activities from the database NTU RGB+D [2]. For each activities, we concatenate 3
individual actions acted by the same performer (P), captured by the same camera (C) during the same set up
number (S) and the same replication (R), see figure 2.

We choose the activities for an industrial cobot application with activities that can be easily adapted to other
applications, such as Human-Drone collaboration, researchers, etc. Our new dataset is composed of 10 activities
(see Table 1), each activity made by 3 different actions.

Table 1: Creation of activities

Activity Action 1 Action 2 Action 3

Starting (see figure 4) Take off

jacket

Sit down Rub two hands

Leaving Cross 

hands

Stand up Put on jacket

Finalising Writing Point to

something

Clapping

Searching for

information

Put on

glasses

Pick up Type on keyboard

Celebrating Stand up Cheer up Jump up

Dialing with somebody Reach into

pocket

Play with phone/

tablet

Phone call

Capitulating Pick up Reading Tear up paper

Letting something down Drop Kicking 

something

Pick up

Undoing Shake head Tear up paper Throw

Doing a break Headache Wipe face Drink water

So, for each activity, there are 25 joints (x,y,z) and 240 frames. The temporal stage for each activity (so 3
consecutive actions) is thus represented as:

(2)

3.2 Data Pre-Processing

In order to reduce the training time, we decide to dwindle the number of input data of the neural network. One of
the main features of Principal Component Analysis (PCA) [13] is the reduction of data. On each sequence, we
extract the main components (1, 2, 3, etc) of the data with PCA. It is this feature that is used as input to the neural
network. The temporal stage for each action for 1 component is represented as:

(3)

This drastically reduces the number of data (225 for each activities instead of 18.000).

For 2 components, we have:

(4)

The number of data for one activity is 450 if we choose 2 components.

3.3 Activity Recognition Using LSTM

The algorithm used in our work is a LSTM, because it has already shown its efficiency [17]. The input of the
network is the joints skeleton or the PCA applied on the joints of each sequence. We followed this article [18] for
creating our neural network. It is a composed of:

The classification is realized with the categorical cross entropy loss function which is used for the multi-class
classification. For the optimization of the network, the Adam version of the stochastic gradient descent is used
[19].

The evaluation of the model is 5 times repeated because it is stochastic so it is possible to have different models as
a result for the same input data. The final score is the summarize of the 5 different configurations. For the LSTM,
the number of epochs is 100 and the batch-size is 100 before tuning.

The whole process of recognizing the activities represents thus a double-layer algorithm (PCA + LSTM as shown
inFigure 5) which is different than the work done in [20] where the author concatenates 2 LSTM.

xp = [(x1)
1
, (y1)

1
, (z1)

1
, (x2)

1
, … , (x25)

80
, (y25)

80
, (z25)

80]  

Figure 2: Creation of activities

Figure 3: 3D-skeleton representation with 25 joints

xp = [(x1)1, (y1)1, (z1)1, (x2)1, … , (x25)240, (y25)240, (z25)240]

xpca = [pcx1, pcy1, pcz1, pcx2 … pcz25]

xpca = [[pc1−x1, pc1−y1, pc1−z1, … pc1−z25]

×[pc2−x1, pc2−y1, pc2−z1, … pc2−z25]]

• a single LSTM hidden layer with 100 nodes,


• a layer for reducing the overfitting, which is a dropout layer with 50%,


• a dense layer with 100 features as output is used with ReLU as activation function for the interpretation of the
features from the hidden layer,


• a dense layer with 10 output (for the number of different activities) with softmax as activation function.
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4 EVALUATION

In this section we discuss the experiments made with a computer with an Intel Core i7 CPU of 1.8 GHz and 16 Go
of RAM. We first tested our algorithm with the LSTM. Then, we applied the PCA with the number of components
varying between 1 and 10 as feeding the LSTM.

4.1 Experimental Dataset and Protocol

For the experimental results, we used our proposed approach for activity recognition on the new dataset described
in section 3. This database is an activity database composed of different collection of 3 actions.

The actions come from the NTU RGB+D dataset [2]. It is composed of 60 actions recorded by 3 cameras Kinect V2
providing RGB videos, depth map sequences, 25 joints of the 3D skeletal data and infrared videos. 40 performers
are used for building the dataset and one person in present in each sequence. It represents 56,880 video samples.
We only focus on the individual actions and remove the mutual actions. For training and testing, we follow the
cross-subject protocol [2]. The training persons are : 1, 2, 4, 5, 8, 9, 13, 14, 15, 16, 17, 18, 19, 25, 27, 28, 31, 34, 35,
38. The remaining persons are used for the test. Furthermore, the empty files and the files with only one skeleton
recorded are also removed. It considerably reduces the errors and increases the accuracy.

4.2 Results

For the first test, we chose the LSTM algorithm on the 10 created activities without applying PCA. For this
learning, 120 hours were needed and the accuracy was 95.533% (+/-0.573). The confusion Matrix is shown in
figure 6. The use of another GPU could be considered to obtain faster results.

As a second stage, we evaluate the efficiency of the PCA applied before the LSTM algorithm by evolving the
number of components of the PCA from 1 to 10. The Table 2 and figure 7 show the several accuracies according to
the number of components. The results show for a PCA with a number of components over 1, the accuracy is
higher than a classic LSTM. The 3 best rates are for n_components = 9, 8, 5 but for further work, we keep 5
because the training time and the number of data are the most reduced. The time used for learning with a 5
components is 8 hours, which is definitely smaller than the LSTM without PCA and which provides a better
accuracy. Figure 8 shows the confusion Matrix for 5 components.

Table 2: LSTM and PCA-LSTM algorithm with n-components evolution

Method Accuracy [%]

LSTM only 95.533 (+/-0.573)

PCA (n=9) + LSTM 96.826 (+/-0.383)

5 CONCLUSION

Figure 4: Starting activity [2]

Figure 5: Double-layer algorithm - PCA and LSTM

Figure 6: Confusion Matrix for the activity recognition with simple-layer LSTM

Figure 7: Accuracy according to the variations of the number of components of the PCA-LSTM
algorithm

Figure 8: Confusion Matrix for the activity recognition with our double-layer algorithm PCA +
LSTM
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In this paper, we created a new activity dataset with the combination of three multiple actions from the NTU
RGB+D dataset in the industrial environment. The goal of this dataset is the collaboration between a robot or a
drone and a human-being. We tested the efficiency of this dataset with an LSTM and we tried the efficiency of the
PCA with 1 to 10 components and realized it is efficient for PCA > 1 with a double-layer algorithm (PCA + LSTM).
We concluded adding PCA for action pre-processing helped to reduce time and improved the results which is a
real benefit when the input data size is large.

As a further work, we should extend the database with other activities. We can also use the NTU RGB+D 120 [21].
We also would like to use the sliding windows for evaluating the algorithm [22]. We can also focus on a few joints
of the skeleton instead of taking the whole skeleton constituted of noisy joints such as fingers [20]. Finally, we
would like to try our algorithm on a new activity dataset named Industrial Human Action Recognition Dataset
(InHARD) [23].
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