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Abstract—This paper delves into network emulation tools
essential for evaluating and designing Delay Tolerant Networking
(DTN) protocols in space and satellite networking. It surveys and
assesses the capability of current testbeds to create realistic test
environments crucial for developing and evaluating DTN proto-
cols. Specifically, this study provides a comprehensive overview
of key DTN protocol stacks and related network emulation
platforms and a detailed exploration of NASA’s research facil-
ities. Finally, the paper underscores the fundamental emulation
capabilities and the importance of a standardized framework for
scenario creation, highlighting its vital role in evaluating and
advancing future emulation platforms for space DTN.

Index Terms—Space and Satellite Networking,
Delay/Disruption Tolerant Networking (DTN), Bundle Protocol
(BPv7), Network Emulation and Simulation

I. INTRODUCTION

Network emulation tools for Delay Tolerant Networking
(DTN) [1] create realistic environments for developing, testing,
and evaluating DTN protocols, routing strategies, and appli-
cations. These tools can replicate various conditions in chal-
lenging and unpredictable networking environments, including
high delays, intermittent connectivity, and limited bandwidth.
Delay-tolerant networking is a specialized communication
technology useful when traditional network assumptions, such
as low latency and continuous connectivity, do not apply.
Some common use cases for DTN include deep-space com-
munications, aerial networks, underwater sensor networks,
and intermittently connected networks in remote areas or
disaster-stricken regions. Realistic scenarios can be created,
emulated, replayed, and modified using network emulation
tools, making them invaluable for designing and optimizing
DTN-based communication systems before deployment in
production environments.

This paper provides an overview of space-centric DTN
software and applicable network emulation platforms, defines
a standard set of emulation testbed capability requirements,
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and suggests guidelines for scenario development. Our work
provides an introduction to DTN emulation. It can be used as a
starting point for evaluating these platforms for developing and
prototyping DTN software suites, protocols, and applications.

II. DTN SOFTWARE SUITES

This section provides a detailed comparison of major DTN
stacks, highlighting their distinct capabilities and features.
DTN provides store-and-forward capability for disrupted links,
and central to this functionality is the Bundle Protocol (BP).
The protocol defines the required data units and procedures
for developing networked space communication links. Table I,
adapted and extended from Internet Society Interplanetary
Chapter[2] Pilot Projects Working Group’s analysis[3], lists
various technical features available across DTN implemen-
tations. Each column represents a specific DTN stack, al-
lowing for a side-by-side comparison of their support for
different versions of BP: BPv6[4] or BPv7[5]. Additionally,
it addresses core functionalities such as Convergence layer
Adapters (CLAs), which interface with underlying protocols
like TCP, UDP, and LTP, as well as BPSec security extensions.
The table also covers custody transfers, essential for respon-
sibility transfer and congestion control, alongside Contact
Graph Routing (CGR)[6][7], a preferred routing method in
multi-hop space DTNs. The table also evaluates integration
with key protocols such as the Consultative Committee for
Space Data Systems (CCSDS) Space Packet Protocol (SSP)
for encapsulation, Bundle Streaming Service Protocol (BSSP)
for streaming, Asynchronous Message Service (AMS) for
management, and CCSDS File Delivery Protocol (CFDP) for
file transfer.

This comprehensive assessment offers a complete picture
of each DTN stack’s capabilities and underscores the diver-
sity of DTN implementations. Furthermore, it highlights the
critical need for specialized testbeds to assess and ensure the
interoperability of these diverse systems, a vital aspect in the
effective deployment of DTN technologies.

III. SIMULATION VS. EMULATION

Network simulation and emulation are techniques used to
test and evaluate network systems and protocols. However,
there are some key differences between the two. Network
simulation is primarily used for modeling and analyzing



TABLE I: DTN Stacks and Features

Feature/Stack - Subfeature ION IONE HDTN uD3TN DTNME CFS Unibo IBR
BPv6 Y Y Y Y Y Y N Y
BPv6 - TCPCLv3 Y Y Y Y Y - N Y
BPv6 - UDPCL Y Y Y Y Y - N Y
BPv6 - LTPv1 Y Y Y Y Y - N N
BPv6 - BPSEC Y Y N N N - N Y
BPv6 - Custody BPv6 Y Y Y Y Y - N N
BPv7 Y Y Y Y Y Y Y N
BPv7 - TCPCLv3 Y Y Y Y Y - Y N
BPv7 - TCPCLv4 Y Y Y Y Y - N N
BPv7 - UDPCL Y Y Y Y Y - N N
BPv7 - LTPv1 Y Y Y Y Y - Y N
BPv7 - BPSEC Y Y Y N N - N N
BPv7 - Custody (with BIBE) Y Y N Y Y - N N
BPv7 - RTP N N Y N N - N N
CGR, SABR Y Y Y N N - Y Y
CCSDS SPP N N N Y N - N N
BSSP Y Y N N N - N N
AMS Y Y N N N - N N
IPv6 (for CLAs) N Y Y N N - Y Y
IPND Y Y N N N - N Y
CFDP Y Y N Y Y - N N
Language C C C++ C C++ C C++ C++

network behavior in a controlled and synthetic environment.
It aims to simulate network events, interactions, and behaviors
to understand how a network or protocol would perform under
various conditions. Network emulation focuses on replicating
real-world network conditions and events as closely as possi-
ble, providing an environment that mimics a specific network
or network component’s behavior, including real hardware and
software.

There are advantages and disadvantages to network simu-
lation versus emulation for DTNs. Discrete event simulators
such as OMNeT++[8] and custom-developed simulators[9] can
evaluate operational scenarios covering a several-day period
much faster than in real-time. This is often necessary for
space scenarios where satellites in LEO may take 90 minutes
or longer to complete one orbit around the Earth. During
algorithm and prototype development, it can be helpful to
abstract away lower-level details to focus on modeling high-
level behavior and allow multiple test cases to be rapidly
evaluated. Simulation tools may also focus more on intuitive
visualizations that help demonstrate messaging between nodes,
orbital patterns, and node mobility.

Several simulation platforms are available for use with
DTN, such as the ONE simulator[10], DtnSim[11], and the
ESTNeT[12], as well as several purpose-built custom im-
plementations. Besides these specialized simulators, various
general network simulation platforms, such as NS3[13] and
OMNet++[14] exist, although these do not possess all the
features necessary for DTN simulation out-of-the-box. How-
ever, it is worth noting that proposed mechanisms[15] for
integrating DTN into OMNet++, DtnSim, and ESTNet were
specifically developed to integrate with OMNet++, leveraging
its event-driven simulation scheduler to model communication
between DTN nodes. On the other hand, the ONE simulator
was explicitly developed as a standalone network simulator

focusing on DTN.
In contrast, there are several use cases where discrete event

simulators may not be sufficient. Algorithms and protocols that
rely on state information and feedback across multiple layers
of the communication system, as well as metadata based on
realistic interaction between nodes, may be difficult to simulate
beyond a basic level[16],[17],[18]. While existing code from
real implementations can be ported to simulation models (e.g.,
DtnSim[11] interfaces with ION and HDTN libraries in accel-
erated simulations), container-based emulations and hardware-
in-the-loop can make this porting process unnecessary and will
also produce more accurate results. In such cases, scenario
times can often be scaled to reduce execution time without
significantly affecting the emulation’s validity. In preparation
for flight experiments, high-fidelity software verification and
validation must use emulation techniques incorporating as
much of the real flight system or accurate engineering models
as possible. They will often be executed in real-time[19].

Most developers will likely use a combination of both sim-
ulation and emulation as the software lifecycle progresses[20].
Simulation tools support rapid and experimental development
and can also serve as a visualization front-end. Contain-
ers and hardware platforms can be networked with delay
emulators[21],[22],[23], and propagation simulators[24] for
high fidelity, cross-layer testing and development. Additional
tools and applications must often be developed to visualize the
network and interactions between nodes[25].

IV. NETWORK EMULATION PLATFORMS

Many network emulators are available, all with different
capabilities and levels of fidelity. This section provides an
overview of the network emulation platforms that have proven
applicable to DTN applications.



A. Software-based Emulation Tools

1) CORE\EMANE: The Common Open Research Emula-
tor (CORE) and Extendable Mobile Ad-hoc Network Emulator
(EMANE) are network emulation tools developed by the
U.S. Naval Research Laboratory[26][27]. CORE uses Linux
containers and namespaces to emulate nodes, along with Linux
bridging and virtual interfaces to connect the virtualized nodes.
CORE provides a GUI interface, a Python API, distributed
execution, and hardware-in-the-loop capabilities. It is best
suited to emulate OSI layer 3 and above. EMANE can be
interfaced with a CORE scenario for realistic layer modeling
for layers 1 and 2. Users can define custom EMANE radio
models for a higher fidelity emulation, although CORE also
provides a basic wireless interface model. Both tools are open
source and freely available to the public.

2) EXata and Systems Tool Kit: EXata Network Modeling
software is maintained by Keysight[28] and is focused on
developing network digital twins. EXata has both simulation
and emulation modes and a 3-D, navigable scenario viewer.
EXata provides hardware-in-the-loop, human-in-the-loop ca-
pabilities, extensive metrics generation, and reporting, as well
as interfaces to tools such as Wireshark[29] and Systems Tool
Kit (STK)[30]. EXata is focused on layers 3 and above but
can also model layers 1 and 2. Real and virtual nodes can
be mapped to an EXata emulation at layer 2. STK can be
used for a detailed analysis of the physical layer. Radios can
be created in an STK scenario and interfaced with EXata for
network layer simulation. Ansys maintains STK and provides
a wide variety of digital twin capabilities. Both tools require
a paid, yearly license.

3) VirtualBricks[31]: is a virtualization tool for managing
Qemu or KVM virtual machines and network devices, specifi-
cally tailored for creating DTN testbeds in research. It provides
an interface to facilitate the configuration of these virtualized
testbeds, enabling easy management of virtual machines and
network design. Virtualbricks’ application extends beyond
research, aiding in novel routing evaluations[32] and Mars-
Earth data transfers[33]. Its ease of use also makes it valuable
in educational settings, simplifying testbed and network design
for learners.

4) EmuStack[34]: provides a robust network emulation
platform for DTNs, leveraging OpenStack, Docker, and net-
work services like Linux traffic control. It facilitates pre-
cise time synchronization, efficient resource management, and
high-performance emulation control, enabling the operation
of multiple virtual nodes on a single physical node. Notably,
EmuStack achieves substantial efficiency, with a setup of 60
virtual nodes incurring only about nine percent CPU usage.

5) SPICE: The SPICE testbed[35] is pivotal for satellite
and space communications research. It uniquely incorporates
real and flight-ready components, including HellasSat 2 satel-
lite access, to facilitate authentic testing conditions. SPICE
enables interoperability tests across DTN implementations
like ION, DTN2, and IBR-DTN. Its application is extensive,
ranging from evaluating routing algorithms[36] and erasure

coding in space DTNs[37] to analyzing the DTN transport
layer performance in ION using the LTP protocol[38].

6) TUNIE: The Tsinghua University Network Innovation
Environment (TUNIE)[39] is a virtualized DTN emulation
testbed. Utilizing XEN Hypervisor for running virtual ma-
chines as DTN nodes and OpenFlow for link event manage-
ment, TUNIE integrates the DTN2 protocol. It supports cus-
tom routing and resource allocation schemes. TUNIE’s focus
extends beyond individual DTN implementations to the overall
performance evaluation of DTNs, offering various mobility
scenarios to assess metrics like transmission efficiency and
scalability.

7) Cloud Platforms: Cloud-based platforms can be used
to create networks of virtual machines that can be used
to emulate DTN scenarios. One benefit over the previously
mentioned tools is that cloud containers are easily accessed
by multiple users from different organizations and are hosted
globally. However, the user would need to develop custom
scripts to emulate a disconnected network and provide their
own user interface. Cloud platforms also provide images that
emulate many operating systems and hardware architectures
and can provide specialized processors such as advanced
graphics processing units (GPUs). Several papers discuss DTN
emulation in cloud environments such as CloudLab[40], Ama-
zon Elastic Compute Cloud[17], and federated systems across
Google Cloud, Amazon Web Services (AWS) and Microsoft
Azure[41]. CloudLab is free for researchers, and commercial
services like AWS provide a free tier of less powerful contain-
ers. However, larger computing resources require payment.

B. Research Facility Testbeds

This section discusses research facilities home to networks
and physical testbeds focused on wireless network emulation.
Three of the testbeds discussed are part of NASA Glenn’s
Aerospace Communications Facility[42], which is among the
top NASA facilities for radio frequency communications tech-
nology research and development.

1) NASA Delay-Tolerant Networking Engineering Network:
The DTN Engineering Network (DEN)[20] (Figure 1) consists
of labs at NASA Centers and occasionally external partners,
connected through VPNs and virtualization servers managed
at NASA Glenn Research Center. Current users include NASA
Goddard Space Flight Center, Marshall Space Flight Center,
Jet Propulsion Laboratory, and Glenn Research Center. DTN
interoperability testing has been conducted between HDTN,
DTNME, BPLib, and ION using the DEN[19]. Virtual ma-
chines hosted on the DEN can use a Netropy 10G4[22]
network emulator to add delays, configurable bandwidth,
and other impairments such as jitter, packet reordering, and
packet loss. Internal network connections support up to 10
Gbps; however, external connections over VPN operate at
lower rates. The DEN was also recently connected to NASA
Goddard’s Mission Cloud Platform, which can enable larger,
multi-region networks.

2) Glenn Research Center DTN Automated Test Suite:
Glenn Research Center has implemented a DTN Automated



Fig. 1: NASA Multi-Center DTN Engineering Network (DEN)

Test Suite to deploy and test multi-node DTN scenarios easily
in the High Rate Delay Tolerant (HDTN) laboratory. The
Netropy network emulation device introduces parameters such
as long delay, loss, and corruption between space and earth
nodes. Tests were scheduled via Gitlab CI/CD and stored in the
GRC Gitlab Repository. They include the runscripts, config-
uration files, and JSON files defining the Netropy parameters
such as latency, bandwidth, link, and data disruptions. Con-
tainers are deployed for each node. Docker swarm was used
to orchestrate applications on the network where one machine
acts as the “swarm manager” (Figure 2) and is responsible
for deploying, removing, and monitoring applications. This
facilitates the automated deployment of complicated scenarios
to the network. After a test, containers are removed from each
node, and each machine writes logs and data to an NFS. The
swarm manager copies and processes the data, and the results,
including logs, stats, and generated plots, are pushed to GitLab
for easy access.

Fig. 2: Node Orchestration using swarm.

This test suite was used to emulate cislunar scenarios
(Figure 3) and Geostationary scenarios to prepare for HDTN

Fig. 3: Cislunar Scenario Emulation in the GRC DTN Auto-
mated Test Suite.

infusion, such as International Space Station (ISS) upgrades to
support enhanced operations and laser communications using
Integrated LCRD Low-Earth Orbit User Modem and Amplifier
Terminal.

3) NASA Cognitive Ground Testbed and MATRICS: The
Cognitive Ground Testbed[43] emulates a broad suite of com-
munication functionality in satellite missions. These include
data generation and storage management, service scheduling,
RF transmission and reception, and networking. The tests
typically involve LEO spacecraft that generate science data
onboard the spacecraft and transmit to Earth via relay satellites
during ground station passes. The tests run in real-time and
incorporate multiple software-defined radios (SDRs), flight
computers, a channel emulator, commercial modems, and an
array of software for orbital analysis, mission operations,
and networking. The testbed manages a simulated world to
determine potential contact intervals and the RF environ-
ment of connected radio pairs. The test scenarios[9] include
definitions of the satellite orbits, ground station locations,
transmitter and receiver parameters, radio waveforms, and
data generation profiles for the spacecraft. The simulated
environment builds on the System Tool Kit (STK) software
and provides RF channel parameters—delay, Doppler offset,
and attenuation– to the Keysight Propsim F64 Radio Channel
Emulator. During a test, flight hardware generates simulated
mission science data and autonomously schedules upcoming
ground station passes with the service providers. During the
scheduled contacts, the satellite radio chooses an appropriate



waveform for the service provider. It transmits HDTN bundles
over an RF channel at carrier frequency through the channel
emulator and to the commercial modem. The defining features
of this testbed are its high-fidelity emulation of the entire
data lifecycle from generation to delivery, the incorporation
of storage management and scheduling, and the ability to
evaluate multiple simultaneous missions. Combining these
features enables a holistic evaluation of the communication
infrastructure’s capacity and resilience.

The MATRICS testbed[44] is also being developed at Glenn
Research Center. MATRICS utilizes a 25-ft anechoic chamber
to measure over-the-air Ka-band transmissions. Spacecraft
and/or terminal orientation can be electronically manipulated
during a test using a robotic arm. This testbed capability
enables research in next generation Ka-band relay and user
terminal solutions, mitigates pre-flight risks, and provides
NASA with a high-fidelity assessments of user terminals.
The capabilities of the Cognitive Ground Testbed will be
merged with MATRICS in the newly constructed Aerospace
Communications Facility at Glenn Research Center.

4) JSC Software Development and Integration Laboratory:
The Software Development and Integration Laboratory (SDIL)
at Johnson Space Center performs software testing, network
integration, and flight image preparation of the ISS DTN
onboard gateway, payloads, and experiments[45]. The SDIL
uses virtual machine images identical to those onboard the
ISS, including flight and ground software packages for file
transfer, DTN traffic, and other administration tools. The Ku-
band link from space to ground is emulated using a Linktropy
network emulator. The SDIL can also connect to the Huntsville
Operations Support Center to test end-to-end data flows using
the real ISS ground network. The SDIL has tested ION,
DTNME, and HDTN for integration into the ISS Joint Station
LAN for flight experiments and operations[19].

V. NETWORK EMULATION CAPABILITIES REQUIRED FOR
SPACE APPLICATIONS

Evaluating the emulation platform’s effectiveness at pro-
viding the correct fidelity level for the specific needs of
testing DTN technologies for a project or mission is very
different than evaluating the DTN technology itself. Some
common metrics are typically considered when testing DTN
software suites and protocols. However, it is important to
understand that these metrics measure the capabilities of the
DTN software or protocols being tested, not those of the
emulation platform on which the DTN is running. Most
relevant performance metrics are listed in Table II.

When evaluating network emulation platforms for DTN ap-
plications, it is necessary to consider the previously mentioned
metrics, as the system needs to emulate an environment that
can effectively push the limits of the software and protocols
being evaluated to allow for meaningful data to be collected.
The data produced will depend upon the capabilities of the
tested DTN software suite and the level of detail of log
verbosity when active. Therefore, the emulation environment
must possess the proper capabilities to replicate the intended

TABLE II: DTN Performance Metrics

Delivery Ratio: Percentage of messages successfully delivered to the
final destination node. Fundamental goal in DTNs.
Latency: Time for message delivery is typically higher in DTNs due
to store carry-and-forward. Critical optimization parameter.
Message Overhead: Additional in-packet data used by DTN protocol
to manage bundles. Low overhead is a must for constrained systems.
Protocol Overhead: Overhead originating from extra control messages
for acknowledgments, routing, and management purposes.
Buffer Usage: Memory used for message storage and forwarding. A
key parameter for resource-constrained space nodes.
Routing Efficiency: Message routing efficiency is measured by path
length, hops, and energy consumed to deliver a given bundle.
Message Drop Rate: Rate of message loss during transmission. Reduc-
ing the drop rate is crucial to ensure efficiency and dependability.
Contact Durations: The duration of contacts is the limiting factor in
message forwarding capacity in DTNs.
Data Delivery Time: Time for successful message delivery, including
latency and routing efficiency.
Resource Utilization: Use of bandwidth, energy, and storage. Essential
in remote or constrained environments.
Security and Reliability Metrics: Data integrity, authentication, network
robustness against disruptions or attacks.
Scalability: Performance as the DTN network scales in nodes, time
horizon, and message traffic.
Fairness: Evaluation of resource allocation equality among nodes/users
(storage, energy, computing power, etc.).

production environment, which, at minimum, must include
the ability to orchestrate node movement, skew and maintain
timing relative to the mission being emulated, modify link
connectivity, bandwidth, and throughput across the entire em-
ulated network, and introduce planned and unplanned delays
and disruption into the DTN being tested.

Higher fidelity levels can be achieved by introducing topol-
ogy visualization, custom radio modeling, and hardware-in-
the-loop capabilities, which can lead to a higher Technical
Readiness Level (TRL)[46] of the DTN application being
developed or tested. Beyond basic radio and network mod-
eling, high-fidelity emulations may include elements of the
real physical layer (optical or RF over-the-air testing or wired
laboratory connections), ground segment components, flight-
like hardware, and detailed verification and validation of
adherence to protocol standards via automated black-box and
white-box tests.

Fig. 4 shows graphical interfaces from four main emulation
tools studied in this paper. These include:

1) a widely validated commercial simulation and emulation
environment (EXata and STK, Fig. 4-a));

2) an open and freely available simulation and emulation
alternative (CORE, Fig. 4-b));

3) a 3D visualization tool to gain intuition on the scenario
scale and dynamics (Unity 3D Tool, Fig. 4-c));

4) a DTN stack testbed used for software verification and
validation to prepare for deployment in space (GRC
HDTN Automated Test Suite, Fig. 4-d)).

Access to freely available tools such as CORE ensures that
preliminary studies can be achieved in a low cost manner,
allowing small businesses and academia to conduct tests in
their own environments. Commercial tools such as STK and



Fig. 4: Selected tools for simulation and emulation demonstration: a) EXata and STK commercial tool, b) CORE/EMANE
open-source tool, c) Unity 3D Visualization tool, and d) HDTN automated test and deployment suite.

EXata may be used by industry and government, providing
product reliability and customer support.

VI. RESULTS

In this section we showcase some of the test results achieved
in several of the testbeds and emulation platforms discussed
in this paper. Since this paper is a study and comparison
of different capabilities, the results are not an exhaustive
explanation of each test. In depth results of the various tests
are the subject of future work or include a reference to a
completed publication.

A. Bundle Protocol Priority Testing on the Cognitive Ground
Testbed

The Cognitive Ground Testbed was used to model a user
spacecraft generating data with two levels of priority based on
the Bundle Protocol version 6 priority field. A script was used
to generate data files of each priority at specified intervals.
The technologies being tested were HDTN’s bundle storage
priority management and User Initiated Services scheduling
capabilities. Contacts to the ground must be scheduled such
that both high and low priority data are delivered to the mission
operations center by the specified deadline. HDTN’s storage
module must ensure that high priority bundles are queued for
transmission before low priority bundles. Fig. 5 shows that
high priority bundles (priority 2) interrupt the transmission of
low priority bundles (priority 1) once they have been created.
Transmission of low priority data resumes once all of the high
priority data has been received. Fig. 6 shows that high priority
data is delivered with a lower latency than low priority data.

B. Cognitive Routing Tested in CORE

The Cognitive Ground Testbed is focused on using realistic
flight-like radios and RF channels in a LEO scenario. As
such, future technologies at a lower TRL such as cognitive

Fig. 5: Bundle Priority Testing in the Cognitive Ground
Testbed

Fig. 6: Bundle Latency According to Priority



Fig. 7: Bundle Delivery Ratio using CORE

Fig. 8: Bundle Expiration using CORE

routing are better suited to be tested in a network emulation
environment such as CORE. CORE has been used to evaluate
cognitive routing techniques in ION, HDTN, and IBR-DTN
[47]. Epidemic routing was compared to cognitive routing
based on a machine learning classification technique. The
scenario consisted of 20 nodes following several different
mobility models. Nodes transmit data at specified intervals
with varying bundle time-to-live. Fig. 7 shows the bundle
delivery ratio for epidemic routing versus the classification
approach. Fig. 8 shows that fewer bundles expire using the
classification approach.

C. Bundle Protocol Security Testing in the GRC Automated
Test Suite

The GRC automated test suite was used to test the impact
of enabling transport layer security on data rates by sending
files from the rover to the MOC with and without Bundle
Protcol Security (BPSec) enabled in an emulated cislunar
scenario shown in Figure 3. Depending on orbital mechanics,
the rover can have a direct line of sight to a single node or
to multiple nodes. The Netropy network emulator was used to
introduce a lunar delay of 1500 ms between the earth and space

Fig. 9: Data rates results with and without security in GRC
automated test suite Cislunar scenario

nodes. Figure 9 shows that the sending and receiving nodes
achieved similar data rates and that BPSec did not degrade the
performance despite the long delays and large files being sent.
In addition, it confirmed that high rates in the order of multi-
gigabits were still possible with BPSec enabled in a realistic
mission scenario.

VII. FUTURE WORK

In conclusion, this paper discussed several aspects of se-
lecting a network emulation environment for DTN prototype
testing. Our team recommends maintaining several tools based
on the specifics of the use-case including: TRL of the tech-
nology to be tested, organizations requiring access to the
test environment, ease of collaboration, analysis and reporting
capabilities, visualization capabilities, and ease of use.

Our future work aims to develop a standard set of sce-
narios that represent the production mission. The scenarios
should be developed as generic templates independent of any
platform to be adapted to run on emulation solutions with
various capabilities, from the simplest to the most complex.
These scenario templates should include a detailed written
description, a network diagram, and a contact plan delivered in
a standardized format[48]. The template serves as a blueprint
that allows a developer or researcher to create an adaptation of
the scenario specific to each emulation platform to be evalu-
ated. Additionally, the scenario templates facilitate qualitative
and quantitative comparisons among the testbeds discussed
in this paper and provide a foundation for developing future
emulation platforms. This way, the scenario remains consistent
where the emulation processes, capabilities, and fidelity may
change drastically between platforms. A future goal is to create
a set of standard guidelines for DTN scenario development
that can transcend all testbed environments, facilitating the
proliferation of open-sourced scenarios that developers can use
when prototyping.
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