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Satellite Visibility Prediction for Constrained
Devices in Direct-to-Satellite IoT Systems

Raydel Ortigueira, Samuel Montejo-Sánchez, Senior Member, IEEE , Santiago Henn, Student Member,
IEEE , Juan A. Fraire, Senior Member, IEEE , Sandra Céspedes, Senior Member, IEEE

Abstract— The Internet of Things (IoT) enables the transport of small amounts of data
from/to constrained devices such as sensors and actuators. When these devices are
located in remote areas without terrestrial network coverage, the Direct-to-Satellite
IoT (DtS-IoT) systems become cost-effective solutions. DtS-IoT allows data exchange
with remote nodes through low Earth orbit nanosatellites, which are reachable only
during short intervals, even during passes with high elevation angles. Therefore, if the
constrained nodes become active late concerning a visibility interval, they may miss a
transmission opportunity. In the same way, if the nodes become active prematurely, they
may incur unnecessary energy consumption. Knowing the duration and start of each
visibility interval beforehand allows the constrained devices to increase the probability
of successful transmissions and save energy simultaneously. The precise prediction of
satellite visibility intervals requires sizable energy and computational costs, a significant
challenge for constrained devices, particularly for devices devoid of Internet access on
the ground. In this paper, we propose a fast and efficient algorithm for satellite visibility
prediction that considers the two-body model as a reference and includes a mechanism
for the constrained ground nodes to update the orbital information. Numerical and
simulation results show that our solution decreases the computation cost by up to
66.53% compared to state-of-the-art visibility prediction algorithms. Furthermore, we show that for each pass of the
satellite, the constrained devices successfully update the orbital information 87.12% of the time, this process being
completely independent of any supplementary Internet connectivity.

Index Terms— Constrained Devices, Direct-to-Satellite IoT (DtS-IoT), Nanosatellites, LEO, Satellite Visibility Prediction

I. INTRODUCTION

The Internet of Things (IoT) is a term that refers to the next
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generation of the Internet. The IoT facilitates access and identi-
fication of physical devices through the web, enabling them to
exchange information [1]. This technology has been integrated
into various sectors, including healthcare, safety, transporta-
tion, smart agriculture, and remote surveillance/monitoring of
meteorological variables in distant areas [2]. The needs of IoT
applications demand a much greater range than the coverage
offered by terrestrial infrastructure networks, being humanity
also affected and concerned by phenomena far from cities. A
low-cost Direct-to-Satellite IoT (DtS-IoT) system [3] is one
such application that relies on inexpensive satellite solutions
for providing communication services at a massive scale. A
cost-effective DtS-IoT system comprises terrestrial IoT devices
or terminals and Low Earth Orbit (LEO) satellites, which
serve as a connecting link for transmitting data using low-
power, long-range communications. The DtS-IoT network uses
a limited transmission capacity to collect small amounts of
data simultaneously.

The technologies used in DtS-IoT systems impose certain
constraints, such as limited energy capacity and processing
capabilities [3]–[6]. In addition, hardware resources are also
restricted in terms of quantities and availability. Nonetheless,
such a low-cost satellite IoT system is proving to be a
promising solution for enabling remote data interaction on a
global scale [7].
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Regarding the cost-effectiveness and reliability of Direct-
to-Satellite IoT (DtS-IoT) systems, it’s important to consider
their unique application in remote regions. These areas often
lack alternative connectivity solutions, making satellite-based
IoT the only feasible option. DtS-IoT, significantly leveraging
LEO satellites, presents a cost-effective solution due to the
reduced expenses associated with deploying sparse nano-
satellite constellations. Compared to other satellite services
with persistent connectivity, DtS-IoT systems are substan-
tially more affordable. Indirect-to-satellite IoT (ItS-IoT) using
ground gateways can be employed for regions with higher
device density. However, in scenarios where such deployment
could be more practical and economically viable, relying on
the sparse and intermittent connectivity of DtS-IoT is the most
viable and cost-effective approach. Integrating terrestrial IoT
technologies like LoRa/LoRaWAN and NB-IoT with these
satellite systems further enhances their economic feasibility
by leveraging economies of scale. As a result, the DtS-IoT
system, despite its limited transmission windows, emerges
as a uniquely advantageous solution in terms of cost and
applicability for providing IoT connectivity in geographically
challenging locations [8].

Although LEO satellites can provide global coverage over
time, they can only be visible from any given location on Earth
during short intervals that vary their beginning and duration
with each pass [9]. Consequently, ground nodes face the
challenge of either activating their radios too late and missing
out on transmission opportunities, or activating them too early
and wasting energy resources unnecessarily. A viable solution
involves predicting the start time and duration of visibility
intervals. This way, constrained terminals can increase their
probability of successful communication while conserving
energy by turning off their radios when satellites are not
visible. Thus, an algorithm capable of accurately forecasting
these visibility windows from constrained devices becomes
essential.

The prediction of satellite visibility involves forecasting the
time interval during which the elevation angle of a satellite
concerning a terrestrial terminal exceeds a minimum threshold.
Initially, this issue was tackled via trajectory checking method
or brute force method [10]. This approach requires calculating
the satellite’s position at each time step to check if it meets
the visibility criteria. However, this technique obtains precise
outcomes by computing many positions in every orbital period,
thus, increasing computational load.

Accurate satellite positioning for visibility prediction is
dependent on having up-to-date orbital information. Unfor-
tunately, in low-cost DtS IoT systems, the terminals lack
terrestrial Internet access for updating this data. Many studies
have addressed the visibility prediction problem from the
perspective of satellites [10]–[16] and from the ground node
perspective [17]–[22]. However, the prediction process poses
significant computational pressure, particularly for IoT nodes
with limited processing capabilities. This challenge results in
extended execution times and high energy consumption during
computation [23]. Moreover, previous solutions do not provide
mechanisms to update orbital information when terrestrial
Internet access is unavailable.

To tackle this issue, we propose an algorithm that considers
the two-body model as a reference to foresee satellite visibility
intervals and includes a mechanism for the terminals to update
orbital information. The proposed solution aims to solve the
problem by ensuring reliable accuracy without relying on
Internet connectivity. In summary, the main contributions of
this paper are as follows:

• A fast and efficient algorithm that accurately forecasts the
visibility intervals of satellites with a reduced computa-
tional footprint. This algorithm enables node-to-satellite
synchronization, thus reducing overall energy consump-
tion at end devices and extending their lifetime. Fur-
thermore, our node-to-satellite synchronization allows for
data transmission and successful delivery, thus increasing
the system throughput and allowing more efficient use of
each visibility interval.

• An updating mechanism of the orbital information at the
constrained terminals without terrestrial Internet connec-
tivity. With a high probability of success, this mechanism
provides the periodic update of the orbital information
required by the ground nodes to accurately forecast the
start and duration of the upcoming satellite visibility
intervals. Therefore, this updating mechanism is essential
for the reliable operation of the visibility prediction
algorithm.

The remainder of this paper is organized as follows. In Section
II, we review the related work. We describe the system model
in Section III. In Section IV, we proposed an algorithm for
the satellite visibility prediction. Section V, introduces the
model that describes the mechanism of the orbital information
update. In Section VI, we evaluate the success probability
of the proposed update mechanism and the performance of
the visibility prediction algorithm compared to state-of-the-art
algorithms. We provide the concluding remarks in Section VII.

II. RELATED WORK

A. Satellite Visibility Prediction

Satellite visibility prediction has been studied extensively in
the literature, as indicated by various sources [10]–[22]. The
algorithms presented in these studies can be classified into two
categories: those designed from the satellite’s perspective and
those developed from the ground nodes’ standpoint.

The first group of algorithms [10]–[16] approaches visibility
intervals from the satellite perspective; however, it does not
consider the potential obstructions between the terminals and
the satellite, nor the lack of a mechanism for updating the
orbital parameters at a terrestrial IoT device without Internet
connectivity. The second group of algorithms determines satel-
lite visibility intervals from the perspective of ground terminals
[17]–[22], which vary in their strategies for calculating rise and
set instants. Some works use analytical expressions directly
with certain applicability restrictions [17]–[19], whereas more
recent works obtain visibility functions through interpolation
techniques [20]–[22]. Table I summarizes the algorithms an-
alyzed in both groups. In the following, we describe the
terminal-based approaches in more detail.
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TABLE I
SUMMARY OF ALGORITHMS FOR SATELLITE VISIBILITY PREDICTION

Classification Related Mathematical approach
work to visibility prediction Proposed technique Comments and drawbacks
[10] Analytical Fast Fourier Transform

of the visibility function Do not consider
[11] Numerical Curve fitting by parabolic blending the potential obstacles

between the ground terminal
[12] Analytical Control equation based on and the satellite.

Satellite-based the epicycle equations
design approach [13] Numerical Adaptive piecewise cubic Hermite interpolation

Do not define
[14] Numerical Self-adaptive Hermite interpolation a mechanism to update

using piecewise cubic polynomials the orbital information
[15] Analytical Calculation of the intersection points between at ground terminals

the characteristic curve and the projection curve without Internet access.
[16] Numerical Cubic Hermite interpolation

[17] Analytical Transcendental equation as
a function of the eccentric anomaly

[18] Analytical Calculation of the eccentric anomaly
for each extreme of the visibility interval Do not define

[19] Analytical Calculation of the visibility interval as a mechanism to update
Terminal-based a function of the maximum elevation angle the orbital information
design approach [20] Numerical Self-adaptive Hermite interpolation at ground terminals

using piecewise cubic polynomials without Internet access.
[21] Numerical Adaptive interpolation

using radial-basis functions
[22] Numerical Kriging interpolation

using functional values weighting

TABLE II
SUMMARY OF METHODS FOR ORBIT DETERMINATION

Classification Related Observed/measured Hardware requirements Comments and drawbacks
work parameters

Observation-based [24] Position, right ascension, Tracking stations using laser
methods [25] and declination interferometry and radar Required hardware resources

[26] are prohibitive
Ground stations synchronized for low-cost terminals

[27] and equipped with additional devices

Measurement-based Doppler frequency shift
methods Circular orbit assumed

[28] Not mentioned
Satellite’s altitude is known a priori

In [17], the author proposed a transcendental equation as a
function of the eccentric anomaly, where the extremes of the
visibility interval correspond to the roots of the transcendental
equation in each satellite pass. In [18], an analytical expression
to compute the eccentric anomaly of a satellite was proposed
for each extreme of the visibility interval, where the eccentric
anomaly values are adjusted according to the desired accuracy.
In [19], the authors used an analytical approach to calculate
the visibility interval as a function of the maximum elevation
angle seen from the terminal. More recently, in [20], the
visibility function was approximated by cubic polynomials,
which were calculated through a self-adaptive Hermite in-
terpolation technique. In [21], the authors approximated the
visibility function using a radial basis function. An adaptive
interpolation method was used to increase the approximation
accuracy. Finally, the visibility intervals were determined by
solving an optimization problem. In [22], a framework based
on the Kriging interpolation technique was proposed. This
framework approximates the visibility function by weighting

function values, where each weight depends on the known
instants closest to the prediction instants.

All the mentioned algorithms need updated orbital infor-
mation to predict valid visibility intervals. As a result, some
researchers have assumed that these algorithms retrieve such
information from the standard Two-Line Element (TLE) set
available for download on the Internet. However, this ap-
proach proves unfeasible for remote devices lacking access
to terrestrial network coverage. Interestingly, none of the
proposed solutions includes a mechanism enabling remote
ground terminals (where said algorithms are executed) without
Internet connectivity to update their orbital information data.

B. Orbital Information Updating Mechanisms

To determine the orbit of satellites from Earth, one com-
monly used approach is through a process called the orbit
determination method. Several well-known techniques for this
include Laplacian [24], Gaussian [25], and Herrick-Gibbs [26].
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These techniques analyze parameters such as position, right as-
cension, and declination to establish initial orbits. Accordingly,
these methods need tracking stations with sufficient hardware
resources to obtain optical observations (e.g., photography and
laser) and radio frequency observations (e.g., interferometry
and radar) [29]. However, the hardware resources required for
these observations are prohibitive for constrained terminals.

Recently, other researchers have proposed orbit estimation
methods for LEO satellites by measuring the Doppler fre-
quency shift from telemetry signals. In [27], the authors use the
disturbed circular motion model and the cooperative telemetry
reception. However, these mechanisms require a stationary
ground station equipped with additional devices (e.g., a two-
channel digital oscilloscope) and synchronized with several
mobile ground stations. In [28], the authors estimate some
orbital parameters, such as the inclination, the Right Ascension
of the Ascending Node (RAAN), and the mean anomaly, but
they assume a circular orbit and the knowledge of the satellite’s
altitude. A summary of orbit determination mechanisms is
available in Table II.

While these methods can gather orbital information from
a specific location on Earth, their hardware requirements and
the amount of data they collect make them impractical for use
in constrained terminals with limited resources.

III. SYSTEM MODEL

Our system model comprises a terminal on the Earth’s
surface and a CubeSat in LEO. The satellite can be viewed
from the terminal when its elevation exceeds the minimum
elevation angle εmin. The propagation conditions typically
determine this constraint [18]. Thus, we adopt this criterion
to define visibility.

A. Visibility criterion

A visibility criterion is defined as the set of conditions
that must be met by a satellite to be visible from a ground
terminal. The visibility criterion used in this work comprises
several key elements, such as the cone of visibility (CoV)
and the observation region. The cone of visibility is the space
visible from a ground terminal. In the CoV, the generatrix
has an elevation angle equal to the minimum elevation angle
εmin, and the vertex coincides with the terminal’s location.
As a result, the projection of the CoV on the Earth’s surface
generates a curved surface called the observation region. This
region contains the Sub-Satellite Point (SSP) when the satellite
flies over the region. The SSP is the location on the Earth’s
surface directly beneath the satellite, as shown in Figure 1.

In this stage, the Earth is assumed to be spherical. As
a result, we define the observation region as a spherical
cap limited by a circumference on the Earth’s surface. Each
point of this circumference is separated from the terminal by
an arc, which has the same amplitude as its corresponding
central angle. This angle is called the observation angle and is
measured at the Earth’s center from the terminal to any point
belonging to the circumference. The observation angle, Θ, can
be calculated using the following expression [30],

Fig. 1. Visibility model

Fig. 2. Visibility geometry that shows the maximum observation angle

Θ = arccos

(
Re cos(εmin)

Re + h

)
− εmin, (1)

where Re is the effective Earth radius and h is the orbital
height. To obtain a CoV that includes all possible altitudes of
an LEO satellite, h is replaced by the maximum orbital height
in an LEO, as shown in Figure 2. Then, the observation angle
becomes the maximum observation angle, Θmax, which gives

Θmax = arccos

(
Re cos(εmin)

Re + hmax

)
− εmin. (2)

Defining the angular distance, θ, as the arc measured from
the terminal to any SSP on the Earth’s surface, we argue that
an SSP will be contained in the observation region as long as
θ < Θmax, as shown in Figure 3.

The angular distance between the terminal and the SSP is
calculated as [31],

θ =arccos

(
sin(LatSSP ) sin(LatT ) · · ·

+ cos(LatSSP ) cos(LatT ) cos(∆L)

)
,

(3)

where (LonSSP , LatSSP ) and (LonT , LatT ) are the coordi-
nates of the SSP and the terminal, respectively. The longitudes
belong to the interval [0◦, 360◦]; the latitudes belong to the
interval [−90◦, 90◦], and

∆L = |LonSSP − LonT |. (4)
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Fig. 3. A sub-satellite point within the observation region

Fig. 4. Visibility geometry that illustrates the minimum orbital height
equivalent to the angular distance between the terminal and the SSP

However, the fact that SSP is contained within the observa-
tion region does not guarantee that the satellite will be visible
from the terminal. This occurs when the satellite flies over the
observation region but is simultaneously outside the CoV, due
to its current elevation angle being less than εmin. Only when
a satellite remains in CoV it could be visible from a terminal.
Thus, for the satellite to be visible, its orbital height must
exceed the minimum orbital height necessary for surpassing
the required elevation angle criterion, as determined by the
angular distance between terminal and SSP (see Figure 4).
The Law of Sines provides an expression for determining this
minimum orbital height, hθ, as follows.

hθ = Re

(
sin(90◦ + εmin)

sin(90◦ − εmin − θ)
− 1

)
. (5)

In summary, the visibility criterion implies the fulfillment of
both conditions. The first condition, (θ < Θmax), checks if the
SSP is contained within the observation region, and the second
condition, (h > hθ), checks if the orbital height ensures that
the minimum elevation angle is exceeded.

Having described the visibility criterion, we can define a
satellite’s visibility interval as:

t ∈ [trise, tset] |

{
θ < Θmax

h > hθ

, (6)

where trise and tset are the instants of time when a terminal
gains and loses visibility of a satellite, respectively. Then, the
set of visibility intervals resulting from m satellite passes is

S =

m⋃
i=1

[tirise, t
i
set]. (7)

B. Fundamentals of the satellite visibility prediction

The proposed algorithm for satellite visibility prediction is
based on estimating the crossing instants of the satellite trace
over the Target Latitude (TL), defined as the latitude closest
to the ground terminal. The proposed algorithm estimates the
coordinates of the SSP along the TL considering the two-body
model as a reference, for which a satellite revisits the same
point in the orbit in an inertial coordinate system after each
orbital period [12]. As a consequence, each instant of time in
the future, tp, in which the satellite will pass over the TL, can
be obtained after each orbital period as

tp = t0 + p T, (8)

where t0 is the initial crossing instant between the satellite
ground track and the TL, T is the orbital period, and p indi-
cates the number of passes over the TL, i.e., is referred to the
pth satellite pass over the TL. Therefore, the estimation process
can start from any crossing instant for both an ascending and
descending pass. Note that T always separates consecutive
crossing instants in the same direction (ascending/descending).
Thus, (8) can be used in each direction whenever the instant
t0 is associated with the direction in question.

C. Satellite pass search

The satellite pass search starts once the initial crossing
instant t0 is known. This stage aims to obtain the instants
tp, for which the satellite is visible over the TL. The search
consists of estimating the coordinates of the SSP for each
instant tp and verifying if the satellite meets the visibility
criterion for each of these instants. After each orbital period,
the following steps are performed:

Step 1: Calculate the instant tp, according to (8).
Step 2: Estimate the SSP coordinates at the instant tp. Since

the search is carried out along the TL, the estimated SSP
preserves latitude after each orbital period such that

Latp = Lat0, (9)

where Lat0 is the latitude of the SSP at the initial crossing
instant t0, and Latp is the estimated latitude of the SSP at
the pth satellite pass over the TL, i.e., logically this is the TL
itself. Instead, the estimated SSP varies in longitude after each
orbital period, such that the estimated longitude of the SSP at
the pth satellite pass over the TL is

Lonp = Lon0 − pwe T, (10)

where Lon0 is the longitude of the SSP at the initial crossing
instant t0 and we is the Earth’s rotation rate, so we T is the
angular distance that results from the Earth’s rotation during
an orbital period T .
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Step 3: Calculate the angular distance θ between the
estimated SSP and the target terminal, according to (3).

Step 4: Determine if the estimated SSP is contained in the
observation region of the ground terminal. Consequently, if
θ < Θmax, the instant tp is considered as a potential visibility
instant; else, the instant tp is discarded.

Step 5: Once the estimated SSP is contained in the obser-
vation region, as shown in Figure 3, calculate the satellite’s
position for the instant tp using an orbital propagator.

Step 6: Check if the satellite is visible from the terminal
at the instant tp. If the satellite meets the visibility criterion
shown in (6), the instant tp is valid as a visibility instant and
is used to estimate the visibility interval, [trise, tset]; else, the
instant tp is discarded.

D. Visibility interval search
Once the visibility criterion is met for an instant tp, such

that tp ∈ [trise, tset], the visibility interval search is started.
This stage assumes the oblate Earth model WGS-84 [32] and
aims to delimit the visibility interval, during which the satellite
elevation exceeds the minimum elevation angle. The extremes
of the visibility interval [trise, tset] associated with the instant
tp are obtained as indicated below.

Step 1: The process of determining the visibility interval
involves iteratively adding or subtracting time steps from a
given instant until the satellite becomes non-visible. This is
done by finding tset or trise, based on equal time increments,
as appropriate. The initial visibility instant starts at tp.

Step 2: When the satellite is no longer visible from the
terminal, the extreme instants found in step 1 determine the
boundaries of the visibility interval.

Step 3: To enhance accuracy, the search process (steps 1
and 2) is iterated using a smaller time step. Starting from the
last visibility instant found with the previous time step, each
iteration repeats the search process until reaching the desired
level of accuracy.

The duration of the initial time step, τ0, aims to reduce the
number of times the satellite position is computed during the
search for the preliminary extreme instants of the visibility
interval. As a result, this duration depends on the maximum
visibility interval taken as a reference. Similarly, the duration
of the time step used in the kth repetition, τk, also aims to
reduce the number of times the satellite position is calculated
during the readjustment of the preliminary extremes instants.

E. Orbital perturbations
Although, at the first stage, we consider the two-body model

as a reference for the proposed satellite visibility prediction
algorithm, other aspects associated with the satellite orbit must
be regarded. The satellite orbit is disturbed by forces acting
on the satellite. For satellites in an LEO, the perturbing forces
arise mainly from atmospheric drag and the non-spherical
mass distribution of the Earth [31]. So, the orbital period
and the longitude of the ascending node can vary due to
atmospheric drag and the Earth’s oblateness, respectively [33].

To mitigate the effects of orbital perturbations and increase
accuracy during the prediction, we propose the following
modifications:

• The orbital period (used as a reference during the satellite
pass search) is calculated from the mean motion. Once
the SSP has passed 360◦ through latitudes, it is read-
justed to obtain a new SSP closer to the TL. Thus, any
variation in the latitude of the SSP that results from orbit
perturbations is reduced.

• SGP4 [34] is the selected orbital propagator. This orbital
propagator considers the effects of perturbing forces
on near-Earth satellites, generates satellite positions in
the Earth-Centered Inertial (ECI) coordinate system, and
uses the TLE sets published and regularly updated by
NORAD.

• A mechanism is proposed to update the orbital informa-
tion in the remote ground terminals.

F. Assumptions
The proposed algorithm assumes the following:
• LEO satellites have updated orbital elements. A satel-

lite may update these elements through multiple ground
stations with Internet access or through the algorithm
proposed in [35] for small satellites, where the TLE set
is updated on board using a GPS receiver.

• Satellites fly in a nearly circular LEO (i.e., an eccentricity
less than 0.01), where the inclination is between 50◦

and 100◦, and the orbital height with respect to the
Earth’s surface is between 300 km and 900 km [36].This
assumption considers the orbits in which most of the
CubeSats consulted fly. The heights belonging to these
orbits allow constrained devices to communicate with the
satellite using low power.

• The ground terminals use the SGP4 orbital propagator to
compute the satellite position.

• The ground terminals are static and know their locations,
which could be provided during setup. These features
prevent devices from requiring additional components for
their mobility and GPS receivers to update their location,
which is consistent with constrained device status.

• To perform the satellite pass search, we assume that
the Earth is spherical. This simplification of Earth’s
shape forms the basis for various analytical procedures
for the following reasons, as supported by [19], [31].
First, the shortest distance between two points on Earth
can be calculated using simple expressions. Second, the
algorithm’s computational cost is reduced because the
number of times the satellite position is computed using
the orbital propagator is small. Finally, SSP accuracy is
not a requirement during the satellite pass search.

• During the visibility interval search, the Earth is assumed
to be oblate. The oblate-Earth approach determines visi-
bility intervals using more precise satellite positions.

IV. SATELLITE VISIBILITY PREDICTION

The proposed algorithm aims to estimate the rise and set
instants of each visibility interval, which takes place when
the satellite meets the visibility criterion during its movement.
The algorithm consists of three phases executed in the ground
terminal. The phases are described as follows.
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Fig. 5. Flowchart corresponding to the refined search in step 7.3

A. Configuration phase
Step 1: Set the terminal’s location regarding latitude and

longitude.
Step 2: Calculate the maximum observation angle, Θmax,

using (2).

B. Update phase
Step 3: Turn the receiver on and off periodically to receive

the current orbital information from the satellite through sync
packets (see Section V). Each sync packet includes a current
timestamp in UTC format.

Step 4: Record the first sync packet that is correctly
received. Set the contact instant with the timestamp value
contained in the packet.

Step 5: Use the received sync packet to update the orbital
information.

C. Estimation phase
Step 6: Estimate the first crossing instant (i.e., the instant in

which the satellite passes over the TL) closest to the contact
instant. The following tasks are required to complete step 6.

1) Calculate the satellite position corresponding to the
contact instant.

2) At the contact instant, determine whether the satellite is
situated North or South with respect to TL.

3) At the contact instant, determine if the satellite is in
ascending or descending orbit.

4) Using the information from the first three tasks, calculate
the satellite position iteratively for future or past instants
until the satellite reaches the closest latitude to the TL.

Each instant is obtained by adding or subtracting a time
step ∆t1 from the contact instant. As a result, the instant
providing the closest latitude to the TL is selected.

5) Record the instant resulting from the previous task as
the first crossing instant.

Step 7: Determine the second crossing instant nearest to the
contact instant. The process consists of a coarse search that is
later refined. The tasks to complete step 7 are as follows:

1) Calculate the initial search instant for the coarse search
by adding the time step ∆t2 = T/2 or ∆t2 = T/4 to
the first crossing instant. The duration of the time step
depends on the hemisphere where the terminal is located
and the satellite flight direction (ascending/descending)
during the first crossing instant. This calculation aims to
start the coarse search from a satellite position whose
flight direction is opposite to the direction that the
satellite had during the first crossing instant.

2) Execute the coarse search by calculating the satellite
position twice from the initial search instant and se-
lecting the instant that provides the closest SSP to the
TL. The second search instant is calculated by adding
the time step ∆t3 = T/4 to the initial search instant.
The selected instant is taken as the starting point for the
refined search.

3) Refine the search by adjusting the time step iteratively
and checking the satellite position after each time step,
as shown in Figure 5. The search is refined until the
difference between the SSP’s latitude and TL is smaller
than the latitude tolerance ∆λ. As a result, the instant
providing this difference is selected. The search starts
using the time step ∆t4 = 4′ and the instant that
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results from the coarse search. After each time step,
the satellite position is checked. If the SSP approaches
the TL without crossing it, then the search keeps its
course, keeps the time step, and calculates the next
satellite position. However, if the SSP does cross over
the TL, two different scenarios are possible: i) if the
SSP approaches the TL, the refined search reverses its
course, reduces the time step in half, and calculates the
next satellite position from the current position; and ii)
if the SSP moves away from the TL, the search keeps
its course, reduces the time step in half, and calculates
the next satellite position from the position preceding
the current one.

4) Record the instant resulting from the previous task as
the second crossing instant.

Step 8: Knowing the two crossing instants, employ the
satellite pass search explained in Sec III-C to estimate the
future instants tp in which the satellite will cross over the TL.

Step 9: Employ the visibility interval search explained in
Section III-D to estimate the extremes of the visibility intervals
associated with each instant tp.

D. Practical considerations on the visibility prediction
algorithm

Once the terminal is located in a remote zone without
Internet connectivity, the proposed prediction algorithm is
executed in several steps. First, the terminal is configured
through the configuration phase. Second, the terminal updates
the CubeSat orbital information through the update phase,
where the proposed update mechanism is executed during a
time interval defined by the application. Third, the terminal
predicts the visibility intervals through the estimation phase
using updated orbital information. Finally, the proposed pre-
diction algorithm will be executed every 15 days since the
orbital changes in this interval do not significantly degrade
the SGP4 model accuracy [37]. After the prediction algorithm
is executed the first time, the terminal will update the orbital
information using the satellite visibility intervals resulting
from the prediction, and the proposed update mechanism will
only be executed in fortuitous cases.

V. ORBITAL INFORMATION UPDATE

This mechanism aims to provide the current orbital informa-
tion of the CubeSat to any low-cost terminal without Internet
access. The orbital information contains the input parameters
for the SGP4 orbital propagator. Once the orbital information
is updated in the terminal, the orbital propagator can provide
the most accurate satellite’s ECI coordinates for the visibility
prediction algorithm.

There are two options for the terminal to receive orbital
information from the CubeSat. The first option is for the
terminal to keep its receiver on until it receives the required
information, ensuring synchronization between both devices
is achieved. However, this method results in high energy
consumption due to idle listening. Alternatively, the second
option involves periodically turning off and on the receiver
until receiving the orbital information. This option lowers

Fig. 6. Waveform to illustrate the synchronization criterion

energy costs by reducing idle listening but poses challenges
regarding device synchronization. As constrained terminals
operate within limited power capacity, we have chosen the
latter as our preferred method for designing an updating
mechanism.

Once the periodic reception method has been selected, its
duty cycle must be determined. In the following subsections,
we describe the fundamentals for calculating the duty cycle
and the operation of the update mechanism.

A. Synchronization criterion

The terminal can exchange information with the satellite
only during the visibility interval. Therefore, our analysis
focuses on increasing the odds of synchronization during
this interval. For this reason, the synchronization criterion
considers the worst-case scenario during a satellite pass. Since
the terminal turns its receiver on and off periodically, the
worst-case scenario occurs when it turns off the receiver at the
beginning of the visibility interval. In that case, the terminal
should turn on its receiver before the visibility interval finishes
to ensure synchronization. The synchronization criterion is
illustrated in Figure 6. To meet the proposed criterion, a
terminal’s sleep and listening intervals must be contained
in the visibility interval, Tv . Therefore, the synchronization
criterion is expressed by TS +TL ⩽ Tv , where TS and TL are
the sleep and listening intervals, respectively.

As part of the worst-case scenario, the shortest visibility
interval is considered. Based on this idea, the synchronization
criterion takes into consideration the following points:

1) The orbital height, set at 300 km, is the minimum height
assumed in this work.

2) The visibility interval approaches zero as the maximum
elevation angle during the satellite pass approaches the
minimum elevation angle.

Based on these points, we define a reference visibility interval,
TR
v , to state the synchronization criterion as follows:

TS + TL ⩽ TR
v . (11)

To calculate the reference visibility interval corresponding
to the worst-case scenario, we employ the interval during
which the orbital height is minimum, and the satellite’s max-
imum elevation angle during the satellite pass is 10◦ greater
than the minimum elevation angle. TR

v is calculated using
the expression given by (12), which assumes a circular LEO
[19]. Where ws is the angular velocity of the satellite in the
ECI coordinate system, we is the Earth’s rotation rate, i the
inclination of the orbit, Re is the effective Earth radius, h is the
orbital height, εmin is the minimum elevation angle, and εmax

is the maximum elevation angle during the visibility interval.
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TR
v (εmax) ≈

2

ws − we cos(i)
arccos

 cos

(
arccos

(
Re

Re + h
cos(εmin)

)
− εmin

)
cos

(
arccos

(
Re

Re + h
cos(εmax)

)
− εmax

)
 . (12)

Fig. 7. Transmission of sync packets.

B. Listening interval
Using the synchronization criterion expressed in (11), we

express the listening interval, TL, as follows.
TL

DCt
⩽ TR

v , (13)

where DCt is the duty cycle of the terminal, TS + TL = T ,
and TL = DCtT . As a result,

TL ⩽ DCtT
R
v . (14)

During the listening interval, the terminal must receive the
orbital information that the CubeSat transmits through the sync
packets, as shown in Figure 7. The terminal can only update
the orbital information after correctly receiving a sync packet,
with the orbital information and a clock timestamp. Therefore,
the listening interval should aim at the reception of several
sync packets to increase the probability of correctly receiving
at least one sync packet.

With that idea in mind, the duration of the listening interval
comprises several sync packets and intermediate time intervals.
As a result, the listening interval, TL, can be replaced in (14)
as

(Nsync − 1)Trs + Tsync ⩽ DCtT
R
v , (15)

where Nsync is the number of sync packets received during
the listening interval, Tsync is the duration of the sync packet,
and Trs is the time interval between transmissions of sync
packets.

C. Duty cycles
Since the terminal initiates the listening intervals periodi-

cally and the satellite transmits the sync packets also period-
ically, it is convenient to express (15) in terms of the duty
cycles of both elements as

(Nsync − 1)

(
Tsync

DCs

)
+ Tsync ⩽ DCtT

R
v , (16)

where DCs is the duty cycle of the satellite, Tsync = DCsTrs,
and therefore

Tsync

(
Nsync − 1

DCs
+ 1

)
TR
v

⩽ DCt. (17)

Fig. 8. Relationship between the duty cycles of terminal and satellite.

TABLE III
INPUT PARAMETERS TO CALCULATE TR

v USING (12)

.

Parameters Values
Re 6378.137 km
we 0.0042◦/s
i 90◦

h 200 km, 800 km, 1400 km, 2000 km
ws 0.0678◦/s, 0.0595◦/s, 0.0527◦/s, 0.0472◦/s
εmin 10◦

εmax 20◦

To exemplify the relation between DCs and DCt, we
use (17) with values Tsync = 1.81 s, Nsync = 3, and TR

v

calculated using (12). The results are shown in Figure 8.
The parameters used to calculate TR

v are indicated in Table
III. First, the effective Earth radius (Re) and the Earth’s
rotation rate (we) are constants. Second, the inclination of the
orbit (i), the orbital height (h), and the angular velocity of
the satellite (ws) are variables unknown to the terrestrial IoT
device. As a result, their values were taken as a reference.
Finally, the minimum elevation angle (εmin) is determined by
the user [21], and the maximum elevation angle during the
visibility interval (εmax) was considered in this work as 10
degrees greater than the εmin.

If Tsync, Nsync, and TR
v are known, DCt decreases when

DCs increases for a wide range of orbital heights in LEO. As
a result, we used the equilibrium duty cycle in the terminal
during the orbital information update. The equilibrium duty
cycle is the duty cycle for which DCt and DCs are equal.
The equilibrium duty cycle, DCe, is obtained from (16)

DCe =
Tsync +

√
T 2
sync + 4TR

v (Nsync − 1)Tsync

2TR
v

. (18)
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D. Number of sync packets

A terminal must only receive a sync packet correctly to
update the orbital information. However, the listening interval
must consider more than one sync packet to compensate for
packet loss and increase the chances of successful reception.
Considering the previous ideas, the reception of sync packets
is analyzed to validate the use of three sync packets as a
minimum requirement. The analysis considers six cases where
the listening interval starts at a different time in each case, as
shown in Figure 9.

Fig. 9. Scenarios where a listening interval starts at different instants.

To consider the worst condition in each case, an entirely
received packet is always discarded using a cross to emulate
packet loss due to obstruction of the satellite signal or inability
to decode the received packet. Partially received packets are
also discarded. After emulating the packet losses, each listen-
ing interval keeps at least one packet without being discarded.
Based on this, each listening interval must consider at least
three sync packets to receive at least one of them successfully.

E. Practical considerations on the orbital information
update

The update mechanism consists of a search stage, where
the terminal turns its radio on and off periodically to receive
the sync packets transmitted by the satellite. The search stage
starts after the terminal is installed. The equilibrium duty cycle
(DCe) is used for both the satellite and terminal. The terminal
finishes the search stage when a sync packet is correctly
received. The received orbital information is used to predict
the following intervals of satellite visibility.

As for the energy impact, the terminal consumes energy
when its receiver is turned on periodically using the equilib-
rium duty cycle (DCe), whose value we will denote as dc%.
Thus, the terminal will have the receiver turned off during
the (100 − dc)% of the time during the update, representing
the part of the energy that the terminal saves compared to
the case where there is no “prediction” and the receiver must

remain on. Consequently, each terminal saves energy during
the update mechanism; and after prediction, each terminal
saves energy because it turns off its radio when the satellite
is not visible. Therefore, the proposed prediction algorithm
positively impacts the overall energy efficiency.

VI. RESULTS AND DISCUSSION

In this section, we evaluate the performance of the proposed
prediction algorithm and the proposed update mechanism
through a comprehensive simulation campaign. Simulations
to analyze the prediction algorithm’s performance in different
scenarios were carried out using MATLAB. The simulations
comprise an elevation curve corresponding to an LEO satellite,
accuracy and probability calculations, and measurements of
computational cost and runtime1

A. Satellite visibility prediction
To evaluate the performance of the proposed prediction

algorithm, we use two metrics: the computational cost and the
accuracy. The computational cost is determined as the number
of times the satellite position is calculated. The accuracy is
expressed in the Percentage Normalized Error (PNE) as

PNE =
|tPrise/set − tArise/set|

TA
v

, (19)

TA
v = tAset − tArise, (20)

where tPrise/set is the predicted rise/set time, tArise/set is the
actual rise/set time, and TA

v is actual visibility interval.
For comparative purposes, two state-of-the-art visibility

prediction algorithms were used as a benchmark: the algorithm
presented in [20], based on self-adaptive Hermite interpolation
using cubic polynomials (HCP), and the algorithm presented
in [21], based on adaptive interpolation using radial-basis
functions (RBF). Both algorithms were chosen because they
are the most efficient in their category according to [21]. The
technique proposed in [22] was not chosen in the comparison
because the actual and predicted rise/set times used to calculate
the PNE metric were not shared, preventing reproduction.

TABLE IV
SIMULATION PARAMETERS [21]

Terminal Values
Minimum elevation angle 10◦

Location ( 25◦N, 110◦E )
Orbital information

Epoch 2017-12-15 00:00:00.000 UTC
BSTAR drag term −0.70106× 10−5

Inclination 97.215◦

RAAN 241.63◦

Eccentricity 0.004969
Argument of Perigee 130.168◦

Mean Anomaly 28.171◦

Mean Motion 14.93555464

1The runtime is expressed in ms. The same hardware (a laptop equipped
with a Windows 11 64-bit OS, a RAM of 8.00 GB, and a processor Intel®
Core i5-1035G1 CPU 1.00GHz 1.19 GHz) was used in the processing to
guarantee fairness in the comparisons and reproducibility.
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TABLE V
COMPARATIVE EVALUATION FOR SATELLITE VISIBILITY INTERVAL PREDICTION ALGORITHMS (* AVERAGE VALUES)

Prediction Cost Rise time Set time Duration PNE (%) Average PNE (%)
algorithms (s) (s) (s) Rise time Set time Rise time Set time

9220.200 9704.773 484.573
Results from STK 51954.550 52207.665 253.115

57608.347 58008.004 399.657
9218.874 9694.352 475.478 0.2736 2.1506

HCP [20] 251 51938.340 52219.026 280.686 6.4042 4.4885 3.0497 4.1343
57598.470 58031.040 432.570 2.4714 5.7639
9218.543 9703.363 484.820 0.3420 0.2910

*RBF [21] 124.4 51956.021 52209.128 253.106 0.5812 0.5778 0.4378 0.4004
57609.907 58009.332 399.426 0.3902 0.3323
9217.041 9699.853 482.812 0.6518 1.0152

Proposed algorithm 84 51937.231 52195.981 258.750 6.8422 4.6159 3.4894 3.5175
57596.460 57988.335 391.875 2.9743 4.9214

Fig. 10. Elevation curve corresponding to parameters of Table IV.

We used the same simulation parameters shown in [21] to
execute our proposed algorithm. This way, we could compare
our proposal with the results presented in [21] for the two
selected works. The baseline measurements used in [21] were
made with Systems ToolKit (STK) software from Ansys.
Table IV shows the mentioned simulation parameters, whose
elevation curve is shown in Figure 10 for a simulation time of
86400s (1 day). Table V shows that the proposed algorithm
obtained the lowest computational cost with an accuracy
similar to that of the state-of-the-art algorithms. Our algorithm
achieved a cost computational equal to 84, representing a
decrease of 32.48%, and 66.53% concerning the RBF and HCP
algorithms, respectively. The low computational cost obtained
by our algorithm is associated with the fact that the algorithm
uses many SSPs whose latitudes and longitudes are estimated
considering the two-body model as a reference instead of being
obtained by calculating the satellite position. Tables VI and VII
show the parameters corresponding to the proposed algorithm.

B. Orbital information update
To evaluate the performance of the proposed mechanism, we

carried out a simulation that aims to determine the probability

TABLE VI
TIME STEPS CORRESPONDING TO THE VISIBILITY INTERVAL SEARCH

k τk
0 60 s
1 15 s
2 3.75 s
3 0.9375 s

TABLE VII
TIME STEPS AND LATITUDE TOLERANCE CORRESPONDING TO THE

ESTIMATION PHASE

Parameters Values
∆t1 1’
∆t2 48.2’ or 24.1’
∆t3 24.1’
∆t4 4’
∆λ 1◦

of receiving at least two sync packets during the reference
visibility interval. To receive the sync packets, the listening
interval, TL, has to coincide with the reference visibility
interval, TR

v . Therefore, the simulation considered the time
intervals during which the TR

v coincides with the TL and
during which the TL coincides with the sync packets.

Accordingly, the simulation was performed as shown in
Figure 11. Firstly, the TL was shifted iteratively through the
TR
v . The displacement starts when the beginning of the TL

coincides with the beginning of the TR
v (case 1) and finishes

when the time interval swept by TL, ∆t, is equal to the TR
v

(case 7). At each iteration, TL was shifted by 0.01 s. Secondly,
each time the TL was shifted, all sync packets were also shifted
iteratively. The displacement starts when the beginning of the
shifted TL coincides with the beginning of a sync packet and
finishes when the time interval swept by the sync packets
equals the transmission period, Trs. At each iteration, each
sync packet is shifted by 0.05 s.

During the simulation, the probability values were calcu-
lated. Each probability value corresponds to a TL that begins
∆t time units after the start of the TR

v . Probability was
calculated by counting the times in which 1, 2, and 3 sync
packets were received during a shifted TL. The probabilities
associated with each shifted TL are shown in Figure 12.

Figure 12 shows that the probability of receiving at least
two sync packets is equal to 1 for each TL that starts during
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Fig. 11. Displacement of the listening interval through the reference
visibility interval.

Fig. 12. Probability of receiving sync packets when the listening interval
is shifted through the reference visibility interval.

TABLE VIII
INPUT PARAMETERS FOR (12)

Parameters Values
Re 6378.137 km
we 0.0042◦/s
i 90◦

h 300 km
ws 0.0663◦/s
εmin 10◦

εmax 20◦

the first 202.29 s of TR
v . In other words, the terminal will

receive at least two sync packets with a probability of 87.12%
during each TR

v . The histograms in Figure 13 show the notable

Fig. 13. Number of times in which 1, 2, and 3 sync packets were
received during the listening interval.

TABLE IX
CALCULATED PARAMETERS

Parameters Values
TR
v 232.20 s

DCe 12.88 %
Trs 14.05 s
TL 29.91 s

cases in which the probability of receiving at least two sync
packets is less than 1 (cases 4, 5, and 6). Table VIII shows
the experiment parameters to calculate TR

v using (12), where
the inclination i = 90◦ is taken as a reference, and h = 300
km is the minimum altitude for the CubeSats. Then, setting
Tsync = 1.81 s and Nsync = 3, we calculate DCe, Trs, and
TL using (18), (15), and (14), respectively. Table IX shows
the values of TR

v , DCe, Trs, and TL.

C. Sensitivity to Terminal’s Location and Orbital Height

In this subsection, we consider two use cases to evaluate
the impact of the terminal’s latitude and orbital height on
the performance of the prediction algorithm and the updating
mechanism. The simulation parameters are listed in Table IV.
We modified the mean motion and the terminal’s location
parameters for the sensitivity analysis. Each simulation had
a duration equal to 1 day (86400 s). The trajectory checking
method was used as a reference to determine the accuracy
achieved by our proposed mechanism in each use case. The
time step employed by the trajectory checking method was 1s.
Both cases are described below.

TABLE X
VALUES ASSOCIATED WITH THE SEMI-MAJOR AXIS

Orbit Semi-major Mean Perigee Apogee
Axis Motion Height Height

1 6720 km 15.75973404 308.471 km 375.254 km
2 7310 km 13.89078304 895.539 km 968.186 km
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TABLE XI
PERFORMANCE FOR LOCATION ( 60◦N, 10◦E ) AND SEMI-MAJOR AXIS ( a = 6720 KM ).

Cost Average runtime Rise time Set time Duration PNE (%) Average PNE (%)
(ms) (s) (s) (s) Rise time Set time Rise time Set time

31286 31604 318
Trajectory checking method 36816 36987 171

81542 81851 309
31285.138 31603.888 318.750 0.2709 0.0350

Proposed algorithm 82 87.486 36814.339 36986.839 172.500 0.9710 0.0938 0.5187 0.1072
81541.029 81850.404 309.375 0.3141 0.1928

TABLE XII
PERFORMANCE FOR LOCATION ( 0◦N, 10◦E ) AND SEMI-MAJOR AXIS ( a = 6720 KM ).

Cost Average runtime Rise time Set time Duration PNE (%) Average PNE (%)
(ms) (s) (s) (s) Rise time Set time Rise time Set time

Trajectory checking method 35821 36159 338
77022 77271 249

Proposed algorithm 63 69.800 35819.826 36159.201 339.375 0.3473 0.0594 0.4329 0.0339
77020.708 77271.021 250.312 0.5186 0.0085

TABLE XIII
PERFORMANCE FOR LOCATION ( 0◦N, 10◦E ) AND SEMI-MAJOR AXIS ( a = 7310 KM ).

Cost Average runtime Rise time Set time Duration PNE (%) Average PNE (%)
(ms) (s) (s) (s) Rise time Set time Rise time Set time

34264 34980 716
Trajectory checking method 74853 75348 495

80940 81535 595
34263.389 34979.639 716.250 0.0853 0.0503

Proposed algorithm 103 106.512 74851.513 75348.388 496.875 0.3004 0.0783 0.1690 0.0659
80939.277 81534.589 595.312 0.1214 0.0689

Case 1: Two ground terminals and one orbit are used.
The terminals are located at different latitudes on the same
longitude; the locations are (60◦N, 10◦E) and (0◦N, 10◦E).
The selected orbit has heights close to 300 km (minimum
orbital height assumed in this work). Accordingly, we use
the orbit #1 shown in Table X. Table XI and Table XII show
that the increase in the terminal’s latitude using the same orbit
increased the computational cost by 30.16% and the average
runtime by 25.34%. Figure 14(a) shows the runtime measured
for 1000 runs of the proposed prediction algorithm.

Case 2: Two orbits and one ground terminal are used. The
orbits are located at different heights, and the semi-major
axes that characterize these orbits are shown in Table X.
The selected orbits have heights close to the minimum and
maximum orbital heights assumed in this work. The terminal
is located on the Equator; accordingly, we use the location
(0◦N, 10◦E). Table XII and Table XIII show that the increase
in orbital height using the same terminal’s location increased
the computational cost by 63.49% and the average runtime by
52.60%. Figure 14(b) shows the runtime measured for 1000
runs of the proposed prediction algorithm.

The considered use cases show that latitudes closest to the
poles increase the computational cost and the average runtime
with respect to those generated by the equatorial latitude. This
increase is related to the higher number of visibility intervals.
Similarly, the increase in orbital heights (within the considered
interval) also increases the computational cost and the average
runtime. This increase is related to the increase in the number
and duration of visibility intervals. Accordingly, the proposed

algorithm can work correctly for the terminals located between
60◦N and 60◦S latitudes. In addition, the tables XI, XII, and
XIII show that the proposed algorithm decreased the com-
putational cost by 99.91%, 99.93%, and 99.88%, respectively,
concerning the trajectory checking method, which required the
calculation of 86400 satellite positions.

On the other hand, the tables XI and XII show that
80% of the visibility intervals are greater than the reference
visibility interval (TR

v = 232.20 s) for orbital heights close
to 300 km (i.e., the minimum orbital height assumed in this
work). Consequently, the proposed update mechanism could
increase its successful probability for orbital heights greater
than 300 km because the visibility intervals can be much larger
than the reference visibility interval, as shown in Table XIII.

VII. CONCLUSIONS

In this work, we designed and proposed a satellite visibility
prediction algorithm for low-cost DtS-IoT systems, which can
operate in remote terminals without Internet connectivity. The
proposed algorithm considers the two-body model as a refer-
ence and implements an orbital information updating mecha-
nism for terminals not connected to the terrestrial Internet. We
have showcased that this prediction algorithm surpasses state-
of-the-art algorithms such as RBF and HCP in computational
cost while ensuring similar accuracy. The results also showed
that our orbital information updating mechanism guarantees
that the terminal receives at least two sync packets during
each reference visibility interval with a probability greater
than 85%. With this study, we demonstrated the feasibility of
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(a) (b)

Fig. 14. Execution times for the use cases: (a) case 1 and (b) case 2

using accurate visibility prediction algorithms in constrained
terminals, favoring the reduction of energy consumption and
increasing the chances of successful transmissions.

Regarding the sensitivity analysis, our study exhibits that
certain use cases increase computational costs and average
runtime for our prediction algorithm. Specifically, increasing
terminal latitude while using fixed orbit significantly impacted
these metrics. Similar behavior was observed when increasing
the orbital height of satellites by maintaining a constant
location for the terminal. However, it is essential to highlight
that this research proposes an updating mechanism capable of
improving sync packet delivery probability at altitudes above
300 km.

As part of our future work, we will integrate the update
mechanism into a constellation of LEO satellites, emphasizing
the network’s energy efficiency. In addition, we will adapt
the prediction algorithm to orbits with higher eccentricities,
considering terminals with higher altitudes and latitudes close
to the poles.
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