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Abstract—This paper presents a framework for integrating
Low-Earth Orbit (LEO) platforms with Non-Terrestrial Net-
works (NTNs) in the emerging 6G communication landscape. Our
work applies the Mega-Constellation Services in Space (MCSS)
paradigm, leveraging LEO mega-constellations’ expansive cover-
age and capacity, designed initially for terrestrial devices, to serve
platforms in lower LEO orbits. Results show that this approach
overcomes the limitation of sporadic and time-bound satellite
communication links, a challenge not fully resolved by available
Ground Station Networks and Data Relay Systems. We contribute
three key elements: (i) a detailed MCSS evaluation framework
employing Monte Carlo simulations to assess space user links
and distributions; (ii) a novel Space User Terminal (SUT) design
optimized for MCSS, using different configurations and 5G New
Radio Adaptive Coding and Modulation; (iii) extensive results
demonstrating MCSS’s substantial improvement over existing
Ground Station Networks and Data Relay Systems, motivating its
role in the upcoming 6G NTNs. The space terminal, incorporating
a multi-system, multi-orbit, and software-defined architecture,
can handle Terabit-scale daily data volumes and minute-scale
latencies. It offers a compact, power-efficient solution for properly
integrating LEO platforms as space internet nodes.

Index Terms—6G, Non-Terrestrial Networks, Mega Constella-
tions, Low-Earth Orbit Satellites

I. INTRODUCTION

The onset of 6G wireless communication signifies a sig-
nificant shift, broadening the scope of traditional terrestrial
frameworks to include Non-Terrestrial Networks (NTNs) [1].
Encompassing Low Earth Orbit (LEO) satellites, High Altitude
Platform Stations (HAPS), and Unmanned Aerial Vehicles
(UAV), NTNs are set to be instrumental in the 6G ecosys-
tem [2]. This expansion in scope is designed to overcome
terrestrial network limitations, ensuring high-speed, ubiquitous
connectivity, especially in remote and underserved areas [3].
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Integrating NTNs with terrestrial networks promises to en-
hance global telecommunication, delivering broader coverage,
increased data rates, and improved link reliability and disaster
resilience.

NTNs are boosted by the “New Space” movement, a vital
driver of the economy characterized by the burgeoning private
sector engagement in space activities [4]. This era is marked
by the deployment of an unprecedented number of cost-
efficient LEO platforms (this term is used in this paper to
encompass satellites, spacecrafts, platforms, etc., in Low Earth
and Very Low Earth Orbits), serving a variety of functions,
including Earth observation, remote sensing, science missions,
positioning, navigation, and communications [5]–[8]. Particu-
larly transformative is the emergence of mega-constellations,
which consist of hundreds to thousands of satellites in LEO.
Prominent examples like Starlink and OneWeb are revolu-
tionizing satellite communications, significantly expanding the
capabilities and reach of global connectivity networks [9].

While mega-constellations like Starlink and OneWeb are
making strides in providing global terrestrial Internet con-
nectivity, their integration into the NTN framework of 6G
remains an open challenge for the community. The sporadic
and time-bound nature of satellite communication links with
ground nodes sets them apart from the persistent connectivity
paradigm in 6G. Indeed, traditional communication methods
between Earth and spacecraft are confined to short intervals
when the satellite is visible to a ground station. Missing these
brief communication windows results in delays from several
minutes to hours before the next opportunity arises.

The principal workarounds to the sporadic connection prob-
lem are Ground Station Networks (GSNs) and Data Relay
Systems (DRS), which leverage Geostationary (GEO) and
Medium-Earth Orbit (MEO) satellites. However, these systems
encounter notable challenges. GSNs are limited by their in-
herent constraints in installed capacity, complex operational
scheduling, restricted visibility, and numerous logistical com-
plexities. On the other hand, DRS systems face economic chal-
lenges due to the need for dedicated relay spacecraft in higher
orbits, which restricts their broad applicability and diminishes
their operational versatility. As a result, affordable, flexible,
high-throughput, and low-latency communication solutions for
nodes in LEO continue to be an elusive goal.

This paper addresses this limitation and integrates LEO plat-
forms with NTNs by leveraging the Mega-Constellation Ser-
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Fig. 1: Mega-Constellation Services in Space Paradigm in the context of 6G NTN Networks.

vices in Space (MCSS) paradigm. This approach, illustrated in
Fig. 1, utilizes mega-constellations to extend the benefits in the
terrestrial 6G domain to LEO spacecraft in lower orbits. The
MCSS paradigm harnesses existing LEO mega-constellations’
vast coverage and capacity for continuous, high-rate, and
low-latency communication for LEO space assets acting as
6G User Equipments (UE) or 6G Next Generation NodeB
(gNB). This paradigm shift enables LEO spacecraft to have
uninterrupted internet access, starkly contrasting with the state-
of-the-art GSNs and DRSs. The specific contributions of this
paper are threefold.

1) MCSS Evaluation Framework: The first contribution is a
comprehensive framework to assess LEO-NTN integra-
tion using MCSS. It applies Monte Carlo simulations
to represent space user distributions and their orbital
dynamics. This approach evaluates key coverage met-
rics like availability and latency, considering advanced
link optimization techniques. Custom heuristics align
the quality of service with terminal specifications and
contemporary standards such as 5G New Radio (NR) for
NTN [10].

2) MCSS Space User Terminal Design: The second contribu-
tion is a novel Space User Terminal (SUT) design tailored
for LEO-NTN integration in MCSS. This design, em-
bracing a multi-system, multi-orbit, and software-defined
architecture, uses readily available components, ensuring
versatility for various applications and compatibility with
different mega-constellation providers. To obtain realistic
results aligned with the most current trends, 5G New Ra-
dio (NR) Adaptive Coded Modulation, a strong candidate
also for 6G, is considered for the space links.

3) MCSS Evaluation Results: The third contribution is a
comprehensive set of results. The resulting analysis is
the first to demonstrate that MCSS offers substantial
improvements over existing GSNs and DRS. Through
extensive evaluation of distinct SUT configurations, we
showcase their capability to handle Terabit-scale daily
data with end-to-end latencies in the order of seconds, low
power consumption, and compact, lightweight designs.

This paper is organized into six key sections: Section II
outlines MCSS and associated technologies. Section III details
the MCSS model and its parameters. Section IV introduces
our MCSS evaluation framework. Section V describes the
design of the SUT. Section VI evaluates the SUT using our
framework. Finally, Section VII concludes the paper.

II. BACKGROUND

A. Non-Terrestrial Networks (NTNs)

The advent of 6th Generation (6G) wireless networks her-
alds a transformative era for NTNs, where integration with
ground, air, and space-based systems is pivotal for achieving
ubiquitous connectivity [2]. NTNs are set to play a significant
role in 6G by providing seamless coverage and capacity aug-
mentation, especially in regions where terrestrial infrastructure
is limited or non-existent.

State-of-the-art developments in NTN 6G focus on an
integrated approach that synergizes the capabilities of satellite
systems, UAV, and terrestrial networks [1]. The convergence
of these systems is designed to support a diverse array of
applications, including Internet of Things (IoT) deployments,
real-time control systems, and broadband services [3]. Ad-
vancements in inter-satellite links, beam-forming techniques,



and software-defined networking facilitate this integration,
enhancing NTNs’ flexibility and scalability.

In the context of integrated ground-air space systems, the
role of satellites is undergoing a paradigm shift. Traditionally
relegated to the status of backhaul or broadcast mediums,
LEO satellites provide direct-to-terminal and direct-to-device
services, as illustrated in Use Cases 1 and 2 in Fig. 1.
Moreover, we claim that LEO satellites can be envisioned as
active elements within the 6G network fabric. The architecture
delineated in Fig. 1 outlines the prospective roles of satellites
within this fabric:

1) LEO Platform as UE: In Use Case 3, satellites are
considered as 6G User Equipment (UE), which can access
services provided by mega-constellations via MCSS. This
role enables satellites to act as aerial clients, requesting
and utilizing network resources similar to terrestrial UEs
within the spatial domain. Satellites as UEs are primarily
assessed based on their ability to establish and maintain
reliable links with the constellation, focusing on param-
eters such as link availability, latency, and data rates for
individual satellite connections.

2) LEO Platform as gNB: In Use Case 4 envisions satellites
as 6G Next Generation NodeBs (gNBs), where they
receive services and provide connectivity to other UEs
beneath their footprint. This role is instrumental in ex-
tending the reach of 6G networks, acting as aerial base
stations that facilitate direct communication with ground,
airborne, or other space-based assets. Satellites as gNBs
are evaluated for their capability to manage multiple
concurrent connections, for their capability to handle
higher aggregate data traffic, and to provide consistent
coverage over larger areas. This includes assessing the
overall system throughput, the effectiveness of beam
management, and the handover frequency.

As discussed in this paper, the MCSS radio access systems are
integral to realizing these use cases. They offer a scalable and
efficient framework for LEO mega-constellations to operate
within the 6G ecosystem, either as UEs or gNBs, thereby
enhancing the overall capacity and coverage of 6G networks.
In the competitive landscape of MCSS, DRS and GSNs
represent the performance and cost comparison baseline.

B. Data Relay Systems (DRS)

This section delves into the current state of DRS, exploring
optical and Radio Frequency (RF) systems.

Substantial investments have been made in high-capacity
transmission systems, such as the European Data Relay System
(EDRS), due to their potential for high-speed data trans-
fer. EDRS was initially deployed as a payload in Eutelsat
9B (EDRS-C) [11]. A second dedicated spacecraft in GEO
(EDRS-C) [12] followed, which employed free space optical
links to validate real-time relay to LEO satellites at 1.8
Gbit/s. However, these optical systems introduce complex op-
erational and financial challenges. Current commercial MEO
and LEO optical data relay constellations, such as Kepler’s
Aether Optical High-Data Rate Service [13], and other GEO
optical relays primarily serving institutional users [14], face

limitations in terms of coverage, scalability, and user capacity.
Alternative technologies, such as hybrid RF/FSO systems,
are also being researched and implemented. Hybrid RF/FSO
systems aim to combine the strengths of both RF and FSO
technologies, providing reliable communication links with
higher data rates [15], [16]. However, these optical systems’
premium cost and rigorous operational demands have led us to
exclude them from our comparative analysis, focusing instead
on more established and broadly applicable RF data relay
solutions.

RF-based inter-satellite links offer several advantages over
their optical counterparts. They facilitate continuous operation
and provide a higher degree of autonomy. Furthermore, RF
systems are not as heavily constrained by environmental
conditions and do not require as rigorous temperature control
and calibration, partly due to the use of wide-beam antennae
(compared to narrow-beam laser systems). The core opportu-
nities and challenges of inter-satellite links are discussed by
Kodheli et al. in [4]. Additionally, emerging technologies like
terahertz (THz) communications are being explored for their
potential to offer ultra-high-speed data transfer [17], [18]. This
makes RF systems a more practical choice for a broad range
of applications, particularly in the current context of satellite
communication infrastructure.

C. Ground Station Networks (GSN)
GSNs constitute a critical component in the global satel-

lite communication infrastructure, offering a traditional yet
essential means for data transmission between Earth and space
assets [19]. GSNs typically consist of a network of terrestrial
ground stations dispersed globally, ensuring varying degrees
of coverage for satellite communications.

The primary strength of GSNs lies in their established
technology and widespread deployment, providing reliable
communication links for a range of satellites, including those
in LEO, MEO, and GEO [20]. These networks facilitate satel-
lite operations, including telemetry, tracking, control (TT&C),
and payload data downlink. The Australasian Optical Ground
Station Network (AOGSN) is a proposed network of 0.5
– 0.7m class optical telescopes across Australia and New
Zealand that can also accommodate science and user data.
A recent report from 2024 described the system as well
as optimization alternatives in the context of cloud cover
aspects [21].

However, due to the Earth’s curvature, GSNs have limited
visibility, restricting their access to satellites to specific time
windows when satellites are within their line of sight. This
limitation often delays communication, especially for LEO
satellites that rapidly move in and out of a ground station’s
visibility. Moreover, the increasing number of satellites in orbit
is leading to higher demand for ground station services, raising
concerns about network congestion, availability, and the need
for more complex scheduling mechanisms.

Recent advancements in GSNs focus on increasing automa-
tion [22], enhancing network capacity [23], and incorporating
cloud-based data management solutions to better cope with
the growing demands of satellite communication [24]. Ad-
ditionally, integrating GSNs with NTNs and other emerging



technologies is being explored to expand communication ca-
pabilities and reduce latency in satellite data transmission [25].

D. Past work on Mega-Constellation Services in Space

The exploration of leveraging LEO mega-constellation links
for communication began with H. Al-Hraishawi et al. in
2021 [26], where multi-layer space information networks were
considered. This concept was further expanded upon by G.
Maiolini Capez et al. in 2023 with a detailed characterization
of the Mega-Constellation links for LEO Missions [27]. In
the same year, H. Chougrani et al. contributed a feasibility
study, emphasizing the significant potential of MCSS [28].
This growing interest in MCSS is also reflected in notable
funding initiatives, such as the project under ESA’s Open
Space Innovation Platform, underscoring this innovative com-
munication paradigm’s increasing relevance and potential.

In the rapidly evolving landscape of MCSS, our paper offers
the first detailed and comprehensive assessment framework
for MCSS, complete with a novel terminal design and com-
prehensive performance evaluation. This work builds on the
foundational studies conducted by Al-Hraishawi et al. and
Maiolini Capez et al. and bridges the gap between theoretical
feasibility and real-world application. The presented results
allow us to fully understand the potential of MCSS within the
6G era.

III. SYSTEM MODEL

A. Orbital Model

This subsection presents an overview of the core satellite
orbital dynamics elements required for assessing and evalu-
ating communication systems like MCSS. The position of a
satellite at a specific moment in time, known as the epoch,
is traditionally represented by six parameters, the Keplerian
elements.

1) Orbit Size and Shape (a, e): The semi-major axis (a) and
eccentricity (e) define the size and shape of an orbit. The semi-
major axis represents the most extended radius in an elliptical
orbit. Eccentricity, a dimensionless parameter, measures the
orbit’s deviation from a perfect circle. For circular orbits,
the semi-major axis equals the orbit radius. The orbit radius
is the sum of the altitude h and Earth’s semi-major axis
ra = 6378.137 km, as specified in the WGS84 reference
system [29].

The altitude h or an orbit defines if it is a LEO, MEO,
or GEO orbit. LEO (Low Earth Orbit) is defined as the
region of space around Earth at altitudes from about 160
kilometers (99 miles) to 2,000 kilometers (1,200 miles) above
the planet’s surface. MEO (Medium Earth Orbit), between
LEO and Geostationary Orbit (GEO), typically ranges from
2,000 kilometers to 35,786 kilometers above the Earth’s
surface. GEO (Geostationary Orbit) is approximately 35,786
kilometers above the Earth’s equator.

2) Orbit Orientation (α, Ω, ω): The orbit’s orientation is
defined by three angles: the inclination (α), the longitude of the
ascending node (Ω), and the argument of perigee (ω). i) The
inclination (α) is the angle between the orbit and a reference
plane, usually the equator. ii) The longitude of the ascending

node (Ω) indicates the orbit’s horizontal orientation. iii) The
argument of perigee (ω) determines the orbit’s orientation
within its plane.

3) Position in Orbit (ν): The true anomaly (ν) indicates the
satellite’s position in its orbit. For circular orbits, the argument
of latitude u is used instead of the perigee’s location.

We use orbital propagators to predict the spacecraft’s future
or retrospective positions and velocities.

4) Two-Body (2B) Propagator: The two-body propaga-
tor (2B) is a simple and efficient model based on gravita-
tional forces between two bodies, typically a spacecraft and
Earth [30]. It is ideal for short-term propagation but excludes
effects like atmospheric drag and solar radiation pressure.

5) Simplified General Perturbations 4 (SGP4): SGP4 ac-
counts for additional factors like gravitational perturbations
and atmospheric drag, making it suitable for near-Earth satel-
lites [31]. It uses Two-Line Elements (TLEs) from NORAD
for satellite tracking, balancing accuracy and computational
efficiency.

This study primarily uses the 2B model due to its compu-
tational efficiency and sufficient accuracy for both short—and
long-term analyses. This model has been validated through
comparative evaluations with SGP4 results.

B. Network Elements

The network elements considered in our system model
comprise LEO users, LEO mega-constellations, and DRS
systems in MEO and GEO.

1) LEO User Spacecraft: We refer to users as LEO satel-
lites acting as a 6G UE or a 6G gNB element in the NTN
ecosystem (see Fig. 1). Active LEO spacecraft predominantly
occupy polar and near-circular orbits at altitudes ranging from
500-to-800 km, with inclinations varying between 45-to-90 de-
grees. Specific operational requirements of Earth Observation
and communications satellites largely influence this distribu-
tion. Sensor coverage, satellite size, weight, power, and atmo-
spheric drag are critical in determining these orbital choices.
Consequently, the methodology proposed in this paper, which
aims to evaluate the performance of LEO nodes within the
MCSS paradigm, is especially relevant for these prevalent orbit
types. This approach applies to satellites served by LEO mega-
constellations and MEO/GEO relay constellations.

2) LEO Mega-Constellations: Mega-constellations are
present in higher orbits than LEO user spacecraft and provide
communication services in the MCSS paradigm (see Fig. 1).
Our study centers on the OneWeb and Starlink Phase 1 mega-
constellations, as outlined in Table I. These constellations,
known as non-geostationary orbit (NGSO) systems, are pri-
marily tailored for terrestrial usage. They feature highly direc-
tive antennas with robust side-lobe suppression, primarily fa-
cilitating connectivity for space users within the LEO environ-
ment. Starlink and OneWeb operate in overlapping frequency
bands and share similar terminal configurations, hinting at the
possibility of future terminals seamlessly switching between
these networks. This paper also explores the combined service
potential of a unified OneWeb+Starlink constellation setup.



TABLE I: OneWeb and Starlink Parameters

Name Alt. [km] Inc. [deg] Planes Sats/Plane Total
OneWeb 1200 87.9 12 49 588
OneWeb 1200 55.0 8 16 128
Starlink 540 53.2 72 22 1584
Starlink 550 53 72 22 1584
Starlink 560 97.6 6 58 348
Starlink 560 97.6 4 43 172
Starlink 570 70.0 36 20 720

TABLE II: Communications Model Parameters

Parameter Value
Satellite Selection Closest

Channel Model AWGN
Waveform 5G-NTN

MCS Spectral Efficiency ∈ [0.1, 5.8] bps/Hz
Power Amplifier Linear or with Predistortion

Uplink Frequency 14.0 GHz
Downlink Frequency 12.7 GHz
Serv. Satellite Gain 36 dBi (LEO), 43 dBi (MEO, GEO)

Serv. Satellite TX Power 0 dBW (per user)
Serv. LEO Satellite G/T 8.7 dB/K

Serv. MEO/GEO Satellite G/T 18 dB/K
Serv. Satellite Pointing Nadir

SUT. Pointing Zenith
SUT. Min. El. Angle 25-degree

TX Insertion Losses (LTX ) 1 dB
RX Insertion Losses (LRX ) 1 dB

Implementation Loss (Limpl) 1 dB
Polarisation Loss (Lpol) 0.25 dB
Pointing Loss (Lpoint) 3 dB

Side-lobe level See Antenna
Synchronisation Genied-aided (perfect sync.)
Link Margin M 3 dB

Protocol Overhead (OH) 20%
Safety Margin 20%

3) MEO and GEO DRS: Our study also delves into the
feasibility of integrating existing RF data relay systems in
MEO and GEO with the MCSS framework. This integra-
tion is increasingly plausible, evidenced by recent industry
movements such as the acquisitions and integrations of Ku-
band satellite operators (e.g., Eutelsat, Intelsat) and the devel-
opment of multi-orbit terrestrial terminals. In particular, we
focus on SES’s MEO O3b mPOWER (in MEO) [32] and
Eutelsat’s Ku-band Satellites (in GEO) [33], both frequently
cited in industry and academic circles as viable data relay
solutions [13], [34]–[36]. To ensure representative analysis,
the orbital configurations of these MEO and GEO satellites
are derived directly from CelesTrak data [37]. These systems,
with their distinct orbital characteristics and capacities, could
significantly augment the capabilities of MCSS, providing
enhanced coverage, capacity, and resilience in space-based
communications networks.

C. Communications Model

This subsection presents the core communication models
used in our evaluation framework and terminal design. The
discussed parameters are summarized in Table II.

1) Sources: FCC and ITU: To create a realistic communi-
cation scenario, our communication model utilizes technical
information from FCC filings related to Earth Stations (termi-
nals, gateways) and Space Stations (satellites) of specific satel-

lite operators [38], [39]. Our analysis considers the specifica-
tions detailed in the FCC filings for the Phase 1 deployments of
Starlink and OneWeb. Starlink’s mega-constellation primarily
comprises 4408 satellites across various orbital planes, as spec-
ified in their FCC filings approved in April 2021. OneWeb’s
system in Phase 1, initiated in April 2016, was initially planned
to consist of 720 non-geostationary satellites at a 1200 km
altitude. Still, it was later modified to 716 satellites with some
orbital plane adjustments. This approach ensures our model
aligns with operational satellite constellations, offering robust-
ness and accuracy in representing deployed systems and their
coverage. Furthermore, our model considers the guidelines
set by the International Telecommunication Union (ITU) [40],
specific to non-geostationary orbit satellites functioning in the
fixed-satellite service at frequencies below 30 GHz. Finally,
we consider the link budget analysis outlined in [41].

2) G/T and EIRP: For the G/T and EIRP considerations, we
use the minimum G/T value of approximately 8.7 dB/K and the
maximum Effective Isotropic Radiated Power (EIRP) from the
Starlink and OneWeb mega-constellations FCC filings [38],
[39]. In the case of MEO and GEO satellites, we consider a
typical G/T range of 13-to-20 dB/K for Ka-band [42]–[44],
equivalent to a Ku-band G/T of 7-to-15 dB/K for similar an-
tenna apertures [10], [45], [46]. With this in mind, we postulate
a G/T value of 18 dB/K and an antenna gain (G) of 43 dBi.
This range is based on Eutelsat’s technical specifications and
relevant literature, and it is vital for evaluating communication
link performance across different satellite services.

3) Beams: Mega-constellations employ thousands of nar-
row beams to optimize performance in targeted areas. While
this approach aids performance optimization, it introduces in-
terference management, resource allocation, and complexities
of beam-switching logistics. It is particularly challenging to
accommodate the high mobility of space users in LEO, who
move quickly across beams due to their high velocity. Addi-
tionally, the high mobility of space users poses challenges in
maintaining consistent coverage and capacity. Frequent beam
crossings by space users necessitate adept beam management
through steering or switching to ensure continuous, high-
quality communication for a dynamic group of space users.
This is especially true for Very-High Throughout MEO/GEO
services considered in this paper.

4) Antenna: We adopt an analytical approximation of LEO
mega-constellations radiation patterns per ITU guidelines to
simplify the coverage analysis. The equation from [40] defin-
ing the gain in dBi is as follows:

G(Ψ) =



Gm − 3(Ψ/Ψb)
α, if 0 < Ψ < aΨb

Gm + LN − 20 log(z), if aΨb ≤ Ψ < 0.5bΨb

Gm + LN , if 0.5Ψb ≤ Ψ < bΨb

X − 25 log(Ψ), if bΨb ≤ Ψ < Y

LF , if Y ≤ Ψ ≤ 90

LB , if 90 < Ψ ≤ 180.
(1)

Here, Ψ is the off-axis angle; X = Gm + LN + 25log(bΨb);
Y = bΨb100.04(Gm+LN−LF ); Ψb is one half the 3-dB
beamwidth in the plane of interest (3-dB below Gm); G(Ψ) is



Fig. 2: Approximate Starlink Radiation Pattern

the gain at the angle Ψ from the main beam direction; Gm =
36 dBi is maximum gain in the main lobe; LN = −25 dB is
the near-in side-lobe level relative to the peak gain required
by design; LF = 0 dBi is the 0-dBi far-out side-lobe level;
LB = 0 dBi is the back-lobe level; z = 1 is the major/minor
axis for the radiated beam; and a = 2.56, b = 6.32, and
α = 1.5 are constants provided in the recommendation. The
results of this approximation for Starlink can be seen in
Fig. 2. Furthermore, we adopt a minimum elevation angle of
25 degrees for the user antenna, a practical value for both
passive and active antenna types. To describe GEO and MEO
coverage, we consider that all beams fall within a 10.5-degree
and 26-degree half-cone, respectively. This ensures that no
signal radiates beyond the Earth’s edges.

5) Channel Model:
a) AWGN: Our analysis framework characterizes the

communication channel as an Additive White Gaussian Noise
(AWGN) line-of-sight channel, assuming flat fading conditions
and excluding multi-path effects and sun noise interference.

b) Doppler: Our previous study in [27] thoroughly ana-
lyzed the Doppler effect within the MCSS framework, focus-
ing on the Doppler offset and rate implications for SUTs. We
determined that in the Ku-band, SUTs experience a maximum
Doppler offset of up to 550 kHz. The Doppler rates observed
range from below 2 kHz/s at elevation angles lower than
70 degrees to approximately 20 kHz/s when the satellite is
directly overhead (at the Zenith). Considering these dynamics,
our analysis presupposed that the receiver architecture within
SUTs can inherently compensate for such Doppler offsets.
This compensation may be inherent within the receiver’s
design or facilitated through Doppler pre-compensation tech-
niques. These techniques involve the satellite and the SUT
applying adjustments based on constellation ephemerides and
precise position, navigation, and timing information. Further
discussed in the SUT design section, this approach is critical
for ensuring accurate signal processing and maintaining the
integrity of communications despite the rapid relative motion
between satellites and SUTs.

6) Adaptive Modulation and Coding: Mega-constellations
like Starlink and OneWeb employ Orthogonal Frequency-
Division Multiplexing (OFDM)-based waveforms, a technique
also foundational to 5G New Radio (NR), and a candidate
for future waveforms in 6G [47]. Therefore, we focus on the
5 G waveform to illustrate the potential for integration with
terrestrial and NTNs. This approach allows us to explore how
MCSS can leverage standard 5G-NR bandwidths and adapt

to conventional 5G parameters, such as 5, 10, and 20 MHz
bandwidths.

According to 5G-NR, we model Adaptive Code and Mod-
ulation (ACM). To implement this, we have devised a com-
prehensive look-up table encompassing a broad spectrum of
Modulation and Coding Schemes (MCSs), ranging from basic
Binary Phase-Shift Keying (BPSK) to more complex schemes
like 256-QAM/APSK. From this table, we select the MCS that
offers the highest Spectral Efficiency (SE) for each epoch or
predefined time interval. This selection is aimed at maximizing
the net user data rate, RtiSUT,l = (1 − OH) ∗ Rs ∗ SE [bps].
Here, Rs represents the symbol rate, and OH denotes the
protocol overhead. By dynamically adjusting the MCS in
response to changing channel conditions, we can optimize the
data throughput, ensuring the most efficient use of the available
spectrum and maintaining robust link performance.

Based on these communication parameters and the range
from the orbital dynamics, we calculate the received Es/No
(Energy per Symbol to Noise Power Spectral Density) ra-
tio. This is compared against the threshold required for a
chosen MCS to ensure the link’s viability and adherence to
performance standards. To this end, we leverage the following
equation:

Es
No

∣∣∣∣
sim

= EIRP (θ, φ) − PL+
G(θ, φ)

T
− 10 log10(kB)

− Limpl. − Lother −M ≥ Es
No

∣∣∣∣
ref

[dB].

(2)
Here, EIRP (θ, φ) is the transmitter’s EIRP; G(θ, φ)/T is the
receiver’s figure of merit; k is the Boltzmann constant; B is
the bandwidth; Limpl is the implementation loss; PL is the
propagation loss; Lother represents all additional impairments
and losses.

7) Error Recovery: As mentioned, our study’s Es/No
thresholds are based on classical link-level simulations. These
thresholds are set to ensure operation in a quasi-error-free
regime, targeting a Block Error Rate (BLER) of less than
1E−5, without relying on (hybrid) Automatic Repeat Request
(ARQ) mechanisms. It is assumed that digital pre-distortion
techniques or suitable back-off strategies are employed to
maintain the signal’s integrity within these parameters.

8) Margins: Our design incorporates a comprehensive mar-
gin consideration for potential impairments and operational
challenges. Specifically, we include:

• A 3-dB margin for potential interference and to coun-
teract synchronization issues related to carrier, timing,
phase, and frame.

• An implementation loss margin of 1 dB.
• Insertion losses at the transmitter and receiver are ac-

counted for with an additional 1 dB per device.
• Polarization losses, particularly for circular polarization,

are estimated at 0.25 dB.
• Pointing losses are factored in at 3 dB, anticipating minor

misalignments in antenna pointing and edge-of-coverage
service (user within satellite’s half-power beamwidth).

Furthermore, to address other possible challenges, such as
excessive interference, sun noise, or issues stemming from



radio resource management (scheduling constraints, service
channel collisions, and handovers), we apply a 20% reduction
to the calculated capacity. Additionally, we consider a 20%
protocol overhead in our calculations.

9) Concurrent Users: With frequency division, concur-
rent users can access user-to-gateway channels, following
OneWeb’s single-carrier frequency division multiple access
(SC-FDMA) model in FCC filings.

IV. EVALUATION FRAMEWORK

In this section, we leverage the presented system model
to introduce an evaluation framework to assess the expected
performance of the Mega-Constellation Services in Space
(MCSS) paradigm, integrating LEO satellites with serving
Mega-Constellations in the context of NTNs.

The proposed solution incorporates several new ideas that
enhance its robustness and relevance. Firstly, we developed a
comprehensive Monte Carlo simulation framework that models
a wide range of scenarios and user distributions, providing a
detailed analysis of link availability, latency, and data rates
across different orbital configurations. Our evaluation includes
a detailed orbital dynamics analysis, considering the impact
of varying altitudes and inclinations on system performance.
We also explored the potential of satellite-to-satellite links,
assessing their impact on enhancing communication reliability
and data rates. Furthermore, the evaluation includes an analysis
of integrating multiple satellite systems, such as OneWeb,
Starlink, and O3B, to highlight the benefits and challenges
of such integration in improving overall system performance.

The evaluation framework provides coverage and link
analysis insights for LEO nodes accessing serving mega-
constellations. With this in mind, LEO can stand equally for
LEO Platform as UE and LEO Platform as gNB. In other
words, from the evaluation framework perspective, there is no
difference between satellites such as UE and satellites such as
gNB.

The following subsections detail the Monte Carlo Approach
and a two-stage evaluation pipeline.

A. Monte Carlo Approach

To address the computational challenges presented by mega-
constellations vast service areas and their radio payloads’
dynamic nature, we implemented a Monte Carlo simulation
method [48]. We modeled 1000 LEO user spacecraft uniformly
distributed across the principal orbital planes. To increase
precision within the most constrained geometrical zones, we
strategically placed an additional 100 users near the peak
altitudes of each constellation ([470 570] km, [1100 1200]
km). We refined our approach through iterative runs and
utilized the outcomes for a sensitivity analysis to fine-tune
our capacity estimates. It was determined that starting with
5000 SUTs yields a robust estimate of system capacity with
a 60-second timestep across a 24-hour window. For latency
metrics, we ran simulations with 19650 LEO users from
the OneWeb constellation at one-second intervals over 128
minutes, guaranteeing the capture of a complete orbital period
for every user’s trajectory.

B. Two-Stage MCSS Evaluation Algorithm

The evaluation algorithm is presented in Fig. 3 and dis-
cussed below.

1 Scenario Configuration: Inputs to the algorithm consist
of a pre-defined scenario encapsulating various elements,
including the simulation timeframe, resolution, and Monte
Carlo MC iterations; details of the satellite constellation such
as configuration type (e.g., Walker or Flower) and elements
(from Two-Line Element sets, TLEs); space user orbital pa-
rameters derived from TLEs or distributed across designated
(altitude, inclination) bins; RF payload specifications of the
constellation including waveform, antenna beams, minimum
elevation angle, and frequency resources; SUT configurations;
and predefined user policies dictating satellite selection and
link or coverage constraints.

2 Space Segment Initialization: After scenario input, the
algorithm initiates by defining the positions of all constellation
satellites using the following state vector, setting the stage
for propagation and interaction analysis within the MCSS
framework:

st0SAT =

{(
rt0Sat,1, v

t0
Sat,1

)
, ...,

(
rt0Sat,NSat

, vt0Sat,NSat

)}
(3)

Where rt0Sat,m and vt0Sat,m are the initial position and veloc-
ity of the constellation satellite m in Cartesian coordinates
(x, y, z) in the True Equator Mean Equinox (TEME) frame
[49]. This space vector is determined from TLEs or by an ad-
hoc constellation generator. To accurately model the orienta-
tion of satellite antennas, each satellite within the constellation
is aligned with a Radial, Transverse, Normal (RTN) frame.
This enables the precise alignment of the antenna beams
concerning the satellite’s position. We operate assuming that
each satellite is equipped with a Nadir-pointing body-mounted
antenna, which aligns with the Z-axis of the RTN frame. The
antenna beams are sequentially numbered from 1 to NBeams
for effective beam representation. Each beam is then assigned
a set of off-Nadir angles, denoted by ΘSat, and guides
the orientation of the beams concerning the Nadir direction.
Employing the antenna radiation pattern masks, we can then
ascertain the relevant antenna gain for each beam, ensuring an
accurate simulation of the satellite’s communication footprint.

3 Space User Segment Initialization: With the space seg-
ment established, the Monte Carlo iteration counter is set
(CntrMC = 1), and the space user segment is created by
sampling orbital parameters from a defined distribution of
Keplerian elements, as specified in the scenario. A new set
of space user elements is generated for each MC iteration,
ensuring a comprehensive examination of the operational en-
vironment. Each SUT is allocated a Radial, Traverse, Normal
(RTN) frame for orientation. It is assumed that every SUT
is equipped with a Zenith-pointing body-mounted antenna
aligned with the negative Z-axis of the RTN frame. Instead
of delineating specific antenna beams, a satellite’s visibility is
determined solely based on the off-Zenith angle, providing
terminal designers with the flexibility to optimize antenna
design within the bounds of a viable minimum elevation
angle. This approach simplifies the design process, although a
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Fig. 3: MCSS Evaluation Algorithm

specific radiation pattern mask can be applied if detailed beam
characterization is necessary.

4 Coverage Analysis: Over time, the algorithm propagates
satellite and SUT positions in each Monte Carlo iteration. It
calculates the relative positions and velocities for each (SUT,
satellite) pair, allowing for the estimation of relative range,
range rate, and the off-Nadir/off-Zenith angles (ΘSAT /ΘSUT ).
The next step is to determine the illumination status of a SUT
by a satellite’s beam. This is done by comparing ΘSAT and
ΘSUT with the respective antenna radiation patterns and the
minimum elevation angle required for the SUT. A positive
match indicates that the line-of-sight condition for the channel
is met. Subsequently, the algorithm calculates the associated
propagation losses and the Doppler offset. Based on these
metrics, the algorithm enforces user policies such as path loss
and Doppler constraints to filter suitable satellite links. The
outcome of these policies informs the creation of an adja-
cency matrix that maps potential satellite-SUT connections.
Coverage metrics are then compiled into a data file for each
SUT, encapsulating the accessible links and facilitating further
analysis.

5 Coverage Metric Computation and Categorization: After
the coverage analysis iterations, the resulting data is organized

into bins according to the users’ orbital parameters. The cate-
gorized information visually highlights key coverage metrics,
such as satellite availability, access duration, and path loss.
This bifurcation of coverage and link analysis simplifies the
optimization process, enabling system designers to fine-tune
both system-level (e.g., constellation layout, user dynamics)
and link-level (e.g., waveform selection, data rate) parameters
with greater ease. The dual-stage nature of the algorithm also
facilitates the parallel execution of multiple link-level analyses
or higher-tier evaluations.

6 Link Design Trade-Space: Designers determine the spe-
cific terminal design parameters by leveraging the insights
gained from coverage metric visualizations or as part of
the initial scenario configuration. These parameters include
waveform, bandwidth, antenna characteristics, re-transmission
mechanisms, pointing accuracy, channel model, ACM, and the
array of supported MCS. These selections form the foundation
of the subsequent link analysis, where the interaction between
the terminal and the network is scrutinized to assess terminal
performance and identify optimal design trade-offs.

7 Link Analysis: This stage of the algorithm operates
within the trade-space parameters established previously. It
processes the coverage data for each SUT ( 4 ), initiating from



the first epoch t0. The algorithm prioritizes the selection of
a Satellite-SUT link that aligns with predefined user policies
and optimizes the data rate, taking advantage of ACM when
available. Without ACM, it opts for the best rate that ensures
the highest availability. For the purposes outlined in this paper,
we have chosen to fix the user bandwidth and focus on opti-
mizing the Modulation and Coding Scheme (MCS) selection.
Upon reaching the end of the designated simulation period, the
algorithm aggregates the data, compiling a comprehensive list
of link accesses and their corresponding metrics throughout the
simulation. These metrics include daily capacity and percentile
distributions for availability, latency, and rate.

9 Finalization: The algorithm’s final step involves cate-
gorizing the link data according to user orbital parameters.
This data is then visualized graphically, providing an intuitive
understanding of the link performance across different orbital
profiles. This visualization aids in the final assessment and
validation of the MCSS framework’s effectiveness compared
to its alternatives.

V. TERMINAL DESIGN

The design of the SUT is critical to achieving the seamless
integration of LEO platforms with NTNs in the emerging 6G
communication landscape. Our user terminal design introduces
several innovative features that address the unique challenges
of this integration.

The novelty of our user terminal design is anchored in
its multi-system, multi-orbit compatibility, enabling seamless
operation across different mega-constellation systems and or-
bital regimes. This design incorporates 5G New Radio (NR)
Adaptive Coding and Modulation (ACM), which dynamically
adjusts to varying channel conditions, optimizing data through-
put and link reliability. The terminal’s compact and power-
efficient architecture also supports Terabit-scale daily data
volumes and minute-scale latencies, making it a versatile and
robust solution for integrating LEO platforms into the 6G
ecosystem. The software-defined modem enhances the termi-
nal’s adaptability, providing frequency agility and advanced
signal processing capabilities.

Fig. 4 presents our versatile MCSS Space User Terminal
(SUT) architecture, compatible with multiple systems and
orbital regimes. It comprises four main components:

1) Constellation Scheduler: Orchestrates communication
sessions with constellation satellites, considering avail-
ability and constraints.

2) Antenna Subsystem: Includes antenna, antenna controller,
and optionally, reconfigurable antennas for aligning with
various constellation satellites.

3) Ku-band RF Front-end: Contains up and down conversion
stages, a high-power amplifier for transmission, and a
low-noise amplifier for reception in the Ku-band.

4) Multi-Channel Software-Defined Modem: Links the RF
front-end with spacecraft subsystems like GNSS, AOCS,
and OBC for integrated navigation, control, and data
handling.

Table III outlines four SUT configurations, each suited for
different mission requirements and budgets:

Fig. 4: Space User Terminal (SUT) architecture.

• High-End (HE/HE+): Features beam-steering and an ad-
vanced modem supporting up to 20 MHz bandwidth, with
10 cm and 30 cm antenna apertures for HE and HE+,
respectively.

• Common Case (CC): A standard model with Software
Defined Radios, 8-dBi gain antennas, and 10 W trans-
mitted power.

• Low-End (LE): Budget-friendly with hemispherical an-
tennas and a 2.5 W transmit power cap.

The SUT’s modem includes a Temperature-Compensated
Crystal Oscillator (TCXO), DAC/ADC converters, and an
FPGA or ASIC, offering frequency agility and dynamic power
control. It interfaces with the spacecraft’s onboard computer
and AOCS for navigation, timing, and beamforming.

The Constellation Scheduler, crucial for effective satellite
communication, encompasses a State Vector Database, Or-
bit Propagator, Signal Acquisition and Synchronization unit,
Beam-Steering Management, and a Policy Module for man-
aging satellite links.

The antenna subsystem, essential for service quality, varies
per service requirements:

1) High-Throughput Services: Requires high-gain antennas
with active steering/forming and a wide tracking beam.

2) Common Case: Features circular polarization, 8-dBi up-
link gain, and 10 W uplink power.

3) Antenna Specifications: Should have at least 3.5% uplink
and 17% downlink fractional bandwidth, with a reflection
coefficient below -10 dB and an axial ratio below 6 dB.

A wide-beam patch antenna is a cost-effective solution,
meeting performance criteria while minimizing expense and
resource demands.

The Electrical Power Subsystem (EPS) influences opera-
tional dynamics if the transmitter is to be operated at a 100%
duty cycle:

1) Continuous Power Consumption: Poses challenges for
spacecraft relying on photovoltaic cells.

2) Battery and Solar Array Requirements: Larger batteries
and solar arrays are needed for continuous operation.

3) Mission Design Considerations: Requires reevaluation of
EPS design and operation strategies.



Configuration Low-End (LE) Common Case (CC) High-end (HE) High-end+ (HE+)
Output Power [dBW] +4 +10 +9 +9
TX Bandwidth [MHz] 10 20 20 20
RX Bandwidth [MHz] 5 5 5 5

G/T [dB/K] -21.7 -16.7 -4.7 +5.3
Antenna Gain [dBi] +3 +8 +20 +30

Antenna Passive Passive Active Active
# Beams 1 1 ≥ 3 ≥ 3

Input Power [W] <25 <45 45-100 45-100
Weight [kg] < 1 < 1.5 ≥ 2 ≥ 2
Form Factor <1U < 1U 2U 3U

Handover Digital Digital Hybrid Hybrid
(Beam-Steering + Digital) (Beam-Steering + Digital)

Complexity Lowest Low High High
Role in MCSS LEO as UE LEO as UE or gNB LEO as UE or gNB LEO as gNB

TABLE III: Space User Terminal Configurations.

4) Challenges for Smaller Platforms: Accommodating a
powerful EPS in CubeSats and NanoSats is challenging.

5) Thermal Management and Structural Considerations: An
always-on terminal requires careful thermal regulation
and robust deployment mechanisms for larger solar ar-
rays.

6) AOCS Requirements: The terminal must maintain an at-
titude that ensures antenna alignment towards the zenith.

The SUT is meticulously tailored to manage the high
channel dynamics characteristic of satellite communications.
Central to this design is implementing guard bands strate-
gically set at twice the maximum Doppler offset (about 1
MHz). This crucial feature mitigates potential interference and
averts frequency collisions, thereby upholding the integrity
and reliability of communications. To this end, the SUT
design integrates Doppler pre-compensation mechanisms. This
development is particularly noteworthy in the context of LEO
mega-constellations and their integration into the 6G NTN
context.

Table III details the hosting impacts for each terminal con-
figuration, allowing adaptation to various satellite platforms.

VI. RESULTS ANALYSIS

This section evaluates the performance of various SUT
configurations within the MCSS framework, highlighting its
adaptability to diverse user needs. We showcase MCSS’s
capability to connect space users with multiple constellation
satellites, significantly influencing SUT architecture. We also
explore the potential for providing low-latency broadband to
space users, significantly surpassing data relay systems and
ground station networks. The results discussed below apply to
both NTN roles of the satellites equipped with the SUT: LEO
as UE and LEO as gNB.

A. SUT Performance Analysis

The main performance results are presented in Fig. 5
(Common Case availability and capacity), Fig. 6 (High-End
handovers), and Fig. 7 (Common Case latency), Fig. 8 (High-
End capacity), Fig. 9 (High-End+ capacity). We discuss the
different aspects below.

1) Daily Capacity Analysis for Different SUT Configu-
rations: For uplink (UL) capacity, the common-case (CC)
configuration reaches up to 2.5 Tbit/day with a 20 MHz
bandwidth. High-end (HE) configurations can achieve more
than 5 Tbit/day for uplink. These results are extremely good
for transmitting payload data from a high-performance UE or
a gNB operating in an LEO satellite. Although not reported
for brevity, the low-end (LE) configuration still delivers up to
500 Gbit/day using a 10 MHz bandwidth and less than 2.5
W power, demonstrating MCSS’s efficiency in data transfer
even with low-power setups suitable for 6G UE. Regarding
downlink (DL) capacity, CC and HE configurations offer
substantial throughout, crucial for telecommand operations,
with several hundred Gbit/day.

2) Influence of Orbital Altitudes on SUT Capacity: As
expected, user orbital altitudes markedly influence the capacity
of SUTs. Understanding the correlation between user orbits
and daily capacity is vital for optimizing MCSS deploy-
ment for varying orbital profiles. In the CC configuration,
lower altitude users (350-550 km range) consistently achieve
more than 2 Tbit/day in uplink and at least 500 Gbit/day
in downlink. However, higher altitudes lead to performance
degradation, primarily due to reduced link availability from the
limited line of sight with constellation satellites. This decline
is notable above 900 km, where link availability can fall to
10-20%, beyond the compensatory range of rate adjustments
in CC configurations. In HE configurations, performance is
better but also decreases with altitude. Yet, beyond Starlink’s
altitude, ACM helps counteract this by increasing data rates
to compensate for lower path losses and availability. This
scenario illustrates a trade-off between constellation altitude,
link availability, data capacity, and latency, particularly for
users at 550-750 km altitudes. Here, a slight decrease in
availability is balanced by higher data capacity but at the cost
of increased latency. An alternative approach for high-altitude
users could be using the side lobes of constellation satellites,
though this introduces challenges in managing interference
between beams. Proper exploitation of sidelobes is appealing
for future research in the context of MCSS.

3) Impact of User Orbits on Daily Latency: Besides capac-
ity, the orbital parameters of SUTs significantly impact average
data latency, which is the duration of disconnection from the
mega-constellation. Low altitude SUTs or those near critical



Fig. 5: MCSS Performance Envelope for CC configuration using OneWeb (OW) + Starlink (SL). Left-to-right: Availability,
UL (Payload, Telemetry) Capacity, and DL (Telecommand) Capacity.

Fig. 6: MCSS uplink daily handover metrics for CC configu-
ration and OneWeb constellation.

inclinations provide the best latencies: they can maintain
nominal Mega-Constellation latencies (approximately 50 ms)
with brief disconnections, as shown in Fig. 7. These results
are extremely important for integrating LEO satellites as UE
or gNB of the 6G network because, as discussed in Section
II-C, the latencies obtainable from a state-of-the-art Ground
Station Network are 20 minutes. This applies to typical Earth-
observation and remote sensing LEO satellites, as illustrated
in use cases 3 and 4 in Fig. 1. We observe that retrograde
orbits around these inclinations have marginally better latency
due to faster satellite motion, which reduces coverage gaps.
However, as the SUT altitude increases, both coverage and
latency worsen. At altitudes above 1000 km, where coverage
drops to 10% or less, latencies akin to GSN (greater than 10
minutes) are expected. UE with sporadic connectivity can be
considered at such altitudes, but a gNB above 1000 km is
unlikely to operate correctly with MCSS.

4) Impact of Multi-Channel Availability on SUT Efficiency:
SUTs below 750 km altitude experience higher multi-channel
availability (i.e., multiple satellites in the mega-constellation
are reachable), particularly at critical orbital inclinations. Typ-
ically, 2 to 4 satellites are in the line of sight with a 25-
degree minimum elevation angle and 1 to 4 satellites with
a 40-degree angle. However, visibility reduces to fewer than
two satellites beyond 55-degree inclinations due to satellite

Fig. 7: MCSS Latency for CC configuration and OneWeb
constellation. The Z-axis is limited to 600 seconds (10 min-
utes). Black indicates no coverage/latency. White corresponds
to nominal mega-constellation latency (about 50 ms).

positioning limitations. The evaluation framework reports this
decrease affects coverage but isn’t shown in this study due to
space limitations. In a common-case (CC) SUT configuration,
access to four channels is critical to maximize capacity and
ensure seamless satellite handover. This is crucial for both
LEO with UE and gNB roles.

5) Impact of Handover Count in Serving Constellations:
Fig. 6 illustrates the average daily handover count for the CC
configuration (OneWeb constellation). We assume a simple
HO criteria: the closest satellite is chosen as the serving
satellite. As a result, handover frequency increases at lower
altitudes due to the accessibility of multiple serving satellites
and the higher orbital speed of the SUT.

6) Maximum Concurrent Space Users: To estimate the
maximum number of simultaneous SUTs the MCSS can
support, we use equation (4). Here, BWSat (500 MHz) is the
uplink bandwidth in the Ku-band, the primary constraint for
space users. The guard band allocation is BWGuard Band (1.1
MHz). The number of satellites (NSat), beams per satellite
(NBeams/Sat), and polarisation per beam (NPolariz/Beam)
depend on the specific constellation, and k is the frequency
re-use factor. Taking OneWeb as an example, with 16 beams
per satellite, a low-frequency re-use factor (k = 2), and 716



NUsers =

⌊
BWSat −NUsers/Sat ×BWGuard Band

BWUser

⌋
× 1

k
×NSat ×NBeams/Sat ×NPolariz/Beam (4)

Fig. 8: MCSS capacity for HE configuration using multiple constellations. Left-to-right: OneWeb and Starlink (OW+SL),
O3B mPOWER (O3B), OneWeb (OW), and OneWeb and O3B mPOWER (OW+O3B). Top: UL. Bottom: DL (Eutelsat not
represented because path losses are too high to close the link).

satellites, the constellation can support thousands of SUTs.
However, satellite capacity, predominantly tailored for terres-
trial users, is a limiting factor. Terrestrial demands typically
utilize 20-30% of network resources, with satellites often
reaching total capacity during peak times [50]. Considering
mega-constellations are optimized for ground users, space
users should expect limited access to a constellation’s capacity.
With dynamic traffic patterns and congestion management
requirements, up to 90% of capacity may be reserved for
ground users. Given these conditions, the system could support
approximately 4,000 SUTs in the High-End (HE) configuration
to 100,000 SUTs in the Low-End (LE) configuration. This
capacity range is well-suited to current space mission scales,
indicating MCSS’s aptness for the existing space user com-
munity’s needs.

B. Multi-System Integration

Finally, this section discusses how integrating MCSS with
Data Relay Systems can enhance space connectivity, focusing
on capacity, latency, and availability improvements.

1) Data Relay Systems: Despite higher path losses and
latency compared to LEO, DRS in MEO and GEO offers
opportunities for MCSS integration, especially for enhancing
connectivity in polar and high-altitude orbits. Fig. 8 and Fig. 9
highlight capacity variations in HE and HE+ configurations.
MCSS provides superior capacity for polar orbits, while MEO
and GEO systems are more effective for equatorial users.

Integration with MCSS can significantly boost uplink capacity
and maintain consistent downlink capacity across various user
altitudes.

2) System Capacity, Terminal Configuration, and User
Orbits: HE configuration integration between OneWeb and
O3B shows enhanced performance for polar orbit users, with
OneWeb excelling up to an altitude of 800 km. Eutelsat, suited
for HE+ with larger antennas, is not shown because it cannot
close the link with the HE configuration. Fig. 9 compares LEO,
MEO, and GEO capacities in HE+ configuration, revealing
LEO’s higher uplink capacity (6 Tbit) compared to MEO (3
Tbit) and GEO (0.3 Tbit).

Integrating OneWeb with Eutelsat and O3B offers varied
benefits. For HE+ configurations, integration improves system
availability and capacity, particularly for LEO payloads below
800 km. For HE configurations, integrating MEO (O3B)
increases capacity for users with low to mid-inclinations and
high altitudes, offering near-total availability and terabit-level
capacity.

VII. CONCLUSIONS

This paper presented a comprehensive evaluation framework
for MCSS using Monte Carlo simulations. A detailed MCSS
evaluation algorithm has been presented. Four Space User
Terminal (SUTs) configurations were presented, including
modem, antenna, and power amplifier, demonstrating its suit-
ability for various platforms, including small satellites. 5G



Fig. 9: MCSS capacity for HE+ configuration using multiple constellations. Left-to-right: OneWeb and Starlink (OW+SL),
O3B mPOWER (O3B), OneWeb and Eutelsat (OW+EU), OneWeb and O3B mPOWER (OW+O3B). Top: UL. Bottom: DL.

New Radio Adaptive Coded Modulation has been adopted to
compute the terminal capacity. Results showed that MCSS
technologically surpasses existing systems in capacity and
latency, especially for users in low altitudes or near critical
inclinations. The presented results validate MCSS as an ef-
fective solution for transforming LEO space users into active
nodes in a space internet. It offers high throughput (Tbit/day),
low latency (unmatched by ground station networks), and
low cost. Finally, we showed the integration of MEO/GEO
DRS into MCSS, highlighting synergies and limitations for
space users as 6G user equipment in NTN. These findings
reveal MCSS’s potential to entirely disrupt the 6G and space
ecosystem. As part of the 6G framework, mega-constellations
could deliver services to satellites similar to terrestrial users.
Further research for future studies includes service and tech-
nical aspects like licensing, addressing, routing, compatibility,
channel allocation, more sophisticated handover criteria, and
interference mitigation.
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