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Universal central extension of the Lie algebra of exact

divergence-free vector fields

Bas Janssens∗, Leonid Ryvkin†, Cornelia Vizman‡

September 10, 2024

Abstract

We construct the universal central extension of the Lie algebra of exact divergence-free vector fields,
proving a conjecture by Claude Roger from 1995. The proof relies on the analysis of a Leibniz algebra
that underlies these vector fields. As an application, we construct the universal central extension of
the (infinite-dimensional) Lie group of exact divergence-free diffeomorphisms of a compact 3-dimensional
manifold.
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1 Introduction

The Lie algebra X(M,µ) of divergence-free vector fields on a smooth manifold M with a volume form µ is
one of the four classical infinite-dimensional Lie algebras studied by É. Cartan [5, 32], the other three being
the Lie algebras of symplectic vector fields, of contact vector fields, and of all vector fields. The goal of this
article is to classify the continuous central extensions of X(M,µ), or, equivalently, to determine the second
continuous Lie algebra cohomology H2(X(M,µ),R).

In order to do so, we study the Lie algebra Xex(M,µ) of exact divergence-free vector fields. The study of this
Lie algebra goes back at least to [22], where it is identified as a perfect commutator ideal of the Lie algebra
X(M,µ) of all divergence-free vector fields. This is analogous to the Lie algebra XHam(M,ω) of Hamiltonian
vector fields for a symplectic form ω, which is a perfect commutator ideal in the Lie algebra of all symplectic
vector fields [1].

The following central extension of Xex(M,µ) appears in Ismagilov [15], and is usually attributed to Lich-
nerowicz. It was conjectured to be universal by Roger [30], and our main result confirms this conjecture.

Recall that a vector field X on M is divergence-free if LXµ = 0 or, equivalently, if ιXµ is closed. It is exact
divergence-free if ιXµ is exact, and α ∈ Ωn−2(M) is called a potential for X if ιXµ = dα. We denote the
unique vector field with potential α by Xα. On the space Ωn−2(M) := Ωn−2(M)/dΩn−3(M) of potentials
modulo exact potentials, we define a Lie bracket by [α, β] = iXα

iXβ
µ. This makes α 7→ Xα into a surjective

Lie algebra homomorphism Ωn−2(M) → Xex(M), and its kernelHn−2
dR (M) is precisely the centre of Ωn−2(M).

Our main result is that for dim(M) ≥ 3, the central extension

Hn−2
dR (M) → Ωn−2(M) → Xex(M,µ) (1)

is universal in the category of locally convex Lie algebras. In fact we will prove a slightly stronger version
for compactly supported potentials, from which the above result easily follows.

Proving that (1) is universal is of course equivalent to showing that H2(Xex(M,µ),R) = Hn−2(M,R). For
the Lie algebra X(M,µ) of all divergence-free vector fields (which does not, in general, admit a universal
extension), one then obtains H2(X(M,µ),R) = Hn−2(M,R)⊕ ∧2Hn−1(M,R).

Compared with the universal central extension of XHam(M,ω) in our previous work [20], one of the main
difficulties of working with Xex(M,µ) is that neither Xex(M,µ) nor Ωn−2(M) are projective modules over
the ring C∞(M) of smooth functions. This makes it difficult to work with differential operators. We resolve
this problem by shifting focus to the projective C∞(M)-module Ωn−2(M). Although this is no longer a Lie
algebra, it is still a (left) Leibniz algebra with the bracket [α, β] = LXα

β, and as a Leibniz algebra, it has
natural projections to Ωn−2(M) and Xex(M,µ).

If M is compact, then the group Diffex(M,µ) of exact volume preserving diffeomorphisms is a Fréchet–
Lie group with Lie algebra Xex(M,µ). Although we will not touch on this topic in the present paper,
the classification of continuous central extensions of Xex(M,µ) is intricately linked to projective unitary
representation theory of Diffex(M,µ). Indeed, every smooth projective unitary representation of Diffex(M,µ)
gives rise to a continuous central extension of Xex(M,µ) by [17], so determining these extensions is an
important first step towards a classification of projective unitary representations.

As an application of our main result, we show that (a slight adaptation of) the construction in [16], inspired
by Ismagilov’s construction [15], yields a universal central extension of Diffex(M,µ) in the case that M is a
compact, 3-dimensional manifold.

This article is structured as follows:

• In Section 2 we introduce the Leibniz algebra Ωn−2(M). We explain the relation between the Lie
algebras X(M,µ), Xex(M,µ), and Ωn−2(M), as well as the relations between their compactly supported
versions.

• In Section 3 we show that the Leibniz algebra Ωn−2(M) is perfect, and that its ideal of squares (i.e. its
non-skew-symmetric part) is the space of exact forms.

• In Section 4, we use the results on Ωn−2(M) to show that Ωn−2(M) has trivial second continuous
Chevalley-Eilenberg cohomology.
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• In Section 5, we conclude that Ωn−2(M) is the universal central extension of Xex(M,µ). In fact, we
derive this from a slightly stronger version of this result in the compactly supported setting. We also
derive the continuous second Lie algebra cohomology of the Lie algebra X(M,µ) of all divergence-free
vector fields, and of its compactly supported version Xc(M,µ).

• In Section 6, we construct the universal central extension of the Fréchet Lie group Diffex(M,µ) of exact
volume-preserving diffeomorphisms the case that M is a three-dimensional compact manifold.

Finally, we collect a number of auxiliary results of independent interest in three appendices. Appendix A
collects some useful formulas for the Cartan calculus on multivector fields in the presence of a volume form.
In Appendix B we prove a parameterised version of the compactly supported Poincaré Lemma. Finally, in
Appendix C, we establish a Poincaré Lemma for differential operators.

Acknowledgements The authors would like to thank Claude Roger for valuable insights into the history
of the problem and Peter Kristel, Karl-Hermann Neeb and Milan Niestijl for interesting discussions related to
the project. Part of the work was carried out during a research stay of the authors at the Erwin Schrödinger
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Field-Theory. L.R. acknowledges the support of the INSMI PEPS JCJC 2024, the Accueil EC 2023-2024 of
the Conseil Académique de l’UCBL, and the DFG-project Higher Lie theory. C.V. was supported by the
Romanian Ministry of Education and Research, CNCS-UEFISCDI: project number PN-III-P4-ID-PCE-2020-
2888 within PNCDI III. B.J. was supported by the NWO grant 639.032.734 ‘Cohomology and representation
theory of infinite dimensional Lie groups’.

2 The topological Leibniz algebra Ωn−2(M)

Let M be a n-dimensional smooth manifold and µ a volume form. A vector field X is called divergence-free
(or unimodular or volume-preserving) if LXµ = 0 or, equivalently, if ιXµ is closed. It is exact divergence-free
if ιXµ is exact, that is, if it admits a potential α ∈ Ωn−2(M) such that ιXµ = dα. We denote by Xα the
unique vector field with potential α, and the Lie algebra of exact divergence-free vector fields is denoted by
Xex(M,µ).

2.1 The non-compactly supported case

We denote the closed forms by Ωn−2
cl (M). Consider the exact sequence

Ωn−2
cl (M) −→ Ωn−2(M)

q
−→ Xex(M,µ), (2)

where the first map is inclusion, and the second map q : Ωn−2(M) → Xex(M,µ) takes α ∈ Ωn−2(M) to Xα.
The bracket [α, β] := LXα

β on Ωn−2(M) is not skew-symmetric, however it turns Ωn−2(M) into a left Leibniz
algebra.

Definition 2.1. A left Leibniz algebra is a couple (L, [·, ·]), where L is a vector space and [·, ·] : L× L→ L
is a bilinear map satisfying the left Leibniz identity for all α, β, γ ∈ L:

[α, [β, γ]] = [[α, β], γ] + [β, [α, γ]]. (3)

Note that Leibniz algebras come in two flavours: The left Leibniz identity means that [α, · ] is a derivation,
while the right Leibniz identity would mean that [ · , α] is a derivation. For Lie algebras both are equivalent
and coincide with the usual Jacobi identity. We refer to [8] for an introduction to Leibniz algebras and their
cohomologies.

Proposition 2.2. The sequence (2) is a left central extension of left Leibniz algebras.

Proof. To see that q covers the ordinary Lie bracket on vector fields, note that

d(LXα
β) = dιXα

dβ = dιXα
ιXβ

µ = LXα
ιXβ

µ = ι[Xα,Xβ ]µ.

3



The left Leibniz identity (3) is also an immediate calculation,

LXα
LXβ

γ = L[Xα,Xβ ]γ + LXβ
LXα

γ.

An element α ∈ Ωn−2(M) is left central if [α, β] = 0 for all β ∈ Ωn−2(M), which is the case if and only if
Xα = 0. Indeed, at every point p there exist forms β1, ..., βn which are 0 at p, whose exterior derivatives at
p form a basis of Λn−1T ∗

pM . So (LXβi)p = (ιXdβi)p = 0 for all i implies Xp = 0, and the kernel Ωn−2
cl (M)

of q is precisely the left centre of Ωn−2(M).

Remark 2.3. This extension of exact divergence-free vector fields into a Leibniz algebra is mentioned in
[30], which quotes personal communication with Loday, who in turn attributes it to Brylinski.

Since [α, β] + [β, α] = d(ιXα
β + ιXβ

α) is exact, the Leibniz algebra structure on Ωn−2(M) induces a Lie
algebra structure on the quotient

Ωn−2(M) := Ωn−2(M)/dΩn−3(M),

yielding a central extension of Lie algebras

Hn−2
dR (M) → Ωn−2(M) → Xex(M,µ). (4)

2.2 The compactly supported case

There is an analogous construction for the Leibniz algebra in the compactly supported setting. We denote
by Xc9ex(M,µ) the Lie algebra of those compactly supported vector fields that admit a compactly supported
potential,

Xc9ex(M,µ) := {X ∈ X(M,µ) ; ιXµ = dα for some α ∈ Ωn−2
c (M)}.

This is not to be confused with the Lie algebra Xc,ex(M,µ) of all compactly supported divergence-free vector
fields, which has Xc9ex(M,µ) as an ideal with abelian quotient. The compactly supported analogue of (2) is
the extension

Ωn−2
c,cl (M) −→ Ωn−2

c (M)
q

−→ Xc9ex(M,µ) (5)

of the Lie algebra Xc9ex(M,µ) by the Leibniz algebra Ωn−2
c (M).

Setting
Ωn−2

c (M) := Ωn−2
c (M)/dΩn−3

c (M),

we obtain a central extension of Lie algebras

Hn−2
c,dR(M) → Ωn−2

c (M) → Xc9ex(M,µ). (6)

2.3 Topological Lie and Leibniz algebras

We aim to show that the central extensions (4) and (6) are universal in a topological setting.

Definition 2.4. A topological Lie algebra is a (Hausdorff) topological vector space g, together with a contin-
uous Lie bracket [ · , · ] : g× g → g. Similarly, a topological Leibniz algebra is a (Hausdorff) topological vector
space L with a continuous Leibniz bracket [ · , · ] : L× L→ L.

The Lie algebras of smooth vector fields, and of (exact) divergence-free vector fields, on a compact manifold
M are topological Lie algebras for the Fréchet topology of uniform convergence in all derivatives. For non-
compact M we equip these Lie algebras with the Fréchet topology that comes from the inverse limit over the
compact subsets K ⊆M , and their compactly supported versions with the LF-topology that comes from the
(strict) direct limit [33, Section I.13].

Similarly, Ωn−2(M) is a topological Leibniz algebra for the inverse limit Fréchet topology, and Ωn−2
c (M) for

the direct limit LF topology. We show that dΩn−3(M) ⊆ Ωn−2(M) and dΩn−3
c (M) ⊆ Ωn−2

c (M) are closed,
making their respective quotients Ωn−2(M) and Ωn−2

c (M) into Hausdorff topological Lie algebras (cf. [31,
Theorem 1.41]).
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Lemma 2.5. Let M be a (not necessarily compact) orientable manifold of dimension n. Then for all
0 ≤ k ≤ n − 1, the subspaces dΩk(M) ⊂ Ωk+1(M) and dΩk

c (M) ⊂ Ωk+1
c (M) are closed for the Fréchet and

LF-topology, respectively.

Proof. By the de Rham isomorphism, α ∈ Ωk+1(M) is exact if and only if it integrates to zero against all
closed cycles, so dΩk(M) is closed in Ωk+1(M) for the Fréchet topology (cf. [7, Prop. 5.2]). The inclusion
Ωk+1

c (M) → Ωk+1(M) is continuous (with the LF-topolgy on the left and the Fréchet topology on the right),
hence dΩk(M) ∩ Ωk+1

c (M) is closed in Ωk+1
c (M). We now consider for any α ∈ Ωn−k−1

cl (M) the following
functional:

Fα : Ωk+1
c (M) → R, β 7→ Fα(β) =

∫

M

α ∧ β

These functionals are continuous in the LF-topolgy, since they are continuous when restricted to spaces of
β’s with any fixed compact support. This means that ker(Fα) and hence

⋂
α ker(Fα) are closed. Hence also

C = dΩk(M) ∩ Ωk+1
c (M) ∩

⋂

α∈Ωn−k−1

cl
(M)

ker(Fα)

is closed. We claim this space is equal to dΩk
c (M). To show that dΩk

c (M) ⊆ C, note that β ∈ dΩk
c (M)

implies that Fα(β) = 0 for all closed α. For the converse, recall that by Poincaré duality, the pairing
Hn−k−1

dR (M) × Hk+1
dR,c(M) → R defined by ([α], [β]) 7→ Fα(β) is non-degenerate in both entries. Since any

β ∈ C has compact support and is closed, it defines a class in Hk+1
c (M). By Poincaré duality, being in the

kernel of all Fα means that this class is zero, so β ∈ dΩk
c (M) and C ⊆ dΩk

c (M). So dΩk
c (M) = C is closed,

and Ωk+1
c (M)/dΩk

c (M) is a Hausdorff topological vector space.

Equipped with this topology, the exact sequence (4) is a central extension of Fréchet–Lie algebras, and (6)
is a central extension of LF–Lie algebras.

Remark 2.6. In this paper we will generally restrict attention to the case dim(M) ≥ 3, because the case
dim(M) = 2 requires a different approach. In the two-dimensional case, a volume form is the same as
a symplectic form, Xex(M,µ) is the Lie algebra of Hamiltonian vector fields, and Ωn−2(M) = C∞(M) is
the Poisson algebra. In general the Poisson algebra is neither perfect nor centrally closed, and its central
extensions were investigated elsewhere [20].

3 Perfectness and the ideal of squares

The goal of this section is to show that the Leibniz algebras Ωn−2(M) and Ωn−2
c (M) are perfect, and that

their ideal of squares is given by the exact forms.

3.1 Perfectness

We will work in local coordinates in which µ takes the standard form.

Lemma 3.1. Let µ be a volume form on a manifold M . Let U ⊆ M be a coordinate neighbourhood that is
diffeomorphic to Rn. Then U admits coordinates in which µ takes the standard form µ = dx1 ∧ · · · ∧ dxn.

Proof. If µ = fdx′1 ∧ . . . ∧ dx
′
n in local coordinates x′i ∈ Rn, then set xi := x′i for i ≥ 2, and replace x′1 by

x1(x
′
1, . . . , x

′
n) :=

∫ x′

1

0 f(s, x′2, . . . , x
′
n)ds.

Since µ is non-degenerate, it induces an isomorphism A 7→ iAµ between multivector fields and differential
forms. In particular, we can rephrase the Cartan calculus (contraction, Lie derivative, de Rham differential)
in terms of multivector fields. We will use this perspective in the sequel, since it makes certain calculations
more traceable. A summary of the most relevant formulas for us from this perspective can be found in
Appendix A.

Lemma 3.2. Let U ⊂ Rn with n ≥ 3 be open and connected, and let µ = dx1 ∧ · · · ∧ dxn. Then any element
in Ωn−2

c (U) can be expressed by at most
(
n
2

)
· (n+ 1) commutators.
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Proof. We show this step by step, using the bivector field expressions from Appendix A instead of (n−2)-
forms:

1. Let x, y, z be coordinates among x1, ..., xn and let h ∈ C∞
c (U). We realise ∂xh∂y ∧ ∂z as a single

commutator in X2
c(U) ∼= Ωn−2

c (U). For that we choose a function φ which is compactly supported in
U and coincides with y on the support of h. Then [φ∂x ∧ ∂y, h∂y ∧ ∂z ] = L∂x

(h∂y ∧ ∂z) = ∂xh∂y ∧ ∂z.
Note that this works even when x = z.

2. Suppose g satisfies
∫
U
gdx1 ∧ ... ∧ dxn = 0. Then the class [gdx1 ∧ ... ∧ dxn] is zero in the compactly

supported cohomology of U , hence g =
∑n

i=1 ∂ihi for hi ∈ C∞
c (U). In particular g∂x∧∂y can be written

as a sum of n commutators.

3. Let x, y, z be three coordinates among x1, . . . , xn. Let f ∈ C∞
c (U), and choose φ ∈ C∞

c (U) such that
φ agrees with yz on supp(f). With A = φ∂x ∧ ∂y and B = f∂y ∧ ∂z, we have δ(A) = z∂x on supp(B)
by Corollary A.2, so [A,B] = Lz∂x

(f∂y ∧ ∂z) = f∂x ∧ ∂y + zfx∂y ∧ ∂z by Proposition A.3. Since zfx
integrates to zero over U ⊆ Rn, this means that f∂x∧∂y can be written as a sum of n+1 commutators.

In total this means that a form supported on U can be written as the sum of
(
n
2

)
· (n+ 1) commutators.

Remark 3.3. Note that the statement is false for n = 2. In this case Ωn−2
c (V ) = C∞

c (V ) is the compactly
supported Poisson algebra, whose commutator ideal consists of functions that integrate to zero [1, Section
12], [20, Prop. 3.1].

We can now prove the global statement for manifolds of dimension dim(M) ≥ 3:

Theorem 3.4. The Leibniz algebras Ωn−2
c (M) and Ωn−2(M) are perfect.

Proof. The fact that Ωn−2
c (M) is perfect follows from Lemma 3.2 by a partition of unity argument. The

statement for Ωn−2(M) needs a slightly refined argument.

Let U be a covering of M by relatively compact open sets in which µ takes the standard form µ =
dx1 ∧ · · · ∧ dxn. Since the covering dimension of an n-dimensional manifold is n, Ostrand’s theorem ([28,
Theorem 1], refining the Brouwer-Lebesgue Paving Principle, cf. e.g. [14]) states that there exist open sets
Vi,k, i ∈ {1, ..., n+ 1}, k ∈ N with the following properties:

• Each Vi,k is a connected open subset of an element in U .

• For fixed i and k 6= l, Vi,k ∩ Vi,l = ∅

• Vi,k cover M .

In particular Wi =
⊔

k Vi,k gives an open cover of M by n + 1 sets. We can now pick a partition of unity
ρ with respect to {Wi}. Let α ∈ Ωn−2(M). Since the restriction ρiα|Vi,k

is compactly supported, it can

be written as a sum of
(
n
2

)
(n + 1) commutators in Ωn−2

c (Vi,k). Since the Vi,k are disjoint for fixed i, these

commutators can be assembled and we obtain an expression of ρiα in terms of
(
n
2

)
(n + 1) commutators in

Ωn−2(Wi). But this means that α =
∑

i ρiα is a sum of at most
(
n
2

)
(n+ 1)2 commutators in Ωn−2(M).

Corollary 3.5 ([27, 22]). The Lie algebras Xex(M,µ) and Xc9ex(M,µ) are perfect for dim(M) ≥ 3.

Remark 3.6. Note that Corollary 3.5 is stated in [22] and [27, Chapter X.3], and that in the compact case
Theorem 3.4 would follow from Corollary 3.5 together with the characterization of the ideal of squares that
we prove in Theorem 3.10 below. Unfortunately there seems to be an error in the proof of [27], and a small
gap in the proof of [22], which is why we provide this independent proof inspired by the approach used in
[27].

3.2 The ideal of squares

In this subsection we will investigate the ideal of squares Ωn−2(M)sq, i.e. the left ideal generated by [α, α]
for α ∈ Ωn−2(M). Let us start by observing that for any α ∈ Ωn−2, [α, α] = LXα

α = dιXα
α. In particular

the ideal of squares is contained in the exact forms. The goal of this section is to prove the converse, i.e. that
any exact form can be written as a sum of squares. We start with the compactly supported statement for
cubes in Rn, then we prove the general local statement and then the global version.
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Lemma 3.7. Let U ⊂ Rn be a relatively compact cube (i.e. the cartesian product of open finite intervals)
with the canonical volume form µ and β ∈ Ωn−3

c (U). Then β can be written as a sum β =
∑

i ιXαi
αi of at

most 4
(
n
3

)
forms αi with compact supports in U .

Again, in the proof we will employ multivector fields in the calculations. It will be useful to know that for a
form α = ιX∧Y µ, the formula (33) in Appendix A implies:

ιXα
α = −ι[X,Y ]∧X∧Y µ. (7)

Proof. Since every β ∈ Ωn−3
c (U) can be written as a sum of at most

(
n
3

)
terms of the form

β = gι∂x∧∂y∧∂z
µ

for some coordinates x, y, z among x1, ..., xn, it suffices to prove that each such term can be written as a sum
of at most 4 terms of the form ιX

αi
αi.

1. We first show the statement for the case where g is a total divergence (as a function of x, y, z the
other variables being treated as parameters). Let g = ∂xf

1 + ∂yf
2 + ∂zf

3 with compactly supported
f i. Set X = φ∂x for a compactly supported function φ : Rn → R that is 1 on the support of f1,
and take Y = ∂y − f1∂z. Then α1 = ιX∧Y µ is compactly supported, and by formula (7) we have
ιX

α1
α1 = ∂xf

1ι∂x∧∂y∧∂z
µ. Similarly we can find α2, α3 such that

β = ιX
α1
α1 + ιX

α2
α2 + ιX

α3
α3

2. Consider now X = h∂x and Y = ∂y − f∂z for compactly supported f and h. Then [X,Y ] ∧X ∧ Y =
h2∂xf∂x ∧ ∂y ∧ ∂z, hence β = h2∂xfι∂x∧∂y∧∂z

µ can be realized as

β = ιXα
α.

3. Let U = V ×W for a cube V ⊂ R3 and W ⊂ Rn−3. Let now g be a function with compact support
contained in a cube C ×D ⋐ V ×W (Here ⋐ denotes relative compactness, i.e. the closure of C ×D is
compact in V ×W ), and let C′

⋐ V be a larger cube, (i.e. C ⋐ C′). The function H =
∫∫∫

V
gdxdydz

only depends on the other n − 3 coordinates and has support in D. We exhibit compactly supported
functions f, h such that ∫∫∫

V

h2∂xfdxdydz = H. (8)

Let f = xHχ for a compactly supported function χ : V → R which is 1 on C′. (Then ∂xf = H on
C′×W .) Let h = φψ be the product of compactly supported functions φ : V → R and ψ : W → R such
that ψ is 1 on D and φ is constant on C, zero outside C′, and it satisfies

∫∫∫
V
φ2dxdydz = 1.

Then
∫∫∫

V

h2∂xfdxdydz = Hψ2

∫∫∫

V

φ2∂x(xχ)dxdydz

= Hψ2

∫∫∫

V

φ2dxdydz

because χ is 1 whenever φ is nonzero. Since ψ is 1 whenever H is nonzero, equation (8) follows.

Now the compactly supported function g − h2∂xf integrates to zero over V , hence it is a total diver-
gence. By the parametrized Poincaré Lemma (B.1), there exist compactly supported smooth functions
f1, f2, f3 such that

g = h2∂xf + ∂xf
1 + ∂yf

2 + ∂zf
3

Hence β = gι∂x∧∂y∧∂z
µ can be realized as the sum of four terms of the type ιXα

α.

The problem with the above Lemma is that it only works on cubes in Rn. However, because we want to
apply the same technique as in Theorem 3.4 to globalize the construction, we need to have the statement for
any connected subset of Rn.
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Lemma 3.8. Let V ⊂ Rn with the canonical volume form µ and β ∈ Ωn−3
c (V ). Then β can be written as a

sum β =
∑

i ιXαi
αi of at most 4

(
n
3

)
forms αi with compact supports in V .

Proof. Let U be a precompact cube containing V . By Lemma 3.7 we can find 4
(
n
3

)
forms α̃i ∈ Ωn−2

c (U)
such that β =

∑
i ιXα̃i

α̃i. We note that by construction each of the α̃i is the contraction of two vector fields

into µ, i.e. α̃i = ιXi∧Y iµ for some vector fields X i, Y i ∈ X(U). Let χ ∈ C∞
c (V ) be a function such that

χ|supp(β) = 1. We set αi = χ · α̃i = ιXi∧χY iµ. These clearly have support in V . Moreover, they satisfy:

ιX
αi
αi = −ι[χXi,Y i]∧χXi∧Y iµ = χ2ιX

α̃i
α̃i.

This means: ∑

i

ιX
αi
αi =

∑

i

χ2ιX
α̃i
α̃i = χ2β = β.

We can now prove the global statement:

Proposition 3.9. Let M be a manifold of dimension n. Then every β ∈ Ωn−3(M) can be written as a sum
of at most 4(n+ 1)

(
n
3

)
terms of the form ιX

αi
αi for αi ∈ Ωn−2(M). If β is compactly supported, then each

αi can be chosen to be compactly supported as well.

Proof. As in the proof of Theorem 3.4, we pick a covering U by (cube-shaped) charts on which µ has canonical
form. We again apply Ostrand’s theorem [28, Theorem 1] to obtain a finite covering Wi (i ∈ {1, ..., n+ 1})
each of which is a countable disjoint union Wi =

⊔
k Vi,k of connected subsets of elements of U .

Using a partition of unity, we can write β =
∑n+1

i=1

∑∞
k=1 βi,k with supp(βi,k) ⊆ Vi,k. By Lemma 3.8, every

(compactly supported) βi,k ∈ Ωn−3
c (Vi,k) can be written as a finite sum

βi,k =

4(n3)∑

j=1

ιX
α
j
i,k

αj
i,k

for some compactly supported αj
i,k ∈ Ωn−2

c (Vi,k). Note that the infinite sum

αj
i :=

∞∑

k=1

αj
i,k

is well defined because the Vi,k are mutually disjoint for fixed i.

If we set βi :=
∑∞

k=1 βi,k, then

4(n3)∑

j=1

ιX
α
j
i

αj
i =

4(n3)∑

j=1

∞∑

k=1

ιX
α
j
i,k

∞∑

l=1

αj
i,l =

4(n3)∑

j=1

∞∑

k=1

ιX
α
j
i,k

αj
i,k =

∞∑

k=1

4(n3)∑

j=1

ιX
α
j
i,k

αj
i,k =

∞∑

k=1

βi,k = βi.

Since β =
∑n+1

i=1 βi, this concludes the non-compactly supported case. If β is compactly supported, one can

arrange that only a finite number of the βi,k are non-zero. Then we can arrange that only finitely many αj
i,k

are non-zero, such that αj
i are compactly supported.

Since dβ =
∑

i dιXαi
αi =

∑
i[α

i, αi], we have the following theorem as a direct consequence:

Theorem 3.10. The ideal of squares in Ωn−2(M) is equal to the space of exact forms dΩn−3(M) and the
ideal of squares in Ωn−2

c (M) is equal to dΩn−3
c (M).

4 The Lie algebra Ωn−2(M)/dΩn−3(M) is centrally closed

We recall that for brevity we denote Ωk(M)/dΩk−1(M) by Ωk(M).

The goal of this section is to show that the second jointly continuous Lie algebra cohomology of Ωn−2(M)
vanishes. Since Ωn−2(M) is a left-central extension of the perfect Lie algebra Xex(M,µ) (see (4)), this will
imply that the former is the universal central extension of the latter.
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4.1 Continuous cohomology for Lie and Leibniz algebras

We recall the Chevalley-Eilenberg Lie algebra cohomology in the continuous setting, as well as the corre-
sponding Leibniz algebra cohomology.

Lie algebra cohomology. Let g be a topological Lie algebra. Then a g-module is a topological vector
space M, together with a left g-action (x,m) 7→ x ·m that is continuous as a bilinear map g×M → M. The
Chevalley-Eilenberg differential on the complex Cn(g,M) of continuous alternating n-linear maps ψ : gn → M

is given by

dψ(x1, . . . , xn+1) :=
∑

i<j

(−1)i+jψ([xi, xj ], x1, . . . , x̂i, . . . , x̂j , . . . , xn+1) (9)

+
∑

i

(−1)i+1xi · ψ(x1, . . . , x̂i, . . . , xn+1),

so in particular dψ(x) = x ·ψ for ψ ∈ C0(g,M) ≃ M. The cohomology of this complex, denoted by Hn(g,M),
is called the continuous Lie algebra cohomology of the locally convex Lie algebra g. In the same vein, we
denote by Hn

alg(g,M) the cohomology of the complex Cn
alg(g,M) of alternating linear maps without continuity

assumptions.

For the trivial representation M = R, the second term in Equation (9) vanishes and we obtain the continuous
Lie algebra cohomology Hn(g,R) with trivial coefficients. In degree 1 this cohomology H1(g,R) is the
topological dual of the abelian Lie algebra (g/[g, g]), where [g, g] is the closure of the commutator ideal. In
particular, a locally convex Lie algebra is topologically perfect (g = [g, g]) if and only if H1(g,R) vanishes.

Since the cohomology in degree 2 classifies the continuous central extensions of g (cf. Section 5), we call a
locally convex Lie algebra g centrally closed if H2(g,R) = 0.

Leibniz algebra cohomology. A topological left Leibniz algebra is a locally convex vector space L with
a continuous bilinear map [ · , · ] : L× L → L such that the left Jacobi identity holds:

[x, [y, z]] = [[x, y], z] + [y, [x, z]].

There are various conventions for Leibniz cohomology of Leibniz algebras. Here we follow [8].

Let L be a topological left Leibniz algebra. A left-module for L is a topological vector space M with a
continuous left action g×M → M satisfying [x, y] ·m = x · (y ·m)− y · (x ·m). The Loday complex is the
complex CLn(L,M) of jointly continuous n-linear maps Ln → M. The differential is given by a convenient
rewriting of (9):

dψ(x1, . . . xn+1) =
∑

i<j

(−1)iψ(x1, . . . , x̂i, . . . , [xi, xj ], . . . , xn+1),

+
∑

i

(−1)i+1rxi
ψ(x1, . . . , x̂i, . . . , xn+1)

where the term [xi, xj ] is placed in the j-th position. We denote the cohomology of this complex by
HL•(L,M). Similarly, we denote by HL•

alg(L,M) the cohomology of the Loday complex CLn
alg(L,M) of

multilinear maps without continuity assumptions.

Recall that the ideal of squares (also called the Leibniz kernel) Lsq is the left ideal spanned by elements of
the form [x, x] for x ∈ L. Let LLie = L/Lsq be the largest quotient of L that is a Hausdorff locally convex Lie
algebra. The projection π : L → LLie gives a pullback map π∗ : Cn(LLie,R) → CLn(L,R), which is a chain
map from the Chevalley-Eilenberg complex to the Loday complex. In particular, we have maps on the level
of cohomology groups

π∗ : H•(LLie,R) → HL•(L,R).

Later in the article, we will show exactness of cocycles in LLie by showing the corresponding exactness in L.
For this to work, we will need the following result:

Proposition 4.1. The map π∗ : Hn(LLie,R) → HLn(L,R) is injective for n = 1 and n = 2.
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Proof. The statement in degree one follows from the fact that the pullback π∗ : L′
Lie → L′ is injective, since

there are no coboundaries to divide out.

Let [ψ] ∈ H2(LLie,R). If π∗[ψ] = 0, then π∗ψ = dc for c ∈ L′. So c([α, α]) = ψ(π(α), π(α)) which is zero
because ψ is skew-symmetric. This means that c : L → R vanishes on Lsq, and hence on Lsq because c is
continuous. So c induces a continuous map LLie = L/Lsq → R, which is automatically a primitive of ψ, hence
[ψ] = 0 in H2(LLie,R).

Remark 4.2. We will be mainly interested in the cases L = Ωn−2
c (M) and L = Ωn−2(M), where Lsq is

closed by Theorem 3.10 and Lemma 2.5.

Let L′ be the continuous dual of L, equipped with the coadjoint action (x · T )y := −T ([x, y]). We close this
subsection by noting that to any 2-cochain ψ ∈ CL2(L,R), we can associate a (not necessarily continuous)

1-cochain ψ̂ ∈ CL1
alg(L,L

′) by ψ̂(x)y = ψ(x, y). Similarly, a 1-cochain η ∈ CL1(L,R) corresponds to a

0-cochain η̂ ∈ CL0
alg(L,L

′). Then ψ̂ is a cocycle if and only if ψ is a cocycle, and that ψ = dη if and only if

ψ̂ = dη̂. Since the map CL1(L,R) → CL0
alg(L,L

′) is bijective, we have the following:

Lemma 4.3. The map HL2(L,R) →֒ HL1
alg(L,L

′) defined by [ψ] 7→ [ψ̂] is injective.

This statement is an instance of a much more general phenomenon, cf. e.g. [8, Corollary 1.5].

4.2 The perfectness trick

Lie algebra cohomology with diagonal cocycles is extensively developed in the monograph [9]. The perfectness
trick refers to a reasoning that infers that every continuous 2-cocycle is diagonal directly from the perfectness
of a Lie algebra (and the fact that the bilinear map given by its bracket is diagonal). It was used in [20] for
the Poisson bracket on functions on a symplectic manifold and in [18] for the Lie bracket on vector fields on
an arbitrary manifold. Here we extend it to the left Leibniz bracket on differential (n− 2)-forms associated
with a volume form.

To any continuous 2-cocycle ψ on the Leibniz algebra Ωn−2
c (M), one associates a continuous linear map with

values in the continuous linear dual Ωn−2
c (M)′:

ψ̂ : Ωn−2
c (M) → Ωn−2

c (M)′, ψ̂(α)β := ψ(α, β). (10)

It is a 1-cocycle on the Leibniz algebra Ωn−2
c (M), for the action (α · T )(β) = −T ([α, β]) = −T (LXαβ) on

Ωn−2
c (M)′ that is dual to the adjoint Leibniz algebra action, i.e.

ψ̂([α, β]) = α · ψ̂(β)− β · ψ̂(α), ∀α, β ∈ Ωn−2
c (M). (11)

A Leibniz 2-cocycle ψ on Ωn−2
c (M) is called diagonal if ψ(α, β) = 0 whenever supp(α) ∩ supp(β) = ∅. This

implies that the induced 1-cocycle is support-decreasing: supp(ψ̂(α)) ⊆ supp(α) for every α ∈ Ωn−2
c (M).

Proposition 4.4. Let n ≥ 3. Then any continuous 2-cocycle ψ on the Leibniz algebra Ωn−2
c (M) is diagonal.

Moreover, the Leibniz 1-cocycle ψ̂ in (10) is a distribution-valued differential operator of locally finite order
on Ωn−2

c (M).

Proof. Let ψ be a Leibniz 2-cocycle on Ωn−2
c (M), thus ψ(α, [β, γ]) = ψ([α, β], γ) + ψ(β, [α, γ]). For α, β ∈

Ωn−2
c (M) with supp(α) ∩ supp(β) = ∅, let U ⊆ M be open with supp(α) ⊆ U and supp(β) ∩ U = ∅. By

Theorem 3.4, Ωn−2
c (U) is perfect, thus we can write α =

∑N
i=1[α

′
i, α

′′
i ] for α

′
i, α

′′
i ∈ Ωn−2

c (M) with support
contained in U . By the above cocycle identity, we then have

ψ(α, β) =
N∑

i=1

ψ([α′
i, α

′′
i ], β) =

N∑

i=1

ψ(α′
i, [α

′′
i , β])− ψ(α′′

i , [α
′
i, β]),

which is zero because α′
i and α

′′
i have support which is disjoint from β. Thus ψ is diagonal.

The second statement is a consequence of the first, by applying to ψ̂ Peetre’s Theorem, more precisely its
vector-bundle version, cf. Theorem C.1 in Appendix C, which asserts that support-decreasing continuous
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linear maps from the compactly supported section space of a vector bundle to the continuous dual of the
compactly supported section space of a vector bundle is a distribution-valued differential operator of locally
finite order.

Every continuous Lie algebra 2-cocycle φ on Xc(M,µ) lifts via the projection q in (5) to a Leibniz 2-cocycle
ψ on Ωn−2

c (M), which in addition is skew. As in the previous section we associate the continuous Leibniz

1-cocycle ψ̂ : Ωn−2
c (M) → Ωn−2

c (M)′, which in addition vanishes on dΩn−3
c (M). By the perfectness trick in

Proposition 4.4, the Leibniz 2-cocycle ψ is diagonal and the Leibniz 1-cocycle ψ̂ is a continuous differential
operator of locally finite order on Ωn−2

c (M).

For proving the results about central extensions of the Lie algebra of divergence-free vector fields, we need to
use differential forms with polynomial coefficients, hence without compact support. Lemma C.3 in Appendix
B allows to extend the map ψ̂ to a continuous differential operator, which we denote by the same letter ψ̂.

Lemma 4.5. Let φ ∈ C2(Xc(M),R) be a cocycle and ψ = π∗φ as above. Then ψ̂ : Ωn−2
c (M) → Ωn−2

c (M)′

can be uniquely extended to an operator

ψ̂ : Ωn−2(M) → Ωn−2
c (M)′ (12)

with the following properties:

(i) It is a cocycle for the Leibniz algebra Ωn−2(M).

(ii) It vanishes on dΩn−2
c (M).

Proof. The extension exists by C.3 in Appendix B and is unique because the compactly supported forms are
dense in all forms. We recall how the extension is constructed: Given α ∈ Ωn−2(M) and compact K ⊆ M ,

any fK ∈ C∞
c (M) with fK |K = 1 yields the same continuous linear functional ψ̂(fKα) ∈ Ωn−2

K (M)′, where
Ωn−2

K (M) denotes the subspace of forms supported in K. This defines an element in the continuous linear
dual of the injective limit lim

−→
Ωn−2

K (M) = Ωn−2
c (M), set to be the image of α by (12). We can now verify

the properties of ψ̂:

(i) For α, β ∈ Ωn−2(M), γ ∈ Ωn−2
K (M) and function fK as above, we get:

ψ̂([α, β])γ = ψ(fK [α, β], γ) = ψ([fKα, fKβ], γ) = ψ(fKα, [fKβ, γ])− ψ(fKβ, [fKα, γ])

= ψ(fKα, [β, γ])− ψ(fKβ, [α, γ]) = ψ̂(α)[β, γ] − ψ̂(β)[α, γ] = (α · ψ̂(β) − β · ψ̂(α))γ.

The computation uses the fact that ψ is diagonal at step two, since fK [α, β]− [fKα, fKβ] vanishes on
K, thus its support is disjoint from supp(γ) ⊆ K.

(ii) We show that ψ̂(dβ) = 0 for β ∈ Ωn−3(M). Let K be the support of γ ∈ Ωn−3
c (M). By construction

ψ̂(dβ)(γ) = ψ̂(fKdβ)(γ). Now with the identity fKdβ = d(fKβ)− (dfK)∧β we obtain that ψ̂(dβ)(γ) =

ψ̂(d(fKβ))(γ) − ψ̂(dfK ∧ β))(γ) = 0, where the first term vanishes because ψ̂ vanishes on dΩn−3
c (M),

while the second vanishes because dfK is zero on the support of γ and ψ̂ is support-decreasing.

4.3 Local triviality

This section is devoted to the proof of the local version of the fact that Ωn−2
c (M) := Ωn−2

c (M)/dΩn−3
c (M)

is centrally closed. Thus we consider the case where M is a contractible open subset U ⊆ Rn and µ is the
canonical volume form. In this case the following Lie algebras coincide,

Ωn−2
c (U) = Xc9ex(U, µ) = Xc(U, µ), (13)

and we prove that their second continuous cohomology group is zero. In the next section we will use this to
prove the global case, namely that Ωn−2

c (M) is centrally closed for arbitrary manifolds M .

We denote by X≤k(U, µ) the vector space of divergence-free vector fields with polynomial coefficients of degree
at most k, and by Xk(U, µ) the subspace with homogeneous ones of degree k. In particular

[Xk(U, µ),Xl(U, µ)] ⊆ Xk+l−1(U, µ). (14)
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Low degree cases are X0(U, µ) = Rn and X1(U, µ) = sl(n,R). Notice that, under the above identification, the
sl(n,R)-representation on Xk(U, µ) ⊂ Xk(U) = Sk(Rn)∗ ⊗Rn given by the Lie bracket in (14) coincides with
the natural action of sl(n,R) on this tensor product.

Proposition 4.6. Let n ≥ 3, and let U ⊂ Rn be a contractible open subset, and let ψ ∈ CL2(Ωn−2
c (U),R)

be a continuous skew-symmetric Leibniz 2-cocycle. Then ψ is a coboundary, i.e. ψ = dη for some η ∈
CL1(Ωn−2

c (U),R) = Ωn−2
c (U)′.

Proof. Let ψ be the skew-symmetric continuous Leibniz 2-cocycle on Ωn−2
c (U). The idea is to extend it to a

differential operator D : X(U) → Ωn−2
c (U)′ and use the vector spaces X≤k(U, µ) for an inductive proof that

all the cocycles are coboundaries.

We extend ψ to a Leibniz 1-cocycle ψ̂ on Ωn−2(U) with values in Ωn−2
c (U)′, as in Lemma 4.5. Since ψ is

skew-symmetric, it vanishes on the ideal of squares dΩn−3
c (U) ⊆ Ωn−2

c (U). Since ψ is continuous, ψ̂ vanishes

on dΩn−3(U) ⊆ Ωn−2(U), and ψ̂ ◦d = 0. Since n ≥ 3, this allows to apply the Poincaré lemma for differential

operators, Lemma C.4 in Appendix C, to obtain that ψ̂ is of the form Q ◦ d for a differential operator
Q : Ωn−1(U) → Ωn−2

c (U)′.

The identification µ♭ : X(U)
∼
−→ Ωn−1(U) by the volume form is C∞(U)-linear, so Q yields the differential

operator D := Q ◦ µ♭. By Peetre’s Theorem (C.1 in Appendix C), D : X(U) → Ωn−2
c (U)′ admits a locally

finite expansion

D
( n∑

i=1

X i∂i

)
=

n∑

i=1

∑

~σ∈Nn

(∂~σX
i)T ~σ

i (15)

in terms of T ~σ
i ∈ Ωn−2

c (U)′.

If X ∈ X(U, µ) is divergence-free, then there exists a potential αX ∈ Ωn−2(U) such that iXµ = dαX (because

Hn−1
dR (U) = 0). Since D(X) = Q(iXµ) = Q(dαX) = ψ̂(α), the restriction of D to the divergence-free vector

fields is a Lie algebra 1-cocycle for X(U, µ) with values in Ωn−2
c (U)′, that is,

D([X,Y ]) = X ·D(Y )− Y ·D(X), ∀X,Y ∈ X(U, µ) (16)

for the action (X · T )(β) = −T (LXβ) of X(U, µ) on Ωn−2
c (U)′.

Now we are ready to prove inductively that the 1-cocycle D : X(U, µ) → Ωn−2
c (U)′ is cohomologous to a

1-cocycle that vanishes on X≤k(U, µ).

Step 0 We find η ∈ Ωn−2
c (U)′ such that the 1-cocycle D− dη vanishes on X0(U, µ), i.e. on constant vector

fields.

We use the language of currents, so let us denote by D′q(U) := Ωn−q
c (U)′ the space of currents of degree q.

Then the exterior derivative d : D′q(U) → D′q+1(U) obeys a Poincaré Lemma for currents [6, Section I.2].

We define T := T
~0
i ⊗dxi, an (Rn)∗-valued current of degree 2, which we consider as a ∧n−2Rn-valued current

of degree 1 by means of the isomorphism

D′2(U)⊗ (Rn)∗ ≃ ∧n−2Rn ⊗D′0(U)⊗ (Rn)∗ ≃ ∧n−2Rn ⊗D′1(U).

The cocycle identity (16) for constant vector fields X = ∂i and Y = ∂j in X0(U, µ) yields ∂i ·T
~0
j −∂j ·T

~0
i = 0.

This translates to dT = 0, because the action of ∂i on T
~0
j ∈ Ωn−2

c (U)′ ≃ D′0(U) ⊗ ∧n−2Rn corresponds to

the ordinary derivative of distributions. By the Poincaré Lemma for currents, there exists a ∧n−2Rn-valued

0-current η ∈ D′0(U) ⊗ ∧n−2Rn ≃ Ωn−2
c (U)′ with T = dη. This means that T

~0
i = ∂iη for all coordinate

directions i, so by the expansion (15) the 1-cocycle D − dη vanishes on X0(U, µ).

Step 1 Suppose that D vanishes on X0(U, µ). We find η ∈ Ωn−2
c (U)′ such that the 1-cocycleD−dη vanishes

on X≤1(U, µ).

ForX ∈ X0(U, µ) and Y ∈ X1(U, µ) we have [X,Y ] ∈ X0(U, µ), so the cocycle identity (16) yieldsX ·D(Y ) = 0.
It follows that D(Y ) ∈ Ωn−2

c (U)′ is a constant current of degree 2, for all Y ∈ X1(U, µ). The subspace
of constant currents ∧n−2Rn ⊂ Ωn−2

c (U)′ is a subrepresentation for the Lie subalgebra X1(U, µ) of linear
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divergence-free vector fields. If we identify X1(U, µ) with sl(n,R), then this subrepresentation ∧n−2Rn is the
(n− 2)-fold wedge product of the defining representation of sl(n,R), as one would expect.

The restriction of D to linear divergence-free vector fields is a 1-cocycle on sl(n,R) with values in the finite
dimensional representation ∧n−2Rn, and hence a coboundary by Whitehead’s Lemma. Thus there exists
η ∈ ∧n−2Rn ⊆ Ωn−2

c (U)′ with D(X) = X · η for all X ∈ X1(U, µ). Moreover, since η is a constant current,
X · η = 0 for X ∈ X0(U, µ). We obtain that the 1-cocycle D − dη vanishes on X≤1(U, µ).

Step k Suppose that D vanishes on X≤k−1(U) for k ≥ 2. Then it also vanishes on X≤k(U, µ).

We have [X0(U, µ),Xk(U, µ)] ⊆ Xk−1(U, µ) by (14), so the cocycle identity for D yields X ·D(Y ) = 0 for all
X ∈ X0(U, µ) and Y ∈ Xk(U, µ). It follows that the restriction of D to Xk(U, µ) takes values in the subspace
of constant currents ∧n−2Rn ⊆ Ωn−2

c (U)′. The cocycle identity applied to X ∈ X1(U, µ) and Y ∈ Xk(U, µ)
then reads D([X,Y ]) = X ·D(Y ), so the restriction of D to Xk(U, µ) ⊂ Xk(U) = Sk(Rn)∗⊗Rn with values in
∧n−2Rn is an intertwiner of sl(n,R)-representations. Since Sk(Rn)∗ ⊗Rn decomposes as a direct sum of two
irreducible representation [10, Prop 15.25], the sl(n,R)-subrepresentation Xk(U, µ) ⊆ Sk(Rn)∗ ⊗Rn must be
irreducible. Since ∧n−2Rn is irreducible as well, but not an irreducible subrepresentation of Sk(Rn)∗ ⊗ Rn

[10, Prop 15.25], the intertwiner D : Xk(U, µ) → ∧n−2Rn is zero, and D vanishes on X≤k(U, µ). Since a
differential operator is completely determined by its values on polynomials, it follows that the 1-cocycle
D : X(U, µ) → Xc(U, µ)

′ is a coboundary, D = dη with η ∈ Ωn−2
c (U)′. So ψ̂ : Ωn−2(U) → Ωn−2

c (U)′ is a
coboundary as well, and so is ψ : Ωn−2

c (U)× Ωn−2
c (U) → R.

The above immediately implies:

Theorem 4.7. The Lie algebra of compactly supported divergence-free vector fields on Rn endowed with
canonical volume form is centrally closed, i.e. H2(Xc(R

n, µ),R) = 0 .

Proof. We have to show that H2(Xc(R
n, µ),R) = 0. Let φ be a continuous Lie algebra 2-cocycle on Xc(R

n, µ).
We can pull back φ to a skew-symmetric cocycle ψ on Ωn−2

c (Rn) and apply Proposition 4.6 to obtain a
potential η.

Using the skew-symmetry of φ we get for all α ∈ Ωn−2
c (Rn):

0 = φ(Xα, Xα) = ψ(α, α) = −η([α, α]), (17)

thus η vanishes on the ideal of squares of the Leibniz algebra Ωn−2
c (Rn), which is dΩn−3

c (Rn) by Theorem

3.10. This means that η arises from an η̄ ∈ Xc(R
n, µ)′ and φ̂ : Xc(R

n, µ) → Xc(R
n, µ)′ is its coboundary:

φ̂ = dη̄. In particular the 2-cocycle φ is a coboundary as well, and H2(Xc(R
n, µ),R) = 0. The result holds

for n = 2 as well, see [20].

4.4 Global triviality

In this section we will use the local triviality established in Proposition 4.6 to show that Ωn−2
c (M) and

Ωn−2(M) have trivial second cohomology. We start with the compactly supported case:

Theorem 4.8. Let (M,µ) be a smooth manifold of dimension ≥ 3, equipped with a volume form. Then
Ωn−2

c (M) is centrally closed, i.e. H2(Ωn−2
c (M),R) = 0.

Proof. Let φ ∈ C2(Ωn−2
c (M),R) be a cocycle. For L = Ωn−2

c (M), we have LLie = Ωn−2
c (M) by Theorem 3.10.

Hence, Proposition 4.1 implies that to get the exactness of φ it suffices to show that ψ = π∗φ ∈ CL2(Ωn−2
c (M))

is exact. By Lemma 4.3, it suffices to verify that ψ̂ : Ωn−2
c (M) → Ωn−2

c (M)′ is exact.

Let {Ui} an open cover of M by contractible coordinate neighborhoods. The operators ψ̂|Ui
: Ωn−2

c (Ui) →
Ωn−2

c (Ui)
′ vanish on exact forms. In other words they are skew-symmetric, i.e. Proposition 4.6 is applicable

to them. This means that ψ̂|Ui
are exact with potentials ηi ∈ Ωn−2

c (Ui)
′.

For any α, β ∈ Ωn−2
c (Ui), we have ηi([α, β]) = ψ̂i(α)β. We first observe that ηi and ηj agree on Ωn−2

c (Ui∩Uj):
Indeed, since Ωn−2

c (Ui ∩ Uj) is a perfect Leibniz algebra, every α ∈ Ωn−2
c (Ui ∩ Uj) can be written as α =
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∑N
r=1[βr, γr] with βr, γr ∈ Ωn−2

c (Ui ∩ Uj), yielding

ηi(α) =

N∑

r=1

ηi([βr, γr]) =

N∑

r=1

ψ|Ui
(βr)γr =

N∑

r=1

ψ|Ui∩Uj
(βr)γr =

N∑

r=1

ψ|Uj
(βr)γr =

N∑

r=1

ηj([βr, γr]) = ηj(α).

By [18, Proposition A1], the presheaf that assigns to every open set U the distributions Ωn−2
c (U)′ is a sheaf,

hence the ηi can be glued to an element η ∈ Ωn−2
c (M)′. We would like to show that dη = ψ̂. To see this we

can observe that dη − ψ̂ is support decreasing. This already implies that dη − ψ̂ is identically zero because
by construction it vanishes on the subalgebras Ωn−2

c (Ui) ⊆ Ωn−2
c (M) for all i.

Finally, we observe that by the same calculation as in Equation (17), η vanishes on exact forms, i.e. it passes
to the quotient as a primitive η̄ ∈ Ωn−2

c (M)′ = C1(Ωn−2
c (M),R) of φ.

Now we show that we can infer the global statement from the compactly supported one:

Theorem 4.9. Let (M,µ) be a smooth manifold of dimension ≥ 3, equipped with a volume form. Then
Ωn−2(M) is centrally closed, i.e. H2(Ωn−2(M),R) = 0.

Proof. As before, any continuous two-cocycle on Ωn−2(M) induces a one-cocycle ψ̂ : Ωn−2(M) → Ωn−2(M)′.

We can restrict the latter to a cocycle ψ̂c : Ω
n−2
c (M) → Ωn−2

c (M)′. By Theorem 4.8 the latter is exact with
a primitive η ∈ Ωn−2

c (M)′.

We claim that ψ̂ has compact support, i.e. that there exists a compact set K such that ψ̂(α) = 0 if
supp(α) ∩K = ∅. If this were not the case, there would be a sequence of disjoint open sets {Ui}i∈N and
forms αi, βi ∈ Ωn−2

c (Ui) with ψ(αi, βi) = 1. Since ψ : Ωn−2(M)×Ωn−2(M) → R is diagonal and continuous,

ψ̂(α)(β) = ψ(α, β) would have infinite value on α =
∑
αi and β =

∑
βi, which would form a contradiction.

The support of η is then contained in K as well. Indeed, any x /∈ K has an open neighbourhood U such that
ψ(Ωn−2

c (U),Ωn−2
c (U)) = {0}. Then

η
(
Ωn−2

c (U)
)
= η

(
[Ωn−2

c (U),Ωn−2
c (U)]

)
= ψ

(
Ωn−2

c (U),Ωn−2
c (U)

)
= {0},

so x /∈ supp(η). Let f be any compactly supported function with f |K = 1. We can define η̃ : Ωn−2(M) → R

by η̃(α) := η(fα). By construction, on compactly supported forms η̃ and η coincide. This means that ψ̂−dη̃
vanishes on compactly supported forms. Since compactly supported forms are dense in Ωn−2(M) and since

ψ̂ − dη̃ is continuous, this means that ψ̂ − dη̃ is identically zero, i.e. ψ̂ is a coboundary.

5 Universal central extensions of Lie algebras

In this section we apply the general theory developed in [24] together with the results from Section 4.4 in order
to construct universal central extensions for the Lie algebra Xex(M,µ) of exact divergence-free vector fields,
and for the Lie algebra Xc9ex(M,µ) of exact divergence-free vector fields that admit a compactly supported
potential.

Note that Xex(M,µ) fits into an exact sequence

Xex(M,µ) →֒ X(M,µ) ։ Hn−1
dR (M)

of locally convex Lie algebras, where Hn−1
dR (M) is abelian and the perfect Lie algebra Xex(M,µ) is the

commutator ideal of X(M,µ) (cf. [22]). In particular, X(M,µ) is perfect if and only if Hn−1
dR (M) = {0}. In

the algebraic setting, a Lie algebra has a universal central extension if and only if it is perfect [34, §1], so
in general one cannot expect X(M,µ) to have a universal central extension. This explains our focus on the
exact divergence-free vector fields.

In the same vein, the exact sequence

Xc9ex(M,µ) →֒ Xc(M,µ) ։ Hn−1
c,dR(M)

explains why in general one expects a universal central extension of Xc9ex(M,µ) and not of Xex(M,µ); by
[22] the perfect Lie algebra Xc9ex(M,µ) is the commutator ideal of Xc(M,µ).

14



5.1 Central extensions of locally convex Lie algebras

Before we derive the main results, we briefly recall some properties of central extensions of topological Lie
algebras from [24].

Let g be a topological Lie algebra. A central extension of g is a continuous surjection q′ : g′ → g of topological
Lie algebras, such that z′ := ker(q′) is central in g′. In such cases we say that g′ is an extension of g by z′. A
morphism of central extensions from (q′, g′) to another central extension (q′′, g′′) is a Lie algebra morphism
f : g′ → g′′ mapping z′ to z′′ such that q′′f = q′. Note that f maps z′ into z′′. If z′ = z′′, then a morphism is
called strict if f |z′ : z′ → z′′ is the identity.

A central extension (q′, g′) is called linearly split, if there is a continuous linear section of q′. In this case,
g′ ∼= g⊕z′ as a topological vector space, and the bracket is uniquely characterized by a continuous two-cocycle
of g with values in the trivial g-module z′ (as in Section 4.1). Cohomologous two-cocycles correspond exactly
to isomorphic central extensions, hence we have a bijective correspondence:

linearly split central extensions of g by z′ up to strict isomorphism
1:1
⇐⇒ H2(g, z′)

A central extension ẑ → ĝ → g is called universal for a topological vector space z′, if for all linearly split
central extensions z′ → g′ → g, there is a unique morphism of central extensions from ĝ to g′. We underline
here, that in principle a central extension could be universal for a certain class of central extensions (e.g.
finite-dimensional z′) without being universal for another class of central extensions (e.g. locally convex ones).
Let us try to describe universality in terms of cohomology:

Lemma 5.1. Let q̂ : ĝ → g be a central extension of complete locally convex Lie algebras with:

1. ĝ is perfect

2. H2(ĝ, z′) = 0 where z′ is a locally convex vector space.

Then ĝ → g is universal for central extensions by z′.

Proof. Let z′ → g′ → g be a linearly split central extension. Let ω be the two-cocycle defining the bracket on
g′ = g⊕ω z′. We can pull back the cocycle to obtain q̂∗ω and correspondingly a central extension ĝ ⊕q̂∗ω z′

of ĝ by z′. Since H2
c (ĝ, z

′) = 0, this extension is isomorphic to the trivial one and there exists a continuous
Lie algebra morphism f : ĝ → ĝ ⊕q̂∗ω z′ that is the identity on the first component. We compose this
morphism with the natural projection (q̂, id) : ĝ⊕q̂∗ω z′ → g⊕ω z′ to obtain a morphism of central extensions
F : ĝ → g⊕ω z′.

We claim this morphism is unique. So let us consider any morphism of central extensions F̃ : ĝ → g ⊕ω z′.
Let x ∈ ĝ. Due to perfectness, x =

∑
[yi, zi] for some finite collection yi, zi of elements of ĝ. We have

F̃ (x) =
∑

F̃ ([yi, zi]) =
∑

[F̃ (yi), F̃ (zi)] =
∑

[F (yi), F (zi)] = F (x)

Here we were allowed to replace [F̃ (yi), F̃ (zi)] by [F (yi), F (zi)], since the image of F − F̃ is central.

5.2 Universal central extension of Xex(M,µ) and Xc9ex(M,µ)

Using these results from [24] combined with Theorems 4.8 and 4.9, we readily obtain universal central
extension of Xex(M,µ) and Xc9ex(M,µ).

Theorem 5.2. Let M be a smooth manifold of dimension at least 3, and let µ be a volume form. Then the
central extension

Hn−2
dR (M) → Ωn−2(M) → Xex(M,µ)

is universal for extensions by complete locally convex spaces.

Proof. Since Ωn−2(M) is perfect, by Lemma 5.1 we only need to show that H2(Ωn−2(M), z′) = 0 for any
complete locally convex space z′. Since Ωn−2(M) is Fréchet, this follows directly from [24, Proposition 2.10]
and the fact that H2(Ωn−2(M),R) = 0 as established in Theorem 4.9.
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Applying this to the central extension R⊕ω Xex(M,µ) associated to a continuous 2-cocycle ω on Xex(M,µ)
with trivial coefficients, we conclude that every such 2-cocycle is of the form

ωλ(Xα, Xβ) = λ(LXα
β) (18)

for a continuous linear functional λ ∈ Ωn−2(M)′ with λ(dΩn−3(M)) = 0, that is a closed compactly supported
current of degree 2. A closed compactly supported 2-form σ induces such a current λ, by λ(γ) =

∫
M
γ ∧ σ.

The corresponding cocycle

ωλ(Xα, Xβ) =

∫

M

(ιXα
ιXβ

µ) ∧ σ =

∫

M

σ(Xα, Xβ)µ (19)

is called Lichnerowiz cocycle (cf [22]). Alternatively a (smooth) closed cycle C in singular homology induces
a current λ by λ(γ) =

∫
C
γ (cf. [19, Section 2.1]). The cocycle then reads:

ωλ(Xα, Xβ) =

∫

C

ιXα
ιXβ

µ. (20)

If two functionals λ and λ′ agree on dΩn−3(M), then their difference η = λ − λ′ defines a linear functional
on Ωn−2(M)/dΩn−3(M) ≃ Xex(M,µ). So ωλ is cohomologous to ωλ′ , and we obtain the following result:

Corollary 5.3. The map λ 7→ ωλ induces a linear isomorphism Hn−2
dR (M)′

∼
→ H2(Xex(M,µ),R).

Recall that Xc9ex(M,µ) is the Lie algebra of exact divergence-free vector fields that admit a compactly
supported potential. Since the Lie algebras Ωn−2

c (M) and Xc9ex(M,µ) are not Fréchet when M is non-
compact, we obtain universality only for finite-dimensional extensions:

Theorem 5.4. Let M be a smooth manifold of dimension at least 3, and let µ be a volume form. Then the
central extension

Hn−2
c,dR(M) → Ωn−2

c (M) → Xc9ex(M,µ)

is universal for extensions by finite-dimensional spaces.

Proof. Since H2(ĝ, ·) commutes with finite direct sums, Theorem 4.8 implies that H2(ĝ, z) = 0 for any
finite-dimensional space z. The statement of the theorem then follows from Lemma 5.1.

Similar to the reasoning above, the map λ 7→ ωλ (now for λ ∈ Ωn−2
c (M)′ with λ(dΩn−3

c (M)) = 0) yields a
linear isomorphism

Hn−2
c,dR(M)′

∼
→ H2(Xc9ex(M,µ),R). (21)

5.3 The second cohomology of X(M,µ) and Xc(M,µ)

To compute the second continuous cohomology group for the Lie algebra of divergence-free vector fields
X(M,µ), we use the short exact sequence of Fréchet Lie algebras

0 → Xex(M,µ) → X(M,µ) → Hn−1
dR (M) → 0. (22)

Here Xex(M,µ) is a perfect ideal of X(M,µ) and Hn−1
dR (M) is endowed with the trivial Lie bracket.

Theorem 5.5. Let M be a smooth manifold of dimension at least 3, and let µ be a volume form. Then

H2(X(M,µ),R) = Hn−2
dR (M,R)′ ⊕ Λ2Hn−1

dR (M,R)′.

Proof. Let ψ′ : X(M,µ) × X(M,µ) → R be a continuous 2-cocycle. Then its restriction ψ to Xex(M,µ) is
cohomologous to a Lichnerowicz cocycle ω of the form (19), ψ = ω + dλ for a continuous linear functional
λ : Xex(M,µ) → R. If we extend ω to X(M,µ) by the same formula ω′(X,Y ) :=

∫
M
σ(X,Y )µ, then the result

is still a cocycle [35]:

ω′([X,Y ], Z]) + cycl. =
∫
M
σ([X,Y ], Z])µ+ cycl. =

∫
M
(LX(σ(Y, Z))µ+ cycl. = 0.
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By the Hahn–Banach Theorem for locally convex vector spaces, λ extends to a continuous linear functional
λ′ : X(M,µ) → R. Then γ′ := ψ′−ω′−dλ′ is a 2-cocycle on X(M,µ) that vanishes on Xex(M,µ)×Xex(M,µ).
Since Xex(M,µ) ⊆ X(M,µ) is a perfect ideal, γ′ vanishes on Xex(M,µ)× X(M,µ) by the cocycle identity:

γ′(Xex(M,µ),X(M,µ)) = γ′([Xex(M,µ),Xex(M,µ)],X(M,µ)) ⊆ γ′(Xex(M,µ), [Xex(M,µ),X(M,µ)]) = {0}.

So γ′ descends to a continuous 2-cocycle on the abelian Lie algebra X(M,µ)/Xex(M,µ) = Hn−1
dR (M,µ).

A similar argument works in the compactly supported setting, using the short exact sequence of LF Lie
algebras

0 → Xc9ex(M,µ) → Xc(M,µ) → Hn−1
c,dR(M) → 0. (23)

We obtain
H2(Xc(M,µ),R) = Hn−2

c,dR(M)′ ⊕ Λ2Hn−1
c,dR(M)′. (24)

6 Universal central extensions of Lie groups

Let M be a compact 3-manifold with an integral volume form µ. Then Diff(M,µ) is a Fréchet–Lie group
with Lie algebra X(M,µ) [13], and the flux homomorphism

fluxµ : X(M,µ) → H2
dR(M) : X 7→ [iXµ]

integrates to a smooth Lie group homomorphism Fluxµ : Diff(M,µ)0 → J2(M) from the connected identity
component Diff(M,µ)0 of Diff(M,µ) to the Jacobian torus J2(M) = H2

dR(M)/(H2(M,Z)⊗Z R). The kernel
of the flux homomorphism is the group Diffex(M,µ) of exact volume preserving diffeomorphisms. It is a
Fréchet–Lie group [11], [25, Thm. III.11] with Lie algebra Xex(M,µ) [23], [7, Prop. 3.8].

In joint work with Peter Kristel [16], we have constructed a Fréchet–Lie group extension D̂iff(M,µ)G of
Diffex(M,µ) that covers the universal Lie algebra extension Ω1(M) → Xex(M,µ). Using Neeb’s Recogniton
Theorem [24], we show that, up to covering, this is the universal central extension of the group Diffex(M,µ)
of exact volume preserving diffeomorphisms.

6.1 Diffeomorphisms that stabilize a bundle gerbe

The construction of the Lie group extension uses the 2-category of bundle gerbes. Since the 3-form µ is
integral, there exists a U(1)-bundle gerbe with connection G on M whose curvature is µ. Bundle gerbes with
this property are in general not unique; they form a torsor over H2(M,U(1)) = Hom(H2(M,Z),U(1)).

By [7, Rk. 3.4], a volume-preserving diffeomorphism φ ∈ Diff(M,µ) is exact if it lies in the connected identity
component Diff(M,µ)0 of Diff(M,µ), and if φ∗G is isomorphic to G in the 2-category of bundle gerbes with
connection [36],

Diffex(M,µ) = {φ ∈ Diff(M,µ)0 ; φ
∗G ≃ G}. (25)

If φ∗G is isomorphic to G, then the 1-morphisms A : φ∗G → G are in general not unique; their equivalence
classes A modulo 2-morphisms constitute a torsor over H1(M,U(1)) = Hom(H1(M,Z),U(1)). Equipped
with the multiplication

(φ,A) · (ψ,B) = (φ ◦ ψ,B ◦ ψ∗A),

the group

D̂iffex(M,µ)G = {(φ,A) ; φ ∈ Diffex(M,µ) and A ∈ Hom(φ∗G,G)} (26)

becomes a central extension of Diffex(M,µ) by H1(M,U(1)). In [16] it is shown that D̂iffex(M,µ)G is a
Fréchet–Lie group in a natural way, and that the central extension of Fréchet–Lie groups

H1(M,U(1))
i

−→ D̂iffex(M,µ)G
q

−→ Diffex(M,µ) (27)

gives rise to the universal central extension of Lie algebras

H1
dR(M,R) → Ω1(M) → Xex(M,µ). (28)
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Note that the centre H1(M,U(1)) is connected if and only if H1(M,Z) is torsion-free: if

H1(M,Z) ≃ Zb1 ×
∏k

i=1(Z/niZ)

with b1 the first Betti number of M , then H1(M,U(1)) ≃ U(1)b1 ×
∏k

i=1 Cni
with Cni

⊆ U(1) the cyclic
group of order ni.

6.2 The universal central extension of Diffex(M,µ) for closed 3-manifolds

Since D̂iffex(M,µ)G need not be simply connected, it is not in general the universal central extension of
Diffex(M,µ). However, we will use Theorem 5.2 and the Recognition Theorem [24] to show the following:

Theorem 6.1. If M is a compact 3-manifold with integral volume form µ, then the universal cover of the

connected identity component of D̂iffex(M,µ)G is the universal central extension of Diffex(M,µ).

We will use the following characterization of the universal central extension of a simply connected Fréchet–Lie
group H , which was also employed in [16, Theorem 7.1]:

Theorem 6.2 (Theorem 4.13 in [24]). Consider a central extension Z → Ȟ → H of a Fréchet Lie group
with finite-dimensional Z. Suppose that:

1. The Lie algebra h is perfect,

2. H2
c (ȟ,R) = 0,

3. Ȟ is simply connected,

then Z → Ȟ → H is universal for central extensions of H by regular abelian Lie groups modeled on sequen-
tially complete locally convex spaces.

Proof. We used here a formulation equivalent to [16, Theorem 7.1] with the modification that condition 3)
there is omitted since the perfectness of h implies that the commutator group mentioned in this condition is
the whole group H̃ .

For brevity we write G = Diffex(M,µ), Ĝ = D̂iffex(M,µ)G and Z := H1(M,U(1)) in the following. For a

Fréchet–Lie group H with a smooth morphism F : H → G, we denote the pullback by Ĥ := F ∗Ĝ. Then

Ĥ = {(ĝ, h) ∈ Ĝ×H ; q(ĝ) = F (h)} (29)

is a central extension of H by Z, denoted

Z
jH
−→ Ĥ

qH
−→ H. (30)

Finally, we will denote the universal cover of a Fréchet–Lie group H by

π1(H)
iH−→ H̃

pH
−→ H.

Lemma 6.3. If H is a 1-connected Fréchet–Lie group, then
˜̂
H0 is a central extension of H. Moreover, the

new central extension reads
Z̃0

kH−→
˜̂
H0

qH◦p
Ĥ−→ H,

where Z̃0 ≃ H1
dR(M).

Proof. We start by an element [γ] ∈
˜̂
H0 which is in the kernel of the projection to H . The path γ starts

from e and since it has to project to e in H , it ends in a point in Z = ker(qH). So qH ◦ γ is a loop in
H , hence contractible. Since qH is a fiber bundle, we can lift the homotopy between qH ◦ γ and the trivial
path to a homotopy in Ĥ0. This means γ is homotopic to a path inside the connected identity component
Z0 of Z, and the kernel of the projection is the universal cover of Z0 ≃ U(1)b1 , which is isomorphic to
Rb1 ≃ H1

dR(M). A path in Z0 commutes with everything because the multiplication on the universal cover
is defined pointwise.
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Lemma 6.4. Let M be compact 3-dimensional and µ an integral volume form. Then ̂̃G = Ĝ×G G̃, with

Ĝ×G G̃ = {(a, b) ∈ Ĝ× G̃ ; qG(a) = pG(b)} (31)

the fibred product of G̃ and Ĝ over G. Further,

Z × π1(G) → Ĝ×G G̃
pG◦qG̃−→ G (32)

is a central extension of G by Z × π1(G).

Proof. Equation 31 follows from (29), and the extension is central because Z×π1(G) is central in Ĝ× G̃.

We also have the following statement:

Corollary 6.5. The universal covers of Ĝ0 and ̂̃G0 are the same,

(̃ ˆ̃G)0 =
˜̂
G0 = ˜(Ĝ0 ×G G̃).

Proof. By the above Lemma, the projection ̂̃G → Ĝ has the fiber π1(G). In particular the fiber is discrete,

i.e. it is a covering map. Since the connected component ( ̂̃G)0 is connected, this means that the simply

connected universal cover of ( ̂̃G)0 is a universal cover of Ĝ0.

We are now ready to prove Theorem 6.1:

Proof of Theorem 6.1. Let Ĝ0 be the connected identity component of Ĝ, and let Zr := Z ∩ Ĝ0. Then
Zr → Ĝ0 → G is a connected central extension. In the following commutative diagram, all rows and columns
are exact:

1 1 1

π2(G) π1(Z0) π1(Ĝ0) π1(G) π0(Zr) 1

1 Z̃0
˜̂
G0 =

˜̃̂
G0 G̃ 1

1 Zr Ĝ0 G 1

π1(G) π0(Zr) 1 1

1

Columns are exact The first column is exact because the kernel of Zr 7→ πi(Zr) is the connected compo-

nent Z0 of Zr, and because the universal cover of Z0 yields an exact sequence 1 → π1(Z0) → Z̃0 → Z0 → 1.

The second and third columns are exact because they correspond to the universal covers of Ĝ0 and G,
respectively.

Rows are exact The first row is exact because it is part of the long exact sequence in homotopy corre-
sponding to the Serre fibration Ĝ0 → G with fibre Zr. The second row is exact by Lemma 6.3 applied to
H = G̃, yielding the sequence

Z̃0 →
˜̂
G̃0 → G̃.

Compatibility with the other rows follows from the identification
˜̂
G0 =

˜̂
G̃0. The third row is the connected

component of the central extension Ĝ→ G. The fourth row is a shifted version of the first row.
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The extension is central We need to check that the kernel of the diagonal map from
˜̂
G0 =

˜̃̂
G0 to G is

central. Suppose that x ∈
˜̂
G0 maps to 1 ∈ G. Then a diagram chase to the left lower corner of the diagram

yields an element [γ] ∈ π1(G). Now π1(G) occurs in the top right part of the diagram as well as a central

subgroup of G̃, and as such it gives rise to a central element [γ] ∈ Ĝ. But the second row is a central extension

by Lemma 6.3 applied to H = G̃, so there exists a central element xγ ∈
˜̂
G0 that maps to [γ] under the map

˜̂
G0 → G̃.

In order to show that x is central in
˜̂
G0, it therefore suffices to show that x(xγ)

−1 is central. Let zγ ∈ Zr ⊆ Ĝ0

be the image of xγ under
˜̂
G0 → Ĝ0. Then π0(zγ) ∈ π0(Zr) is precisely the image of [γ] under the map

π1(G) → π0(Zr) that comes from the Serre fibration Ĝ0 → G. Indeed, the diagram chase from π1(G) on
the right upper part of the diagram to π0(Zr) in the left lower corner proceeds by taking a closed loop in G

that starts and ends at the identity, lifting it to a path in Ĝ0 that starts at the identity and ends in Zr, and
taking the connected component of the fibre Zr of Ĝ0 → G determined by the end point.

It follows that if we replace x by x(xγ)
−1, the diagram chase from

˜̂
G0 to the left lower corner π1(G) yields

the identity. So x(xγ)
−1 is in the image of Z̃0, which is central in

˜̂
G0.

This shows that the extension
˜̂
G0 → G is central. Since the corresponding Lie algebra extension is still

Ω1(M) → Xex(M,µ), the Recognition Theorem 6.2 is applicable, and we conclude that the central extension
is universal.

Remark 6.6. Since the construction of D̂iffex(M,µ) crucially depends on a fusion product on loop space
(which does not appear to have an analogue for higher bundle gerbes), our construction of the universal central
extension is currently restricted to manifolds M of dimension 3. However, for dim(M) ≥ 3, there does exist
a procedure, cf. [12] and [7, Section 5.3.1 and 5.3.2], to construct central U(1)-extensions of Diffex(M,µ)
that integrate cocycles of the form (19) for integral [σ] ∈ H2(M,R)Z, as well as cocycles of the form (20) for
integral classes [C] ∈ Hn−2(M,Z) that can be represented by a smooth submanifold.

A A multivector field description of the de Rham complex

It will be convenient to identify α ∈ Ωn−k(M) with the multivector field A ∈ Γ(∧kTM) using the volume
form µ. If α = ιAµ, we write α = A♭ and A = α♯. Our sign conventions for contraction of multivector fields
into a form are fixed by ιA∧Bµ = ιBιAµ. With this identification, the de Rham differential d on Ω•(M) and
the Leibniz bracket on Ωn−2(M) give rise to a differential δ(A) := d(A♭)♯ on Γ(∧•TM) and and a Leibniz
bracket [A,B] := [A♭, B♭]♯ on Γ(∧2TM).

Proposition A.1. The differential δ : Γ(∧kTM) → Γ(∧k−1TM) is given by

δ(X1 ∧ · · · ∧Xk) =
∑

1≤i<j≤k

(−1)k+i+j [Xi, Xj ] ∧X1 ∧ · · · X̂i · · · X̂j · · · ∧Xk

+

k∑

i=1

(−1)k+idiv(Xi)X1 ∧ · · · X̂i · · · ∧Xk.

Proof. The case k = 1 is the definition of divergence. The case k follows from k − 1 using

dιXk
(ιX1∧···∧Xk−1

µ) = LXk
ιX1∧···∧Xk−1

µ− ιXk
d(ιX1∧···∧Xk−1

µ)

and LXk
ιX1∧···∧Xk−1

µ = div(Xk)ιX1∧···∧Xk−1
µ−

∑k−1
j=1 ιX1∧...∧[Xj ,Xk]∧···∧Xk−1

µ.

Corollary A.2. If α = ιX1∧X2
µ, then Xα = δ(X1 ∧X2) is given by

Xα = div(X2)X1 − div(X1)X2 − [X1, X2]. (33)

Similarly, the Leibniz bracket on Γ(∧2TM) takes the following form.
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Proposition A.3. The Leibniz bracket on Γ(∧2TM) is given by

[X1 ∧X2, Y1 ∧ Y2] = [δ(X1 ∧X2), Y1] ∧ Y2 + Y1 ∧ [δ(X1 ∧X2), Y2],

or, equivalently, by

[X1 ∧X2, Y1 ∧ Y2] = −[[X1, X2], Y1] ∧ Y2 − Y1 ∧ [[X1, X2], Y2]

−div(X1)[X2, Y1] ∧ Y2 − div(X1)Y1 ∧ [X2, Y2]

+(LY1
div(X1))X2 ∧ Y2 + (LY2

div(X1))Y1 ∧X2

+div(X2)[X1, Y1] ∧ Y2 + div(X2)Y1 ∧ [X1, Y2]

−(LY1
div(X2))X1 ∧ Y2 − (LY2

div(X2))Y1 ∧X1.

Proof. If α = (X1 ∧X2)
♭ and β = (Y1 ∧ Y2)♭, then [α, β] = LXα

β = LXα
ιY2
ιY1
µ. Using LXα

ιYj
= ι[Xα,Yj ] +

ιYj
LXα

for j ∈ {1, 2} and LXα
µ = 0, we find

[α, β] = ι[Xα,Y1]∧Y2+Y1∧[Xα,Y2]µ.

Substituting (33) then yields the required result.

In particular, if α = ιX1∧X2
µ and β = ιY1∧Y2

µ, then [α, β] is obtained by inserting [X1 ∧X2, Y1 ∧ Y2] into µ.

B A compactly supported Poincaré Lemma with parameters

In the proof of Lemma 3.7, we needed a version of the compactly supported Poincaré Lemma with additional
parameters. While the existence of such a Poincaré Lemma is intuitively clear, we could not find any reference
with a compactly supported version, so we provide a proof here for the sake of completeness. We supply
here an elementary geometric proof for a cube, an alternative approach would be to construct a parametrized
version of the support-preserving Poincaré Lemma of [4] (cf. also [26]).

LetM,N be manifolds. We consider X =M ×N with the foliation F = TM×0N . The foliated longitudinal
forms Ω•,0(X) = Γ(X,Λ•F ∗) are exactly the complex of differential forms along M , and their differential is
the de Rham differential dM in M direction, with N being treated as a parameter. We denote its cohomology
H•,0(X) = H•,0(M ×N). Alternatively we could see F as a Lie algebroid (with the inclusion as the anchor)
and the above cohomology is just the Chevalley-Eilenberg cohomology of this Lie algebroid. WhenM admits
a finite good open cover, the Künneth theorem for Lie algebroids ([21, Theorem 6.6]) implies:

H•,0(M ×N) = H•
dR(M)⊗ C∞(N).

In the context of foliations, this statement goes back at least to [2] (cf. also [3]). This allows us to prove the
following:

Lemma B.1. Let us consider a precompact cube U × V ⊂ Rk × Rn for k ≥ 2 and n ≥ 1. Given a form
α ∈ Ωk,0(U × V ) such that

• supp(α) ⊂ U × V is compact

•
∫
U
α = 0 as an element of C∞(V ),

there exists a compactly supported form δ ∈ Ωk−1,0(U × V ) with dMδ = α.

Proof. We start by considering a slightly smaller cube U ′′×V ′ with supp(α) ⊂ U ′′×V ′ such that U ′′ ⊂ U ′ ⊂ U
and V ′ ⊂ V are relatively compact sets. At the same time we see Rk as Sk −N , where N is the north pole
of the k-sphere.

• The form α extends by zero to a form α̃ ∈ Ωk,0(Sk×V ). The class of α̃ is trivial since
∫
Sk α̃ =

∫
U
α = 0.

(Here we implicitly use H•,0(Sk × V ) = C∞(V ) as follows from the above Künneth theorem.) Let
β ∈ Ωk−1,0(Sk × V ) be a primitive of α̃.

• Let β̃ = β|Sk\U ′′×V . We have dMβ = α̃|Sk\U ′′×V = 0. Since Hk−1,0(Sk\U ′′ × V ) = Hk−1(Sk\U ′′) ⊗

C∞(V ) = 0, the form β̃ has a dM -potential γ ∈ Ωk−2,0(Sk\U ′′ × V ).
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• Let ρ1 ∈ C∞
c (Sk\U ′′) have compact support and be constantly 1 on Sk\U ′. Similarly let ρ2 ∈ C∞

c (V )
have compact support and be constantly 1 on a neighborhood of V ′. We set δ = ρ2 · (β − dM (ρ1γ)).

By construction dMδ = ρ2d(β − dM (ρ1γ)) = ρ2α̃ = α̃, so we only have to understand why δ is compactly
supported in U×V . The term (β−dM (ρ1γ)) is supported in U ′×V (since we have (dMρ1γ)|Sk\U ′ = β|Sk\U ′).

Consequently δ is supported in U ′ × V ′ which is precompact in U × V .

C A Poincaré Lemma for differential operators

In this section we will establish a Poincaré type Lemma for differential operators, which we need for the proof
of Theorem 4.7. First, we briefly recall Peetre’s theorem for support-decreasing linear operators. For partial
derivatives, we will use the notation ∂~σf := ( ∂

∂x1
)σ1 · · · ( ∂

∂xn
)σnf with ~σ = (σ1, . . . , σn) ∈ Nn as usual.

Theorem C.1 (Peetre [29]). Let E,F be vector bundles over M and let P : Γc(E) → Γc(F )
′ be a support-

decreasing linear map. Then there exists a discrete set Λ ⊂M such that P |M\Λ is continuous. Moreover, the
restriction of P to M \ Λ is a differential operator of locally finite order: for any p ∈ M \ Λ, there exists a
chart (U, x) and frame {ei} of EU and finitely many nonzero distributions T ~σ

i ∈ Γc(F |U )′ such that

P (s) =

rank(E)∑

i=1

∑

~σ∈Nn

(
∂~σs

i
)
T ~σ
i

for all s =
∑
siei ∈ Γc(E|U ).

The original result [29] was stated for open subsets of Rn and for trivial line bundles, but the above version
easily reduces to this because the statement is local. In detail:

Proof. Let V be a locally finite cover of M such that E and F trivialise over every V ∈ V . Let ei and
fj be the corresponding C∞(V )-bases of Γ(E|V ) and Γ(F |V ), and write s =

∑
i s

iei and t =
∑

j t
jej for

sections of E|V and F |V , respectively. Then Pij(f)(g) := P (fei)(gfj) is a support-decreasing linear map
Pij : C

∞
c (V ) → C∞

c (V )′. By the original result [29], there exists a discrete set ΛV
ij ⊆ V such that Pij is

continuous on V \ ΛV
ij , and every p ∈ V \ ΛV

ij admits a neighbourhood Uij such that

Pij(f)(g) =
∑

~σ∈Nn

(∂~σf)T
~σ
ij(g)

for all f, g ∈ C∞
c (Uij \ΛV

ij). Then P is continuous on M \Λ for the discrete set Λ =
⋃
ΛV
ij . For p ∈M \Λ we

can find a coordinate neighbourhood U =
⋂
Uij such that with P (s)(t) =

∑
ij Pij(s

i)(tj) for all s ∈ Γc(E|U )

and t ∈ Γc(F |U ), and the result follows with T ~σ
i (t) =

∑
j T

~σ
ij(t

j) for t ∈ Γc(F |U ).

The above characterization allows us to formulate a coordinate-free description of (distribution-valued) dif-
ferential operators:

Definition C.2. We call a support-decreasing linear map P : Γc(E) → Γc(F )
′ a differential operator (of

locally finite order), if Λ = ∅, i.e. if P is continuous.

Any support-decreasing continuous operator P : Γ(E) → Γc(F )
′ induces a differential operator by restriction

to Γc(E) ⊂ Γ(E). However for differential operators the opposite is also true:

Lemma C.3. Let P : Γc(E) → Γc(F )
′ be a differential operator. Then P induces a continuous morphism

of sheaves EE → D′
F , where EE(U) = Γ(E|U ) and D′

F (U) = Γc(F |U )′. In particular it induces a continuous
map Γ(E) → Γc(F )

′.

Proof. This is stated in [29], however we will provide here a short explanation. First of all for any U ⊂ M ,
P can be restricted to a continuous operator

PU : Γc(E|U ) → Γc(F |U )
′

by the natural extension Γc(E|U ) → Γc(E) and restriction Γc(F )
′ → Γc(F |U )′. The resulting operator is still

support-decreasing, hence we only need to show extendibility from Γc(E|U ) to Γ(E|U ).
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Given s ∈ Γ(E|U ) and compact K ⊆ U , any fK ∈ C∞
c (U) with fK |K = 1 yields the same continuous

linear functional PU (fKs) ∈ ΓK(F |U )′, where ΓK denotes sections with support in K. This defines an
element in the continuous linear dual of the locally convex injective limit Γc(F |U ) = lim

−→
ΓK(F |U ), denoted

again by PU (s). We get a support-decreasing operator PU : Γ(E|U ) → Γc(F |U )′ that extends the originally
given one. It is continuous because for every compact K ⊆ M , the composition of PU with the projection
Γc(F |U )

′ → ΓK(F |U )
′ is continuous.

We can now turn to the Poincaré Lemma for differential operators:

Lemma C.4. Let U ⊂ Rn be connected and open, and let E → U be a vector bundle. For k ≥ 1, let
D : Ωk

c (U) → E = Γc(E)′ be a differential operator (of locally finite order) with Dd = 0. Then there exists a
differential operator Q : Ωk+1

c (U) → E such that D = Qd,

Ωk+1
c (U)

Ωk+1
c (U) Γc(E)

Ωk−1
c (U).

Q
d

D

d
0

Proof. We start by noting that D uniquely extends from Ωk
c (U) to Ωk(U) by Lemma C.3. We will work with

this extension and note that it vanishes on all exact forms dΩk−1(U), since Ωk−1
c (U) is dense in Ωk−1(U).

Let Ωk
ℓ (U) denote the space of differential k-forms with polynomial coefficients of degree ℓ and Ωk

≤ℓ(U) the
space of differential k-forms with polynomial coefficients of degree ≤ ℓ. We construct inductively differential
operators Dℓ : Ω

k(U) → E of order ℓ and Qℓ : Ω
k+1(U) → E of order ℓ− 1 such that

1. Dℓ = Qℓd

2. D −Dℓ vanishes on Ωk
≤ℓ(U).

We start with D0 = 0 and correspondingly Q0 = 0, because D vanishes on differential k-forms with constant
coefficients: Ωk

≤0(U) = Ωk
0(V ) ⊆ dΩk−1

1 (U).

Let E =
∑n

µ=1 x
µ∂µ be the Euler vector field. Given a differential operator Dℓ of order ℓ which satisfies 1.

and 2., we define the following differential operators of order ℓ+ 1:

Dℓ+1 := Dℓ +
1

k + ℓ+ 1
[(D −Dℓ)ιE ]

≤ℓd.

Qℓ+1 := Qℓ +
1

k + ℓ+ 1
[(D −Dℓ)ιE ]

≤ℓ.

Here [A]≤ℓ denotes the part of the differential operator A which is of degree at most ℓ.1 This notion is not
coordinate-invariant, but that does not cause any problem for the proof, since we work in a fixed coordinate
system. By construction and induction hypothesis, Property 1., i.e. Dℓ+1 = Qℓ+1d, is satisfied.

Let us verify Property 2. If α ∈ Ωk
≤ℓ+1(U), then dα ∈ Ωk+1

≤ℓ (U) and 1
k+ℓ+1 [(D−Dℓ)ιE ]

>ℓdα = 0. This means

that [(D −Dℓ)ιE ]
≤ℓdα is equal to (D −Dℓ)ιEdα. Thus:

(D −Dℓ+1)α = (D −Dℓ)α−
1

k + ℓ+ 1
(D −Dℓ)ιEdα = (D −Dℓ)α−

1

k + ℓ+ 1
(D −Dℓ)LEα,

where in the last equality we use the fact that (D −Dℓ)d = Dd−Dℓd = 0. Now Property 2 holds:

• for α ∈ Ωk
ℓ+1(U) because LEα = (k + ℓ+ 1)α,

• and for α ∈ Ωk
≤ℓ(U) because LEα ∈ Ωk

≤ℓ(U) and D −Dℓ vanishes on the subspace Ωk
≤ℓ(U).

1This part can be extracted from the original differential operator coefficient by coefficient, by evaluating the operator on all

monomials of degree ≤ l.
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On any precompact open set V ⋐ U the order of D is bounded by some ℓ. There we have D|V = Dℓ|V ,
since a differential operator of order ℓ is completely determined by what it does on polynomials of degree
≤ l. Consequently Qℓ+i|V = Qℓ|V for all i ≥ 0. This already implies that Q = limℓ→∞Qℓ|Ωk+1

c (U) is a

support-decreasing operator Ωk+1
c (U) → E . Moreover Q is continuous, since it is locally continuous, i.e. it is

a differential operator.
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Virasoro et généralisations. Rep. Math. Phys., 35(2):225–266, 1995.

[31] Walter Rudin. Functional Analysis. New York, NY: McGraw-Hill, 2nd ed. edition, 1991.

[32] I. M. Singer and Shlomo Sternberg. The infinite groups of Lie and Cartan. I. The transitive groups. J.
Analyse Math., 15:1–114, 1965.
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