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Abstract

We study the long-time behavior of the solutions of a two-component reaction-diffusion
system on the real line, which describes the basic chemical reaction A = 25. Assuming
that the initial densities of the species A, B are bounded and nonnegative, we prove that the
solution converges uniformly on compact sets to the manifold £ of all spatially homogeneous
chemical equilibria. The result holds even if the species diffuse at very different rates, but
the proof is substantially simpler for equal diffusivities. In the spirit of our previous work
on extended dissipative systems [20], our approach relies on localized energy estimates, and
provides an explicit bound for the time needed to reach a neighborhood of the manifold &
starting from arbitrary initial data. The solutions we consider typically do not converge to
a single equilibrium as ¢ — 400, but they are always quasiconvergent in the sense that their
w-limit sets consist of chemical equilibria.

1 Introduction

Reaction-diffusion systems satisfying a detailed or complex balance condition provide interesting
examples of evolution equations where the qualitative behavior of the solutions can be studied
using entropy methods. Such systems typically describe reversible chemical reactions of the form

k
a1A1+"'+an-An T 51A1+"'+/8n-’4n7 (11)
where Ay, ..., A, denote the reactant and product species, k, k' > 0 are the reaction rates, and
the nonnegative integers o, 3; (i = 1,...,n) are the stoichiometric coefficients. According to

the law of mass action, the concentration ¢;(x,t) of the species A; satisfies the reaction-diffusion
equation

3tci:diAci—i-(ﬁi—Oci)(kHc?j—k’Hcf’), i=1,...,n, (1.2)
o1 =1

where A is the Laplace operator acting on the space variable z, and d; > 0 denotes the diffusion
coefficient of species A;. We refer the reader to [27, 43, 9, 31] for a more detailed mathematical
modeling of chemical reactions, including the realistic situation where several reactions occur at
the same time. For general kinetic systems, there is a notion of detailed balance, which asserts
that all reactions are reversible and individually in balance at each equilibrium state, and a
weaker notion of complex balance, which only requires that each reactant or product complex is
globally at equilibrium if all reactions are taken into account. In the present paper, we focus on
a particular example of the single-reaction system (1.2), for which the detailed balance condition
is automatically satisfied.



In recent years, many authors investigated the long-time behavior of solutions to reaction-
diffusion systems with complex or detailed balance, assuming that the reaction takes place in a
bounded domain © C RY and using an entropy method that we briefly explain in the case of
system (1.2) with k = k. If ¢(t) = (¢1(t),. .., cn(t)) is a solution of (1.2) in © satisfying no-flux
boundary conditions on 0f2, we have the entropy dissipation law %q)(c(t)) = —D(c(t)), where
® is the entropy function defined by

= ;/ﬂqﬁ(cl(m)) dz, d(z) =zlog(z) —z+1, (1.3)

and D is the entropy dissipation

Zd / ’V " s +k/l <i§g>(3(az)—A(m)> de, (1.4)

where A(z) = [[¢;(2)%, B(x) = [[¢j(z)%. Tt is clear from (1.4) that the entropy dissipation
D(c) is nonnegative and vanishes if and only if the concentrations ¢; are spatially homogeneous
(Ve; = 0) and the system is at chemical equilibrium (A = B). The entropy is therefore a Lya-
punov function for (1.2), and using LaSalle’s invariance principle one deduces that all bounded
solutions converge to homogeneous chemical equilibria as t — +oo [23, 42]. In addition, under
appropriate assumptions, the entropy dissipation D(c) can be bounded from below by a multi-
ple of the entropy ®(c), or more precisely of the relative entropy ®(c|c,) with respect to some
equilibrium c,. Such a lower bound can be established using a compactness argument [22, 24], or
invoking functional inequalities such as the logarithmic Sobolev inequality [7, 8, 9, 15, 16, 31, 37].
This leads to a first order differential inequality for the relative entropy, which implies exponen-
tial convergence in time to equilibria. In its constructive form, this entropy-dissipation approach
even provides explicit estimates of the convergence rate and of the time needed to reach a neigh-
borhood of the final equilibrium [7, 8]. It is also worth mentioning that the reaction-diffusion
system (1.2) is actually the gradient flow of the entropy function (1.3) with respect to an appro-
priate metric based on the Wasserstein distance for the diffusion part of the system [28, 30, 32].
Finally, we observe that Lyapunov functions such as the entropy (1.3) were also useful to prove
global existence of solutions to reaction-diffusion systems, see [4, 5, 13, 14, 17, 25, 35, 36, 44].

Much less is known about the dynamics of the reaction-diffusion system (1.2) in an un-
bounded domain such as Q@ = RY. For bounded solutions, the entropy (1.3) is typically in-
finite, and it is known that (1.2) is no longer a gradient system. Solutions such as traveling
waves, which exist in many examples, do not converge to equilibria as t — +o0, at least not
in the topology of uniform convergence on 2. In fact, the best we can hope for in general is
quasiconvergence, namely uniform convergence on compact subsets of €2 to the family of spa-
tially homogeneous equilibria. That property is not automatic at all, and has been established
so far only for relatively simple scalar equations where the maximum principle is applicable
[11, 29, 33, 34, 38, 39, 40]. On the other hand, it is important to mention that entropy is
still locally dissipated under the evolution defined by (1.2), in the sense that the entropy den-
sity e(z,t), the entropy flux f(z,¢) and the entropy dissipation d(x,t) satisfy the local entropy
balance equation 0;e = divf — d. We have the explicit expressions

) = Z(ﬁ(ci(x,t)), f(x,t) = Zdi log(ci(x,t))Vei(z,t),

i=1

Zd |VCZ i t klog@g:g) (B.1) — Aa.1)).




from which we deduce the pointwise estimate |f|> < Cedlog(2 + ¢) for some constant C' > 0,
see Appendix A. This precisely means that the reaction-diffusion system (1.2) is an extended
dissipative system in the sense of our previous work [20]. If N < 2, the results of [20] show
that all bounded solutions of (1.2) in RY converge uniformly on compact subsets to the family
of spatially homogeneous equilibria for “almost all” times, i.e. for all times outside a subset of
R4 of zero density in the limit where t — +o00. In particular, the w-limit set of any bounded
solution, with respect to the topology of uniform convergence on compact sets, always contains
an equilibrium. It should be mentioned, however, that extended dissipative systems in the
sense of [20] may have non-quasiconvergent solutions, even in one space dimension. A typical
phenomenon that prevents quasiconvergence is the coarsening dynamics that is observed, for
instance, in the one-dimensional Allen-Cahn equation [12, 38].

In the present paper, we consider a very simple particular case of the reaction-diffusion
system (1.2), for which we can prove that all positive solutions converge uniformly on compact
sets to the family of spatially homogeneous equilibria. In that example we only have two species
A, B which participate to the simplistic reaction

k
— 2B8. 1.6
: (16)

Denoting by u, v the concentrations of A, B, respectively, we obtain the system

ug(x,t) = augy(z,t) + k(v(az,t)2 - u(:ﬂ,t)) ,

1.7
v(2,t) = buga(x,t) + 2k (u(z,t) — v(x,t)2) , .7

which is considered on the whole real line {2 = R. The parameters are the diffusion coefficients
a,b > 0 and the reaction rate k > 0, but scaling arguments reveal that the ratio a/b is the only
relevant quantity. It is not difficult to verify that, given bounded and nonnegative initial data
up, Vg, the system (1.7) has a unique global solution that remains bounded and nonnegative for
all positive times, see Proposition 2.1 below for a precise statement. Our goal is to investigate
the long-time behavior of those solutions, using the local form of the entropy dissipation and
some additional properties of the system.

As a warm-up we consider the case of equal diffusivities a = b, which is considerably simpler
because the function w = 2u + v then satisfies the one-dimensional heat equation w; = aw,,.
Using that observation, it is easy to prove the following result :

Proposition 1.1. Assume that a = b. For any nonnegative initial data ug,vy € L*®(R), the
solution of (1.7) satisfies, for all t > 0,

s ()7 + tlva(®)l|Zoe + (1 +)]Ju(t) — v(t)?[|L= < C, (1.8)
where the constant only depends on the parameters a,k and on ||ugl| e, ||vol|ze-

Proposition 1.1 implies that all nonnegative solutions converge, uniformly on compact inter-
vals I C R, to the manifold of spatially homogeneous equilibria defined by

£ = {(a,z‘;) e R? ;ﬂ:62}, (1.9)

see Corollary 1.3 below for a precise statement. In other words, the w-limit set of any solution,
with respect to the topology of uniform convergence on compact sets, is entirely contained in £.
The proof shows that the decay rates given by (1.8) cannot be improved in general. Moreover,
it is clear that the w-limit set is not always reduced to a single equilibrium, because examples
of nonconvergent solutions can be constructed even for the linear heat equation on R, see [6].



The proof Proposition 1.1 heavily relies on the simple evolution equation satisfied by the
auxiliary function w = 2u + v, which is specific to the case of equal diffusivities. The analysis
becomes much more challenging when a # b, because system (1.7) does not reduce to a scalar
equation. Our result in the general case is slightly weaker, and can be stated as follows.

Proposition 1.2. For any nonnegative initial data ug,vo € L (R), the solution of (1.7) satis-
fies, for allt >0,

C

e Ol + low @l < o log@ ), [lult) — o(t)?~ < R

7 (1.10)

where the constant only depends on the parameters a,b,k and on ||ug|| e, ||vo||ze-

The decay rates of the derivatives u,, v, in (1.10) agree with (1.8) up to a logarithmic correc-
tion, but the estimate of the difference u — v?, which measures the distance to the local chemical
equilibrium, is substantially weaker in the general case. We conjecture that the discrepancy
between the conclusions of Propositions 1.1 and 1.2 is of technical nature, and that the optimal
estimates (1.8) remain valid when a # b. At this point, it is worth mentioning that the bounds
(1.10) are actually derived from a wniformly local estimate which fully agrees with the decay
rates given in (1.8). Indeed, we shall prove in Section 4 that any bounded nonnegative solution
to (1.7) satisfies, for any ¢ > 0,

xo+VE
sup / <\ux(x,t)\2 + Jvg (2, ) > + |u(m,t) - v(x,t)2|> dz < Ct= /2, (1.11)
20€R Jzg—/t
where the constant depends only on the parameters a, b, k and on the initial data. It is obvious
that (1.8) implies (1.11), but the converse is not quite true and the best we could obtain so far
is the weaker estimate (1.10).

As before, we can conclude that all solutions converge uniformly on compact sets to the
manifold £ as t — 4o0.

Corollary 1.3. Under the assumptions of Proposition 1.2, the solution of (1.7) satisfies, for
any time t > 0 and any bounded interval I C R of length |I| > 1,

’ U o _ C|I
1nf{HU(t) - UHLOO([) + Hv(t) — UHLoo(I) ; (U,U) c g} < ¢ 1

241 1.12
< o ls e, (112

where the constant only depends on the parameters a,b,k and on ||ugl||ze, ||vo| L -

Remark 1.4. It is important to keep in mind that the conclusions of Propositions 1.1 and
1.2 are restricted to nonnegative solutions. As a matter of fact, the dynamics of system (1.7) is
completely different if we consider solutions for which the second component v may take negative
values. For instance, if a = b =k = 1, we can look for solutions of the particular form

3z(x,t) 3z(x,t)
4 2 ’

u(z,t) =1 v(z,t) = -1+

in which case (1.7) reduces to the Fisher-KPP equation z; = z,, + 32(1 — z). That equation has
a pulse-like stationary solution given by the explicit formula

3 1

_2__ - 1eR,
2 cosh?(v/3z/2)

Z(x) =

which provides an example of a steady state (@, v) for (1.7) that is not spatially homogeneous
nor at chemical equilibrium, in the sense that @ # 2. Moreover, for any speed ¢ > 0, the



Fisher-KPP equation has traveling wave solutions of the form z(z,t) = ¢(x — ct) where the
wave profile ¢ satisfies p(—oc0) = 1 and ¢(400) = 0. For the corresponding solutions of (1.7),
the quantities ||uz(t)| e, [[v2(t)| Lo, and |Ju(z) — v(t)?|| 1~ are bounded away from zero for all
times, in sharp contrast with (1.8).

Remark 1.5. Our results also apply to the situation where system (1.7) is considered on a
bounded interval I = [0, L], with homogeneous Neumann boundary conditions, because the
solutions u, v can then be extended to even and 2L-periodic functions on the whole real line. In
that case the total mass M = fOL (2u(x, t) +v(x, t)) dx is a conserved quantity, and the solution
necessarily converges to the unique equilibrium (us, vs0) € € satisfying 2ueo + Voo = M/L. As
n (1.12) we have the bound

log(2 + 1), t>0,

CL
Ju(t) = ey + 1008) = vecllzeiny < =773

which is far from optimal because, in that particular case, it is known that convergence occurs at
exponential rate, see [7] for accurate estimates with explicitly computable constants. However,
the conclusion of Proposition 1.2 remains interesting in that situation. In particular, the second
estimate in (1.10) shows that the time needed for a solution to enter a neighborhood of the
manifold £ depends on the L* norm of the initial data, but not on the length L of the interval.
In contrast, all estimates obtained in [7] and related works necessarily involve the size of the
spatial domain, because they use as a Lyapunov function the total entropy which is an extensive
quantity in the thermodynamical sense.

The proof of our main result, Proposition 1.2, is based on localized energy (or entropy)
estimates in the spirit of our previous works [19, 20, 21]. It turns out that the Boltzmann-type
entropy density introduced in (1.5) is not the only possibility. Quite on the contrary, there
exist a large family of nonnegative quantities that are locally dissipated under the evolution
defined by the two-component system (1.7), see Section 3 below for a more precise discussion.
For simplicity, we chose to use the energy density e(x,t), the energy flux f(z,t), and the energy
dissipation d(z,t) given by the following expressions:

e = %uz—l—%vg, f= auux—i-gvzvx, d = au’ + bvv? + k(u — v?)?. (1.13)
If (u,v) is any nonnegative solution of (1.7), one readily verifies that the local energy balance
Ore = O, f —d is satisfied, as well as the estimate f? < Ced where C' = max(2a, 3b/2). Altogether,
this means that (1.7) is an “extended dissipative system” in the sense of [20]. As was already
mentioned, the results of [20] provide useful information on the gradient-like dynamics of (1.7),
but this is far from sufficient to prove Proposition 1.2. For instance, extended dissipative systems
may have traveling wave solutions which, obviously, do not satisfy uniform decay estimates of
the form (1.10).

To go beyond the general results established in [20] we follow the same approach as in our
previous work [21], where energy methods were developed to study the long-time behavior of
solutions for the Navier-Stokes equations in the infinite cylinder R x T. The main idea is to show
that the energy dissipation in (1.13) is itself locally dissipated under the evolution defined by
(1.7). More precisely, we look for another triple (¢, f, d) satisfying the local balance die = 0, f—d,
and such that the flux |f| can be controlled in terms of &, d. We also require that d > 0 and
that é ~ d, where d is as in (1.13). We can then use localized energy estimates as in [20, 21] to
prove that, on any compact interval [xg, xo + L] C R, the dissipation d(z,t) becomes uniformly
small for all times ¢ > L?. We even get an explicit upper bound depending only on L and on



the initial data, so that taking the supremum over zy € R we arrive at estimate (1.11), which is
the crucial step in the proof of Proposition 1.2. In contrast, we emphasize that the bounds one
can obtain using the dissipative structure (1.13) alone only show that the supremum of d(z,t)
over [zg,xo + L] becomes small for “almost all” (sufficiently large) times, thus leaving space for
non-gradient transient behaviors such as traveling wave propagation or coarsening dynamics.

The existence of a second dissipative structure on top of (1.13) is obviously an important
property of system (1.7), which is related to the convexity of the energy density with respect
to the metric that turns (1.7) into a gradient system, see [28, 31] for a more detailed discussion
of gradient structures and convexity properties of reaction-diffusion systems. This geometric
characterization is in turn connected to the Bakry—Emery condition for linear diffusions, see
[3, 28]. As investigated in [31, 32|, the convexity methods seem to apply to reaction-diffusion
systems of the form (1.2) only under some restrictions on the parameters, and furthermore
they do not extend in a straightforward way to unbounded domains. It would be interesting
to determine if the existence of the second dissipative structure still holds for other systems of
the form (1.2), such as those considered in Section 6 below, and to establish a more explicit
connection with the convexity of the gradient structure in bounded domains, but so far we have
no general result in that direction. We mention that the idea of studying the variation of the
entropy dissipation, or equivalently the second variation of the entropy, is quite common in
kinetic theory, see [10], as well as in fluid mechanics, see [1] for a recent review on the subject.

The rest of this paper is organized as follows. In Section 2 we study the Cauchy problem for
the reaction-diffusion system (1.7), and we prove Proposition 1.1 and Corollary 1.3. After these
preliminaries, we investigate in Section 3 various dissipative structures of the form (1.13), which
play a key role in our analysis. The proof of Proposition 1.2 is completed in Section 4, where we
use localized energy estimates inspired from our previous works [20, 21]. Section 5 is devoted
to the stability analysis of spatially homogeneous equilibria (u,v) € &£, which provides useful
insight on the decay rates of the solutions. In the final Section 6, we briefly discuss the potential
applicability of our method to more general reaction-diffusion systems of the form (1.2), and we
mention some open problems.
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2 Preliminary results

We first prove that system (1.7) is globally well-posed for all initial data ug, vy that are bounded
and nonnegative. This a rather classical statement, which can be deduced from more general
results on reaction-diffusion systems with quadratic nonlinearities, see e.g. [25, 35, 44]. For the
reader’s convenience, we give here a simple and self-contained proof.

Without loss of generality, we assume henceforth that £ = 1. We denote by X = C},,(R) the
Banach space of all bounded and uniformly continuous functions f : R — R, equipped with the
uniform norm || f||L~. Since we are interested in nonnegative solutions of (1.7), we also define
the positive cone Xy = {f € X ; f(z) > 0 Vo € R}



Proposition 2.1. For all initial data (ug,vo) € X7, system (1.7) has a unique global (mild)
solution (u,v) € C°([0,400), X?) such that (u(0),v(0)) = (ug,vo). Moreover (u(t),v(t)) € X2
for allt > 0, and the following estimates hold :

max ([[u(t)]| =, [lo(#)l[7e) < max([luollze, lvollie),

(2.1)
20lu(t)llzee + [[o(@)l|Le < 2ffuollzee + [lvollzes -

Proof. Local existence of solutions in X2 can be established by applying a standard fixed point
argument to the integral equation

(ZEED - <S(gt) S&rﬁ)) <Z§> +/ot <S(a(é_5)) S(b(?—s))) (2(715(83))2 - 3((5))2)> ds, (2.2)

where S(t) = exp(td?) is the one-dimensional heat semigroup, see e.g. [26, Chapter 3]. Since the
nonlinearity is a polynomial of degree two, the local existence time T" > 0 given by the fixed point
argument is no smaller than Ty (1 + [Juo| £ + [|vo| Loo)fl for some constant 7 > 0. This shows
that any local solution can be extended to a global one, unless the quantity ||u(t)| L + ||v(2)]| L
blows up in finite time. It remains to show that nonnegative solutions satisfy the estimates (2.1),
so that blow-up cannot occur.

Assume that (ug,v) € X3 and let (u,v) € CY([0,7%), X?) be the maximal solution of (1.7)
with initial data (ug,vp). This solution is smooth for positive times, and the first component
satisfies uy = augy + v2 — u > aug, —u for t € (0,T,). Applying the parabolic maximum
principle [41], we deduce that u(t) € X for all ¢ € (0,7%). The second component in turn
satisfies vy = bugg + 2(u — v?) > by, — 202, and another application of the maximum principle
shows that v(t) € X too. So the positive cone X? is invariant under the evolution defined by
(1.7).

Another important observation is that (1.7) is a cooperative reaction-diffusion system in X2,
in the sense that the reaction terms in (1.7) satisfy

d o _ d ooy
@(v —u)—21)20, du2(u U)—QZO-

As is well known, such a system obeys a (component-wise) comparison principle [45]. In our
case, this means that, if (u,v) and (@, ) are two solutions of (1.7) in X?, and if the initial data
satisfy ug < up and vy < v, then u(t) < u(t) and v(t) < v(t) as long as the solutions are defined.
We use that principle to compare our nonnegative solution (u,v) to the solution (@,v) of the
ODE system

%a(t) = o(t)* —a(t), %T}(t) = 2(a(t) — v(t)?), (2.3)
with initial data @y = ||ug|/ree, Uo = ||vo||zee. The dynamics of (2.3) in the positive quadrant
is very simple: the solution stays on the line Ly = {(ﬂ,z_}) € R?ﬁ 2u 4+ v = 2ug + 270} for all
times, and converges to the unique equilibrium (., v.) € Lo N E, where & is defined in (1.9);
see Figure 1. In particular, we have max(u(t), v(t)?) < max(ig,v3) for all ¢ > 0. Applying the
comparison principle, we conclude that our solution (u,v) € CY([0,T.), X?) satisfies estimates
(2.1) for all ¢ € [0,T%), which implies that T, = +o0. O

Remark 2.2. The equilibrium (u., v,) which attracts the solution of (2.3) is given by

1
Uy = U5, and Uy = 1 <—1 + V1 + 161 + 81‘;0> . (2.4)
As is clear from Figure 1, we have the optimal bounds
min (o, @) < a(t) < max(@o, ),  min(v,0x) < 0(t) < max(vo,v.),  (2.5)

which can be used to improve somewhat (2.1).



Remark 2.3. In a similar way, we can use the comparison principle to show that the solution
of (1.7) given by Proposition 2.1 satisfies u(x,t) > u(t) and v(x,t) > v(t), where (u(t),v(t)) is
the solution of the ODE system (2.3) with initial data

up = infuo(z), vy = inf vo(x).

Two interesting conclusions can be drawn using such lower bounds. First, if vy > ¢ > 0 for some

§ > 0, then v(z,t) > 26(1+V1+ 85)_1 for all x € R and all ¢t > 0. This observation will be
used in the proof of Proposition 1.2. Second, any homogeneous equilibrium (u,v) € £ is stable
(in the sense of Lyapunov) in the uniform topology: for any e > 0, there exists § > 0 such that,
if ||ug — l|pee + ||vo — V|| Lee < 6, then ||u(t) — al|r~ + ||v(t) — 0| < € for all ¢ > 0. An explicit
expression for  in terms of € and @, v can be deduced from (2.4), (2.5).

Remark 2.4. In Proposition 2.1 we assume for simplicity that the initial data ug, vg are bounded
and uniformly continuous, but system (1.7) remains globally well posed for all nonnegative data
(ug,v9) € L>®(R)%2. The only difference in the proof is that, when ¢ — 0, the first term in the
integral equation (2.2) does not converge to (ug, vg) in the uniform norm, but only in the weak-x

topology of L*(R).
\\
u

U

|
I

Figure 1: A sketch of the dynamics of the ODE system @ = v* —u, © = 2(u — v2)7 which
represents the kinetic part of (1.7). The solution starting from the initial data (uo, vo) stays
on the line Lo = {(u,v); 2u+v = 2up +vo} and converges there to the unique equilibrium
(us,vs) € LoNE.

Proof of Proposition 1.1. We assume here without loss of generality that « = b =k = 1.
Given (ug,vp) € X2, let (u,v) € C°([0,400), X?%) be the unique global solution of (1.7) with
initial data (ug,vp). As was already mentioned, the quantity w = 2u + v satisfies the linear heat
equation w; = w,, on R. In particular, we have the estimate

Cllwoll _ CR
e < ol < Ry s, 26)
where R := 1+ ||ug|| + ||vo]|. Here and in what follows, we denote || - || = || - ||z, and the generic

constant C'is always independent of the initial data (ug,vo).

We first estimates the derivatives wuy(t),v,(t) for t < to, where to := Ty/R is the local
existence time appearing in the proof of Proposition 2.1. Differentiating the integral equation



(2.2) and using the second inequality in (2.1), we easily obtain

C R? CR
)l + e < e+ /t_sm s< T 0<isun (27)

In particular, we have |Ju,(to)|| + vz (to)| < CR3/2.

We next observe that the quantity ¢ = v, satisfies the equation ¢; = gz — (1 + 4v)q + w,.
The corresponding integral equation reads

o0) = St0)atto) + [ S wa(s)ds, 1> 1o,

to

where Y(t, s) is the two-parameter semigroup associated with the linear nonautonomous equation
gt = Gz — (1 4 4v)q, assuming that v(z,t) is given. Since v > 0, the maximum principle implies
the pointwise estimate X (t,s) < e~ (=5 S(t — 5), where S(t) = exp(td2) is the heat kernel. Using
(2.6), (2.7), we thus obtain

la(®)]

IN

t
e glto)] + [ e ()] ds
to

t CR CR3/?
3/2 —(t—to) —(t—s)
CR3?e( °+/toe( Tl < . >l

(2.8)

IN

Note that (2.7), (2.8) imply that [|q(t)|| < CR3/?t~1/2 for all t > 0.

Similarly, the quantity p = u, satisfies the equation p; = py, — p + 2vq, and we know from
(2.1) that [[v(t)|| < 2R for all t > 0. It follows that

A

t
Il < e~ p(to)]| + 4R / 9 lq(s)]| ds
0
(2.9)
e—(t—s) R5/2 CR5/2

3/2 —(t—t
CR/G( 0)+C Sl/zdsgtlﬁ,

to

IN

t>1p.

Altogether we deduce from (2.7), (2.8), (2.9) that t|jus(¢)||* + t|jv.(#)||> < CR® for all t > 0,
which proves the first inequality in (1.8).

Finally, the quantity p = u — v? satisfies the equation p; = pge — (1 + 4v)p + 2¢* as well as
the a priori estimate ||p(¢)|| < R? for all t > 0. Proceeding as above and using (2.8), we find

t
lo@)ll < e lp(to) +2/t e g(s)]* ds
0

3
et S)R ds < CR
t() S

(2.10)
< R2e(t-00) 4 &

log(1+R), t>tg.

Thus (1 +t)||p(t)|| < CR3log(1 + R) for all t > 0, which concludes the proof of (1.8). O

Remark 2.5. Similarly, differentiating with respect to = the evolution equations for the quan-
tities ¢, p, p and using an induction argument, one can show that the solution of (1.7) with a = b
satisfies, for each integer m € N, an estimate of the form

Cm . Cm,
R 0]

()] oo Mo(t)|| e < 271
107" u(®)l| Lo + 105" 0(E) [ Lo < = (itt)

Vi>0.  (2.11)



Proof of Corollary 1.3. If t > |I|?, we pick 79 € I and define v = v(zg,t), & = v>. Then
(u,v) € € and using the first inequality in (1.10) we find

Cl|

[v(-t) = Vllpeo(ry = llv(5t) —v(0, )| Loo(ry < | va( )|l peo(ry < Yol log(2 +1).
Similarly, using in addition the second inequality in (1.10) and recalling that |I| > 1, we obtain

_ ClI
e 8) = ll sy < (e 0) = oo, llwqry + hutao, ) — vlao, ] < S log(2+1).
Combining these bounds and recalling that ¢ > |I|?, we arrive at (1.12). If t < |I|?, we can take
@ = v = 0 and use the second bound in (2.1) to arrive directly at (1.12) (without logarithmic

correction in that case). O

3 An ordered pair of dissipative structures

We now relax the assumption that a = b and return to the general case where a, b are arbitrary
positive constants. Assuming without loss of generality that £ = 1, we write system (1.7) in the
equivalent form

Ut = AUgy — P, v = bug, + 2p, (3.1)

2

where the auxiliary quantity p = u — v° measures the distance to the chemical equilibrium.

As was already mentioned, the proof of Proposition 1.2 relies on local energy estimates and
follows the general approach described in [20]. For the nonnegative solutions of (3.1) given by
Proposition 2.1, it is convenient to use the energy density e(z,t), the energy flux f(x,t), and
the energy dissipation d(z,t) given by (1.13), namely

Lo 13 b o 2 2, 2

e=ju —|—6v, f:auux—l—ivvx, d = auj + bvv; + p°. (3.2)
The local energy balance die = 0, f — d is easily verified by a direct calculation. The main
properties we shall use are the positivity of the energy e and the dissipation d, as well as the
pointwise estimate f? < Ced, where C' > 0 depends only on a,b. In [20], an evolution equation
equipped with a triple (e, f, d) satisfying the above properties is called an “extended dissipative
system”. According to that terminology, we shall refer to the triple (3.2) as an “EDS structure”
for system (3.1).

The essential step in the proof of Proposition 1.2 is the construction of a second EDS structure
(¢, f,d) for (3.1), where the new energy density é is bounded from above by a multiple of the
energy dissipation d in the first EDS structure. It is quite natural to look for € as a linear

combination of the quantities u2, vv2, and p? that appear in the expression of d in (3.2).

Lemma 3.1. For all values of the parameters o, 8 > 0 the quantities &, f, d defined by

- «@ I5] 1
= 5“3«4‘5””3«4'5,02,
- b
= aumut—i—ﬁvvmvt—%vi’%—gppm, (3.3)

d = aau?, + Bbvv?, + (14 4v)p? + g,oi — (a+a—B/2) puge + 2(b+ 8/2) prvga

satisfy the local energy balance 9, = 0, f — d.

10



Proof. Differentiating é with respect to time and using (3.1), we find by a direct calculation

Ot€ = QUzplUgzt + LoV + g vivt + ppi

B o
= (aumut + 51}%%)36 — QUgz Ut — BUVV — = VZU + PPy

2 (3.4)

b
= <auxut + Bovgvy — % vs’:) — aau?, — pbov?, — (14 4v)p?
xT

- 5/0”3: + (@ + a)pugy — 2(b + B)pvvgs -

The last line collects the terms which have no definite sign and cannot be incorporated in the flux
f. Among them, the terms involving Pz, and pvvg, can be controlled by the negative terms
in the previous line. This is not the case, however, of the term —fBpv2, which is potentially
problematic. The trick here is to use the identity

pv2 = g (Uzz — 20000 — Paz) » (3.5)
which is easily obtained by differentiating twice the relation p = u — v? with respect to z. If we
replace (3.5) into (3.4) and if we observe in addition that ppye = (ppz)z — p2, we conclude that

O = 0, f — d, where é, f, d are defined in (3.3). O

It remains to choose the free parameters «, 8 so that the dissipation dis positive. In the third
line of (3.3), the last two terms involving pu,, and pvv,, have no definite sign, but (as already
mentioned) we can use Young’s inequality to control them in terms of the positive quantities
u2,, vv2,, and (1 4 4v)p?. This procedure works if and only if

(a—l—a—ﬁ/2)2 < daa, and (b—l—ﬁ/2)2 < 4bf3. (3.6)

It is always possible to chose «, 8 > 0 so that both inequalities in (3.6) are satisfied. A particu-
larly simple solution is a = a + b, 8 = 2b, which we assume henceforth. We thus find:

Corollary 3.2. The quantities €, f, d defined by

b 1
:a—2i- ui—i—bvvg—i—in,
- b2
f = (a+buzus + 2bvvyvy — gvg +bpps, (3.7)

d = ala +b)u, + 202002, + (1 + 4v)p? + b p2 — 2apugy + 4bpvv,,

satisfy the local energy balance 9, = 0, f — d, and there exists a constant v > 0 depending only
on a,b such that

d > dy := ’y<u§x +vvZ, 4+ (1+ 4v)p2> + bpt . (3.8)

Remark 3.3. Strictly speaking, the triple (&, f,d) is not an EDS structure in the sense of [20],
because the flux bound f2 < Céd does not hold. The problem comes from the term involving v
in f: it is clearly not possible to bound v¢ pointwise in terms of vv? and vv?,. Nevertheless we
shall see in Section 4 that the contribution of that term to the localized energy estimates can be
estimated as if the pointwise bound was valid. This suggests that our definition of “extended
dissipative system” given in [20] may be too restrictive, and should perhaps be generalized so
as to include more general flux terms as in the present example.
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The EDS structures (3.2), (3.7) provide a good control on the quantities v2, v2, and v2, only

if the function v(x,t) is bounded away from zero. As was observed in Remark 2.3, this is the
case in particular if vo(z) > § > 0 for some § > 0. However, we are also interested in initial
data which do not have that property. In particular we may want to consider the situation
where (ug,v9) = (1,0) when = < 0 and (up,v9) = (0,1) when = > 0. In that case, the evolution
describes the diffusive mixing of the initially separated species A, B.

To handle the case where the second component v(z,t) is not bounded away from zero, a
possibility is to add to the energy density e(x,t) a small multiple of w?, where w = 2u + v.

Lemma 3.4. If 0 > 0 is sufficiently small, the quantities e1(x,t), fi(x,t), di(x,t) defined by

er = e + fw?/2,
fi = f + Obww, + 20(a — b)wu, , (3.9)
dy = d + 6bw? + 20(a — b)wyu, ,

satisfy the energy balance Ore1 = 0, f1 — d1, and there exists a constant ¢ > 0 such that
e > c(u2 +(1+ 0)1)2) , dp > c(ui + (1 +v)v? + p2) . (3.10)
Similarly the quantities &1 (x,t), fi(z,t), di(z,t) defined by
€1 = €+ Gwi/Q, fi = f+ 0wywy, dy =d+ waix—l—%?(a—b)wmum, (3.11)
satisfy the energy balance 8yé1 = 8y f1 — di as well as the lower bounds
& > c(u2 + (1+ vl +p?), d, > c(ufy + 1+ 002, + p2+ (1+0)p%). (3.12)

Proof. Since w; = 2auy, + bvge = bwyy + 2(a — b)uy,, it is straightforward to verify that
the additional terms involving the parameter € in (3.9), (3.11) do not destroy the local energy
balances. The lower bounds (3.10) are easily obtained, for sufficiently small § > 0, using the
definitions of the quantities eq, d; and the elementary inequalities
b 2(a? + b?
w? > 2, bw? 4+ 2(a — bwu, = dau? + 2(a + b)uyv, + bv2 > 5 v2 — % u?.

Estimates (3.12) are obtained similarly, using in addition the lower bound (3.8). O

4 Uniformly local energy estimates

In this section we complete the proof of our main result, Proposition 1.2, using the dissipative
structures introduced in Section 3. We fix the parameters a,b > 0, and we consider a global
solution (u,v) € C°([0,+00), X?) of system (3.1) with initial data (ug,v9) € X2, as given by
Proposition 2.1. Following our previous works [20, 21], our strategy is to control the behavior
of the solution (u(t),v(t)) for large times using localized energy estimates.

For convenience, we first prove Proposition 1.2 under the additional assumption that the
solution of (3.1) satisfies

inf inf v(xz,t) > 9, for some § > 0. (4.1)
t>0 zeR

As was observed in Remark 2.3, this is the case if the initial function vo(z) = v(x,0) is bounded
away from zero. Assumption 4.1 allows us to use the relatively simple EDS structures (3.2), (3.7)

12



instead of the more complicated ones introduced in Lemma 3.4, and this makes the argument
somewhat easier to follow. The proof is however completely similar in the general case, see
Section 4.4 below.

Given € > 0 and zg € R, we define the localization function

1

X(Z) = Xezo () = cosh(e(m — xo)) , reR. (4.2)

This function is smooth and satisfies the bounds
0 < x(z)<1, IX'(z)] < ex(x), X'(2)] < Ex(z), zeR. (4.3)

Note also that [ x(2)dz = m/e. The translation parameter zy plays no role in the subsequent
calculations, but at the end we shall take the supremum over zyg € R to obtain uniformly
local estimates. In contrast, the dilation parameter ¢ > 0 is crucial, and will be chosen in an
appropriate time-dependent way.

4.1 The localized energy and its dissipation

We first exploit the EDS structure (3.2). We fix some observation time 7' > 0 and we consider
the localized energy

B(t) = /Rx(x)e(x,t) dz = /Rx(x)(%u(:c,t)2+év(x,t)3) dr,  te,T].

Note that this quantity is well defined thanks to the localization function y, which is integrable.
If t > 0, we also introduce the associated energy dissipation

D(t) = /Rx(x) d(z,t)dz = /Rx(m) (augc(alc,t)2 + bu(z, t)vy (2, 1) +p(x,t)2) dx .

Since the solution (u,v) of the parabolic system (3.1) is smooth for ¢t > 0, it is straightforward
to verify that £ € C°([0,7]) N C*((0,T)) and that

E(t) = /RX(:C) Be(x,t)dz = /Rx(x)((?xf(x,t)—d(x,t)) da

(4.4)
= —/Rx'(x)f(x,t) dz — D(t).

To bound the flux term, we use (4.3) and the pointwise estimate f? < Cped, where Cy > 0

depends on the parameters a,b. Applying Young’s inequality, we obtain

C(]Ez
2

/ ¥ (@) f (2, 1) da
R

< 6/X(C0€d)1/2 dz < %D(t)+ E(t).
R

At this point, we choose the dilation parameter € so that
C(] 62 = =. (45)

We thus obtain the differential inequality E'(t) < —3D(t) + 55 E(t), which can be integrated
using Gronwall’s lemma to give the useful estimate

B(T) +% /0 "Dyt < €2 (), (4.6)
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where e = exp(1). Indeed, defining ®(¢) = E(t) + 5 fo s)ds, we have ®(0) = E(0) and
q),(t):E,()+ D() = E@l) < = 2(t), te(0,1),

so that ®(t) < E(0)exp(t/(2T)) for t € [0,T]. Setting t = T we arrive at (4.6).
Next, we introduce integrated quantities related to the second EDS structure (3.7). For all
€ (0,7) we define

~ b 1
E(t) = /X(x)é(x,t)dx = /X(x)(iu + v 4 = p >( t)dzx,
R R 2 2
D) = [ x@)dotat)de = [ x() (10, + 9002, (1440 + ) (0,1)
R R
where v > 0 is as in Corollary 3.2. The same calculation as in (4.4) leads to
B(t) = - [ Y@F@ o~ [ x@)detds < - [ Y@)Ftdo - D).
R R R

where the inequality follows from £3.8). The difficulty here is that the flux term does not satisfy
a pointwise estimate of the form f? < C édy, see Remark 3.3. However, we can decompose

- 52 N
f=f—= v3 where fo = (a+b)uzuy + 2bvv,v + bpps

and it is easy to check that fg < C) édy for some C; > 0. In particular, we find as before

/X’(x)fo(x,t) dz| < 6/ x(C1 écio)l/2 de < iD(t)—i—Clez E(t). (4.7)
R R

As for the term involving v3, we integrate by parts to obtain the identity

/leg dr = —/X”vvg dx—Z/ X V005 A .
R R R

Using (4.3) and Young’s inequality, we deduce

432 -

b2
5 B (4.8)

F| [ @i

The combination of (4.7), (4.8) gives the desired estimate on the flux term:

‘/ :ctdx

Integrating the differential inequality E’(t) < — % (t) + Coe?E(t) over the time interval [to, T7,
where tg € [0,T], we arrive at the estimate

) I b 4b°
D(t) + Cyé? E(t), where Cy = C1 + = 3 + W ]

NN

- 1 T _ -
E(T)+5 | D@)dt < G3B(to),  to€[0,T], (4.9)
to
where C3 = exp(C2€¢*T) = exp(Cs/Cy).
Finally, we use the crucial fact that the EDS structures (3.2), (3.7) are ordered, in the sense
that

a+b>.

é(x,t) < Cyd(zx,t), where Cy = max(l, 5
a
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In particular, the inequality E(t) < C4D(t) holds for all ¢ € (0,7). Thus, if we average (4.9)
over to € [0,7] and use (4.6), we obtain

- 1T oy [T 30y [T Cs
i < == < < — .
B(T) + o /0 tD(t)dt < — /O E(to) dto < = /0 D(t)dt < 2 B(0),  (4.10)

where the constant Cs = 2e'/2 C5C, only depends on the parameters a,b in system (3.1), and
is in particular independent of the observation time 7" > 0 and of the solution (u,v) under
consideration. It is however important to keep in mind that all integrated quantities E, E and
D, D depend implicitly on T through the weight function (4.2) and the choice (4.5) of the
parameter e.

The bound (4.10) summarizes the information we can obtain from the EDS structures (3.2),
(3.7). It serves as a basis for all estimates we shall derive on the solutions of (3.1) for large
times. A typical application of (4.10) is:

Lemma 4.1. There exist a constant Cg > 0 depending only the parameters a,b such that, for
any solution (u,v) € C°([0,400), X?) of (3.1) with initial data (ug,vo) € X3 and any T > 0,
the following inequality holds :

sup / <u326 + v + p2> (z,T)dz < Cg R®*T~V/2, (4.11)
zo€ER JI(x0,T)

where I(xo,T) = {z € R; |z — xo| < (COT)l/z} and R =1+ ||ug||ze + ||vol|zoe-

Proof. The initial energy density satisfies e(z,0) < 2|lug/[?o + #]|vo|3 < R, so that

E0) = /Rx(x)e(x,O) dz < R?’/Rx(x) dz = %Rg. = WRB(COT)UQ. (4.12)

On the other hand, we have the lower bound € > (u?C + vv% + p2) for some constant ~; > 0,
and it follows from (4.2) that x(z) > e~ when |z — zo| < e ' = (CoT)'/2. We thus find
E(T) = / x(x)é(x, T)dx > ~e? / <u§ + v + ,02> (x,T)dx. (4.13)
R I(ZBO,T)

Combining (4.10), (4.12) and (4.13), we obtain

C
/ (u?3 + v + pz) (x,T)dx < it TR3(CoT)"?,
I(x0,T) nT

and taking the supremum over zy € R in the left-hand side we arrive at (4.11). O

Remark 4.2. If 1 < p < oo, the uniformly local space L? (R) is defined as the set of all
measurable functions f : R — R such that

roER

1/p
g, = (s [ dropas) <.
|x—x0|<1

see [2] for a nice review article on uniformly local spaces. In view of (4.1), the bound (4.11)
implies that Hum(t)HLﬁl + va(t)HLﬁl + H'O(t)HLﬁl < CR3?t=1/4 for all t > 1. This estimate is far
from optimal, but it already implies that the solution (u,v) converges uniformly on compact
sets to the family & of spatially homogeneous equilibria, which is a nontrivial result. Using the
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smoothing properties of the parabolic system (3.1), it is possible to deduce analogous estimates
in the uniform norm, in particular

CR7/4
t/4 7

A

[z (D)l Lo + [[02(8) |z < t>2, (4.14)
see Section 4.3 below. Note also that the optimal decay rates for u,, v, given by Proposition 1.1
(in the particular case a = b) indicate that the left-hand side of (4.11) indeed decays like 71/
as T — 400, so that (4.11) is not far from optimal.

4.2 Control of the second order derivatives

So far we only used the first term E(T) in the left-hand side of inequality (4.10), but the integral
term involving D(t) is also valuable. In particular, the bounds (4.10), (4.12) together imply that
D(t) < CR3¥T—3/2 for “most” times ¢ in the interval [0, 7], but that information is difficult to
exploit because the exceptional times where such a bound possibly fails may depend on the
translation parameter xg € R. This difficulty is inherent to our approach, and to avoid it we
extract from (4.10) a somewhat weaker estimate which is valid for all times.

To do that, we first study the linear parabolic system
Uy = aUyy + 20V - U, Vi = bV +2U — 40V (4.15)

which is obtained by differentiating (1.7) (where k = 1) with respect to the space coordinate x
or the time variable ¢. In the analysis of (4.15), we consider the nonnegative function v(z,t) as
given, independently of the solution (U,V'). The property we need is:

Lemma 4.3. There exists a constant C7; > 0 depending only on the parameters a,b such that,
for any v € C°([0,T), X4) and any initial data (Uy,V1) € X? at time t; € [0,T), the solution
(U, V) € C%[ty,T), X?) of (4.15) satisfies

/R x(@)(2U (@, T)] + [V (@,T)]) dz < C /R \(@) (201 ()] + V()] ) da, (4.16)
where x is given by (4.2) with € > 0 as in (4.5).

Proof. Since the function v(x,t) is nonnegative, the linear system (4.15) is cooperative, so that
a (component-wise) comparison principle holds as for the original system (1.7). In particular,
the solution (U, V) satisfies the estimates |U(z,t)] < U(z,t) and |V (z,t)] < V(z,t), where
(U, V) denotes the solution of (4.15) with initial data (|U;],|Vi]) at time ;. In other words, it is
sufficient to prove (4.16) for nonnegative initial data (Uy, V1), in which case the solution (U, V)
remains nonnegative by the maximum principle.

Fix t; € [0,T], (U, V1) € X2, and let (U, V) € C°([t1,T], X?) be the solution of (4.15) such
that (U(t1),V (1)) = (U1, V1). Integrating by parts and using (4.3), we easily find

d

d_/ 2U +V)dz = / X(QaUm + me) dx
R

= /X”(2aU—|—bV) dr < 620/X(2U+V) dz,
R R

where ¢ = max(a,b). This differential inequality is then integrated on the time interval [t1, T
to give (4.16) with C7 = exp(ce?T) = exp(c/Cp). O
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Returning to the nonlinear system (3.1), we apply Lemma 4.3 to estimate first the time
derivatives us, v¢, and then the quantity p = u — v?.

Lemma 4.4. Under the assumption (4.1), any solution (u,v) € C°([0,+00), X?) of (3.1) with
initial data (ug,v) € Xi satisfies, for any T > 0,

sup / (Itwal + loza] + Ip]) (2, T) do < Cy RPT2, (4.17)
zo€ER JI(z0,T)

where I(xo,T) and R are as in Lemma 4.1, and the constant Cs > 0 depends only on a,b,d.

Proof. We start from inequality (4.10), and we choose a time ¢ € [T'/2,T] where the continuous
function t — tD(t) reaches its minimum over the interval [7'/2,T]. We then have

_ . Cs N 8C5
D(t)) < — tD(t)dt < =2 E(0), hence D(t1) < — E(0). (4.18)
/2 T T

We recall that D = Jz xdo dz, where d is defined in (3.8). Under assumption (4.1), there exists
a constant 75 > 0 (depending only on a,b,d) such that dy > ~o(u? + v7). Therefore, using
Holder’s inequality and estimate (4.18), we find

/RX(2|ut(t1)| + |v(ty)]) do < (/Rxdx>1/2 (5/Rx(ut(tl)2 s t)?) dx>1/2

< ()" P = ()" (52) "m0

Note that the right-hand side is of the form CT 3/ 4E(O)l/ 2 where the constant depends only
on a,b,6. We now apply Lemma 4.3 to (U, V) = (us,v;), and we deduce from (4.12), (4.16) that

/X(x)(Qlut(x,T)] + |ve(z, T)]) do < CT 3 EW0)? < CuR3PT71/2, (4.19)
R

where the constant C9 > 0 only depends on a,b,d. Note that estimate (4.19) holds at the
observation time 7', and not at the intermediate time ¢; on which we have poor control. Taking
the supremum over xy € R as in Lemma 4.1, we deduce from (4.19) that

sup / (lue(z, T)| + |ve(2, T)|) do < Co R3/2 T2, (4.20)
zo€R JI(z0,T)

To complete the proof of (4.17), it remains to control the quantity p = u — v?, which
measures the distance to the chemical equilibrium. It is straightforward to verify that p satisfies
the evolution equation

Pt = APgy — (1 + 4rv)p + 2(r—1)vvt + 2av? (4.21)

where 7 = a/b. Since v(z,t) > 0, the maximum principle implies that |p(z,t)| < p(x,t) for all
x € R and all t € [0, 7], where p is the solution of the simplified equation

Pt = gy — P+ 2|r—1|Jvvy| + 2a0?

with initial data p(z,0) = |p(x,0)|. If we denote ¢ = 2max(|r—1|,a), we thus have

d
E/xﬁdx = a/X”pdx—/Xﬁdx+c/x(|vvt|+vg)dx
R R R R

(aeQ—1)/Rx,6dx+c/Rx(|vvt|—|—vg) dz.

IN
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Integrating that inequality over the time interval [T'/2,T] and using the fact that, due to (4.5),
the quantity exp(ae?T) = exp(a/Cp) is independent of T', we obtain

T
/R o(T)dz < Ce T2 /R Xlp(T/2)] dz + C /T L /R x (Ol (0)] + 02 (1)?) dadt.

The first term in the right-hand side is easily estimated by Ce~7/2R%T"/2. In the second term,
keeping in mind that ¢ € [T//2,T], we can use (4.11), (4.20) to bound

[l + va(02) do < c (BT 4 BT,
R
Altogether, this gives

T
/ Xlp(x,T)|dz < Ce T2R*TY? 4 C e TORIT1V2qt < CR3TV/2,
R T/2

hence

sup / \p(z, T)|dz < C1g RPT™Y/2, (4.22)
zo€ER JI(20,T)

Finally, since augz, = ut + p and bug, = v — 2p, estimate (4.17) follows from (4.20), (4.22). O

Remark 4.5. Estimate (4.17) implies that [|uee ()| 11 + [vee (@)l 22 +[lp()] 11 < CR3t~1/2 for
t > 1, and using parabolic smoothing one deduces that

CR?/Z
luza ()l + lvae (®)llzoe + o)l < —g75—, 22, (4.23)

see Section 4.3. However, in view of Remark 2.5, we believe that these decay rates are subopti-
mal. Note that the decay rates conjectured in (2.11) suggest that the left-hand side of (4.23) is
O(t~1) as t — +o0, and this in turn implies that the left-hand side of (4.17) decays like 7-1/2
as T — +o00, indicating that estimate (4.17) is not far from optimal.

4.3 From uniformly local to uniform estimates

Lemmas 4.1 and 4.4 give apparently optimal estimates on the quantities u,, v, in some (time-
dependent) uniformly local L? norm, and on .y, vzs, p in some uniformly local L! norm. To
conclude the proof of Proposition 1.2, it remains to convert these estimates into ordinary L
bounds, as already announced in Remarks 4.2 and 4.5. The starting point is the following well-
known estimate for the heat semigroup S(t) = exp(td?) acting on uniformly local spaces. If
[ € LP (R) for some p € [1,+00), then

IS fllze@ < Cmax(Lt V)| fllp @, >0, (4.24)

see [2, Proposition 2.1]. In particular, for short times, we have exactly the same parabolic
smoothing effect for the solutions of the heat equation as in the ordinary LP spaces. It is easy
to establish a similar result for the solutions of the linearized system (4.15).

Lemma 4.6. Assume that (U, V) is a solution of (4.15), where ||v(t)||r~ < R for some R > 1.
Given p € [1,00), there exists a constant Cy1 > 1 depending only on a,b,p such that, for all
t1 > to > 0 satisfying C11R(t1 — to) < 1, the following estimate holds :

Cn
OO+ VOl < ot (1Wlag + V@) <t<n. (029
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Proof. Without loss of generality, we can take tg = 0. We denote W = (U, V') and we assume
that the initial data Wy = (Up, Vo) belong to L (R)? for some p € [1,+00). If we write equation
(4.15) in integral form and use estimate (4.24), we easily obtain

C
W)z~ <

t
—tM%NMWh&+CRA!WN@Mw®, 0<t<1.

Setting [|[W|| = sup{t/CP||W (t)||p~; 0 < t < t1}, we find |[W] < ClWollpr + C'Rt1||W |, for
some positive constants C, C’. If we now choose t; > 0 so that C'Rt; < 1/2, we conclude that
W < 2CHW0HLP1, which is the desired estimate. O

We first apply Lemma 4.6 to (U, V') = (uy, v, ), with p = 2. As was observed in Remark 4.2,
we know from (4.11) that [ug(t)ll 2, + [lva(t)ll 12, + [p(8)l 12, < CR3?t=1/4 for all t > 1. Thus,
taking ¢t > 2 and choosing tg =t — 1/(C11R) > t/2, we see that (4.25) implies estimate (4.14).
Similarly, we can apply Lemma 4.6 to (U,V) = (u,v¢), with p = 1. Here we invoke estimate
(4.19), which implies that Hut(t)HLil + Hvt(t)HL}ll < CR3/?t=1/2 for all t > 1, and choosing t, tg
as above we deduce from (4.25) that

CR?

e 122 (4.26)

Jus ()l Loe + lve(B)][ Lo <

To control the quantity p = v —v? in L>(R), we can proceed as in the proof of Lemma 4.4.
Integrating (4.21) on the time interval [2,¢] and using estimates (4.14), (4.26), we easily obtain

A

t
o= < Dl +e [ e (o)l oo + o)) ds

t R3 R7/2 CR"/?
2 —(t—2) —(t—s) ( v 0 v
R%e +C/26 <51/2+51/2)d5§ S 22

(4.27)

IN

As auyy = ug+ p and buy, = vy — 2p, we obtain (4.23) from estimates (4.26), (4.27). In addition,
since |p(z, )| < R?for all t > 0 by (2.1), we deduce from (4.27) that ||p(t)||pe < CR7/2(14t)~1/2
for all ¢ > 0, which is the second estimate in (1.10).

The only remaining step consists in improving the decay rates of the first-order derivatives
Ug, Uz, SO as to obtain the first estimate in (1.10).

Lemma 4.7. Under the assumption (4.1), any solution (u,v) € C°([0,4+00), X?) of (3.1) with
initial data (ug,vg) € X42_ satisfies, for any T > 0,

C R7/2
e ()l + oe(®)llz= < —Zm— log(2+1), >0, (4.28)

where R =1+ ||lug||p~ + ||vo||zee and the constant Cio depends only on a,b, 0.

Proof. Since u; = aug, — p, we have the integral representation

uz(t) = 0,5(at/2)u(t/2) — t 0:S(a(t—s))p(s)ds, t>0, (4.29)
t/2

where S(t) = exp(td?) is the heat semigroup. The first term in the right-hand side is easily
estimated (see e.g. [2, Corollary 2.3]):

0.5 at/2)u(t/2) = < 5 It/ < oo (1.30)
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To bound the integral term in (4.29), we distinguish two cases, according to whether s > ¢ — 1
or s <t—1 (if t <2, the second possibility is excluded).

Case 1: s > max(t — 1,t/2). Since [|0,5(t)f| e~ < Ct=Y2||f||p, we obtain using (4.27)

7/2
o5 (att=p(o)| . < =7z ool € = e (43D

Case 2: t>2and t/2 < s <t — 1. Here we observe that, for all x € R,

z—y?\|r—
105 (a(t—3))p(t)|(z) < ﬁ/R@q{ [z — ] >! Uiy, )] dy

( ) Cda(t—s)) t—s
c |z —y|?
< /Rexp<— 5a(t_8)> p(y, s)| dy
C p(y, s)| -t
T t—s /R cosh (e(s)|z — yl) dy, where (s) = (Cos)t/2-

In the last line, we used the assumption that ¢ — s < s and the fact that, for any v > 0, there
exists C' > 0 such that e=** < C cosh(yz)~! for all z € R. Now, we know from (4.20) that

3
Sllp/ |,O(y,8)| dy < 010R3371/2 < 7CR ,
2cR JR cosh(e(s)|x — y|) (1+s)/2

and we conclude that
C Rr3

Jo:5(att-p0)| e < 725 e amE

(4.32)
Combining (4.31), (4.32) we can estimate the integral term in (4.29) as follows:

t CR7/2 t 1 1
0,5 (a(t— wds < ———— i , d
/t/QH (a(t—s))p(s)[| - ds (1+t)1/2 /t/2 mm<t_8 (t—s)1/2> 5

CR7/2
D —
T (L+t)/?

log(2 +1),

and using in addition (4.30) we obtain the desired estimate for ||uy(t)|zee. The bound on
|vz(t)|| oo is obtained by a similar argument. O

4.4 The case where v is not bounded away from zero

We briefly indicate here how the arguments of Sections 4.1-4.3 have to be adapted to establish
Proposition 1.2 without assuming that the second component v(z,t) of system (3.1) is bounded
away from zero. As already mentioned, the idea is to use the modified EDS structures introduced
in Lemma 3.4, where the additional parameter 6 > 0 is chosen sufficiently small depending on
a,b. Instead of E(t), D(t), we use the new integrated quantities defined by

E(t) = /Rx(m) e1(x,t)dx, Dy(t) = /Rx(x)dl(x,t)dx,

and similarly we replace E(t), D(t) by Ey(t), Di(t). It is straightforward to verify that the flux
term f1(z,t) in (3.9) still satisfies the bound f? < Cpeyd;y for some Cy > 0, so that inequality
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(4.6) holds for the new quantities Fj(t), D;(t) with the same proof. Similarly, the additional
flux term Qw,w; in (3.11) is harmless, because

(wwwt)2 = w? (bwm +2(a — b)um)2 < Céd,

for some constant C' > 0. As a consequence, the crucial inequality (4.10) holds for the integrated
quantities E(t), D1(t) by the same argument. In view of the improved lower bounds (3.12), the
conclusion of Lemma 4.1 is strengthened as follows :

sup / <ui + (14 v)v? + ,02> (z,T)dz < CgR®*T~Y/2,
zo€ER JI(x0,T)

for some constant Cg > 0 depending only on a, b, 6. Similarly, Lemma 4.4 holds without assuming
(4.1) and with the stronger conclusion

sup [ (el + (14 Dl + 1ol) (0. T do < GoROT2,
zo€R JI(z0,T)

where the constant Cg only depends on a, b, #. The rest of the proof of Proposition 1.2 does not
rely on assumption 4.1, and follows exactly the same lines as in Section 4.3.

5 Stability analysis of spatially homogeneous equilibria

In this section we study the solutions of system (1.7) in a neighborhood of a spatially homoge-
neous equilibrium (u,v) with % = 2 and ¥ > 0. We look for solutions in the form

u(z,t) = a(l + 4a(x, 1)), v(z,t) = 0(1+20(z,t)) ,
so that the perturbations @, v satisfy the system

Ug(x,t) = alige(x,t) + ky (ﬂ(x,t) —a(z,t) + @(m,t)2) ,

Op(2,t) = blge(x,t) + ko (A(2,t) — 0(z, 1) — d(z,1)?), (5-1)
where k1 = k and ko = 4kv. We introduce the matrix notation
ve(n) = () =) e (B) 26
so that (5.1) takes the simpler form
Wy = DWap + (N - W + W5 )M. (5.2)

Note that the reaction terms in (5.2) are always proportional to the vector M, which therefore
spans the “stoichiometric subspace” of the chemical reaction. They vanish when N-W +W3 = 0,
so that the tangent space to the manifold £ of equilibria at the origin W = 0 is orthogonal to
the vector N.

The integral equation associated with (5.2) is

W(t) = S(t)*WO+/OtS(t—5)M*W2(s)2d5, t>0, (5.3)
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where * denotes the convolution with respect to the space variable z € R, and S(¢t) = S(-,1) is
the matrix-valued function defined by

1 .
S(x,t) = o /Rexp(tA(g)) e di reR, t>0, (5.4)

with

_ _ 2
A(€) = —DE* + MNT = ( o b b£2> . (5.5)

The exponential in (5.4) can be computed explicitly. For that purpose, it is convenient to
introduce the notation

a+b a—2b ki + ko k1 — ko
7 Vv = 7 Ii: 7 6: )
2 2 2 2

sothat a=pu+v,b=pu—v, ki =rk+¥, ko = —{. We observe that
—K—V§2 /{?1
_ 2 _
A = ~(et €+ O where 5O = (T B

Moreover B(€)? = A(€)?1, where 1 is the identity matrix and

A(€) = VR 2w + 126 = kiky + (4 v€2)? (5.6)

In particular, the eigenvalues of A(¢) are real and equal to Ay (£) = —(k + p&?) & A(€). Using
these observations, it is easy to verify that
sinh(A(€)t)

exp(tA(€)) = e~ (et <cosh(A(§)t) 1+ AG)

B({)) . t>0.  (57)

The following result specifies the decay rate of the kernel S(-,¢) in L!(R) as t — +oc.

Proposition 5.1. For any integer m € N, there exists a constant C' > 0 such that the matriz-
valued function S(-,t) defined by (5.4) satisfies, for all t > 0, the estimates
107 SO | wy < Ct™2,
107 SOM| 1y < ctm/? (e7 +w[t™),
IOPNTSO 1wy < O™ (e 4 [v]t™"),
10T N TSOM|| 1) < C™2 (e +1272)

(5.8)

Proof. The following interpolation estimate will be repeatedly used : if f : R — C is integrable
and if the Fourier transform f belongs to the Sobolev space H!(R), then

IF1Z: < Cllflzllzfllze < Cllfll2 10l e - (5.9)

Of course, inequality (5.9) remains valid if f is vector-valued or matrix-valued. Given any ¢ > 0,
we first apply (5.9) to f(z) = S(z,t), recalling that f(&) = S(€,t) = exp(tA(€)) is given by
(5.7). Without loss of generality, we assume henceforth that a > b, so that v > 0 (the converse
case is completely similar). Using the elementary bounds

max(\/kzlkg, |€—|—I/£2|) <A@ < K+ Ve,
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as well as cosh(z) < €* and sinh(z) < min(1,z)e® for z > 0, we easily deduce from (5.7) the
pointwise estimates

S(E8)] < Cet|aS(E, )] < Clefte (5.10)

which imply that [|S(t)|| 2 < Ct~Y/* and ||8§$(t)||L2 < CtY*. Tt thus follows from (5.9) that the
L' norm of S(t) is uniformly bounded for all ¢ > 0. Similarly, for any m € N, the bounds (5.10)
imply that [|€7S(t)||L2 < Ct=Y4™/2 and |0 (€™S(t))|| g2 < Ct/4™/2 5o that (5.9) gives the
first inequality in (5.8).

The other inequalities in (5.8) exploit cancellations that occur when the matrix S(z,t) acts
on the vector M (to the right) or on the vector N7 (to the left). We start from the identities

B(EOM = —kM — v€? (Z;) . NTB(E) = —skNT +ve2(1 1), (5.11)

which follow immediately from the definitions. Writing cosh(At) = e~2! 4-sinh(At) in (5.7), we
find

S(E M = e (wHre)t {e_AtM + <1 — g) sinh(At)M — ve? w <Z;)} . (5.12)

In the particular case where v = 0, one has A = k, so that S(&,t)./\/l = e @A In
general, only the first term in the right-hand side of (5.12) decays exponentially in time, and
can be estimated using the elementary bound ué? + A(€) > k + b&2. The remaining terms are
treated as above, and we arrive at pointwise estimates of the form

S(E, M| < e CrH¥ENt 4 Oy b7t
10eS(&,)M| < Clefte™Cr Dt 4 Cufe](1+ %) e

Invoking (5.9), we thus obtain the second inequality in (5.8). The third one is obtained similarly,
starting from the second relation in (5.11).

Finally, a straightforward calculation shows that

2 2
NTSE DM = =2 e~ (ue®)t {FL e A4 </€ - %) sinh(At)} ,

and we deduce the pointwise estimates
INTS(E, /M| < C e~ (2ete)t | et ebet
ONTS(E, M| < Cleft e~ 1 0u2)e3(1 + £24) e b
Using again (5.9), we obtain the last inequality in (5.8). 0

The conclusion of Proposition 5.1 is interesting for at least two reasons. First, if a # b and
if W(t) = S(t) *x Wy is a solution of the linearized equation (5.2) with initial data Wy € X2, the
first inequality in (5.8) (with m = 1) and the third one (with m = 0) imply that

1 ()| e + 102()l|z = O@H2), Jla(t) = ()= = O™, (5.13)

as t — +o0o. We emphasize that, at the linear level, the difference 4 — ¥ measures the distance
to the manifold &€ of equilibria. Because of (5.13), we conjecture that the decay rates in (1.8)
are optimal for general solutions of (1.7), see the discussion after Proposition 1.2. Note that

23



Proposition 1.1 assumes that the diffusivities are equal, in which case Proposition 5.1 shows
that the difference u(t) — () decays exponentially fast as t — +oo when W = (u, ) solves the
linearized equation.

The second observation concerns the full, nonlinear equation (5.2). Using the first two
estimates in (5.8), it is easy to prove by a fixed point argument that the Cauchy problem for
(5.2) is globally well-posed for small data Wy € LP(R)? if p < oo, and that the solutions satisfy
W ()|l = O~ YP)) as t — +oo. However, the critical case p = oo, which is relevant in
the context of the present paper, cannot be treated by this approach. In fact, using the optimal
decay estimates listed in Proposition 5.1, we are not even able to show that the solution W (t) of
(5.2) originating from small initial data Wy € X? stays uniformly bounded for all times, except
in the case of equal diffusivities where the problem is much simpler. The reason is that, if a # b,
the quantity [|S(t)M||1 gy decays like ¢! as t — +o00 and is therefore not integrable in time.
This indicates that the dynamics of system (1.7) in the space of bounded functions on R is not
simple to analyze, even in a neighborhood of a spatially homogeneous equilibrium.

6 Conclusion and perspectives

The present work is only a modest incursion into the realm of extended reaction-diffusion systems
with a local gradient structure. Even for the very simple example (1.7), which has many specific
properties, our results are incomplete and a global understanding of the dynamics is still missing.
To be more precise, assume that the decay rates (2.11) hold for all bounded and nonnegative
solutions of (1.7), which is a reasonable conjecture (although we are not able to prove that when
a # b). The quantity p = u — v?, which measures the distance to the manifold & of equilibria,
satisfies the equation

Pt = apgr — k(14+40)p + 2(a—b) vy, + 2av> . (6.1)

According to (2.11), the last three terms in (6.1) decay like ¢! when ¢ — +o00, whereas py, =
O(t=2). Tt is therefore reasonable to expect that

1

m <2(a—b)vvm + 2av§> +0(t™?), t— +o00. (6.2)

p =
Inserting this ansatz into the v-equation vy = bu,, + 2kp and neglecting the higher-order terms,
we obtain the following quasilinear diffusion equation

_ b+4dav da o

= — o R t>0. 6.3
vy T 4o vmm+1+4vvx, reR, > (6.3)

Alternatively, setting w = v + 2v?, we can write (6.3) in the more elegant form
b—a
VI+8uw:

We conjecture that the long-time asymptotics of any solution of (1.7) in X_2F corresponds to a
slow motion along the manifold £ of chemical equilibria, which is described to leading order by
the diffusion equation (6.3) or (6.4). Note that the effective diffusion D(w) in (6.4) depends on
the solution w in a nontrivial way, except in the particular case a = b where (6.4) reduces to
the linear heat equation. Given two positive constants w.y, one can solve the Cauchy problem
for (6.4) with Riemann-like initial data

(z) w_ ifx<0,
wo(x) =
0 wy ifx >0,

wy = (D(w)wy) where D(w) = a+ (6.4)
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and this produces a self-similar solution of (6.4) which should describe the diffusive mizing of
two chemical equilibria under the dynamics of (1.7), see [18] for a similar result in the context
of the Ginzburg-Landau equation. A rigorous justification of the slaving ansatz (6.2) and of the
relevance of the diffusion equation (6.4) for the long-time asymptotics of the original system
(1.7) is left to a future work.

On the other hand, the model we consider is just a simple example in a rich family, and it
is natural to ask to which extent our analysis relies on specific features of (1.7). In a first step
towards greater generality, we consider the reaction n.A = mB3, where n, m are positive integers
such that n +m > 3. The corresponding system

Up = QUgy + nk(vm — u") , v = bugy + mkz(u" — vm) , (6.5)

is still cooperative, and the analogue of Proposition 2.1 holds. It is also possible to find a

polynomial EDS structure of the form (3.2), which reads
1 1

- - n+1 -
c n(n+1) " m(m+1)

vm—i—l ’

a
[ = —u"uy + — 0",

n m
d = au™ 2 + ™ % 4 (U —0™)?.

However, there is apparently less flexibility for constructing a second EDS structure in the sense
of Section 3, and at the moment we can do that only if the ratio a/b is not too different from 1.
Except for that limitation in the choice of the parameters a, b, the analogue of Proposition 1.2
holds with a similar proof.

The situation changes significantly when we turn our attention to more realistic chemical
reactions such as Ay = Ay + As. The associated system is still relatively simple

U = AUgy — U+ VW, vy = by, +u —vw, W = CWgy + U — VW, (6.6)

but new difficulties arise that make the analysis substantially more difficult. First, system (6.6)
is not cooperative, and does not satisfy any comparison principle we know of. As a consequence,
new arguments are needed to show that the solutions of (6.6) stay uniformly bounded for all
nonnegative initial data in L>°(R). For the same reason, it is not obvious that a solution starting
close (in the L sense) to a chemical equilibrium will stay in a neighborhood of that equilibrium
for all times. Next, the only EDS structure we are aware of is given by the general formulas (1.5),
and we are not able to construct a second EDS structure that controls the entropy dissipation, as
we did in Section 3 for the simpler system (1.7). At the moment, we are thus unable to prove the
analogue of Proposition 1.2 for system (6.6), and a fortiori for more complex reaction-diffusion
systems of the form (1.2). We hope to be able to elucidate some of these questions in the future.

A Flux bound for the Boltzmann entropy

We show here that the quantities e, f, d defined in (1.5) satisfy the pointwise estimate

f(z,t)]* < Ce(z,t)d(z,t)log(2 + e(z,1)), (A.1)
where C' = C, max(dy,...,d,) and
2
Cy, = sup #(log(2)) d(z) = zlog(z) —z+1.

50,271 $(2)10g(2 + ¢(2)) ’
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Indeed, using the definitions of f and d in (1.5) and Hoélder’s inequality, we find

If]* < (ZZ:; dz‘NCC;'Q) <@Z:; dici(log(ci))2> <d (Zn: dici(log(ci))2>'

i=1

On the other hand, we have

n

D_cillog(e))” < €LY olei)log(2+ (i) < Cuelog(2+e),
=1

i=1

where e = >~ | ¢(¢;). Altogether this gives (A.1). Numerically one finds C, ~ 3.06.

References

[1]

[15]
[16]

[17]

Th. Alazard and D. Bresch, Functional inequalities and strong Lyapunov functionals for free surface
flows in fluid dynamics, arXiv:2004.03440.

J. Arrieta, A. Rodriguez-Bernal, J. Cholewa, and T. Dlotko, Linear parabolic equations in locally
uniform spaces. Math. Models Methods Appl. Sci. 14 (2004), 253-293.

D. Bakry and M. E/hrnery7 Diffusions hypercontractives. In Séminaire de probabilités, XIX, 1983/84
(eds J. Azéma, M. Yor), 177-206. Lecture Notes in Mathematics 1123, Springer, 1985.

M. Caputo and A. Vasseur, Global regularity of solutions to systems of reaction-diffusion with sub-
quadratic growth in any dimension. Comm. Partial Differential Equations 34 (2009), 1228-1250.
M. Caputo, Th. Goudon, and A. Vasseur, Solutions of the 4-species quadratic reaction-diffusion
system are bounded and C'*°-smooth, in any space dimension. Anal. PDE 12 (2019), 1773-1804.

P. Collet and J.-P. Eckmann, Space-time behaviour in problems of hydrodynamic type: a case study.
Nonlinearity 5 (1992), 1265-1302.

L. Desvillettes and K. Fellner, Exponential decay toward equilibrium via entropy methods for
reaction-diffusion equations. J. Math. Anal. Appl. 319 (2006), 157-176.

L. Desvillettes and K. Fellner, Entropy methods for reaction-diffusion equations: slowly growing
a-priori bounds. Rev. Mat. Iberoam. 24 (2008), 407-431.

L. Desvillettes, K. Fellner, and Bao Quoc Tang, Trend to equilibrium for reaction-diffusion systems
arising from complex balanced chemical reaction networks. STAM J. Math. Anal. 49 (2017), 2666—
27009.

L. Desvillettes and C. Villani, On the trend to global equilibrium for spatially inhomogeneous kinetic
systems: The Boltzmann equation. Invent. Math. 159 (2005), 245-316.

Yihong Du and P. Polécik, Locally uniform convergence to an equilibrium for nonlinear parabolic
equations on RY. Indiana Univ. Math. J. 64 (2015), 787-824.

J.-P. Eckmann and J. Rougemont, Coarsening by Ginzburg-Landau dynamics. Comm. Math. Phys.
199 (1998), 441-470.

K. Fellner, J. Morgan, and Bao Quoc Tang, Global classical solutions to quadratic systems with
mass control in arbitrary dimensions. Ann. THP Anal. Non Linéaire 37 (2020), 281-307.

K. Fellner, J. Morgan, and Bao Quoc Tang, Uniform-in-time bounds for quadratic reaction-diffusion
systems with mass dissipation in higher dimensions. Discrete Contin. Dyn. Syst. Ser. S 14 (2021),
635-651.

K. Fellner and Bao Quoc Tang, Explicit exponential convergence to equilibrium for nonlinear
reaction-diffusion systems with detailed balance condition. Nonlinear Analysis 159 (2017), 145-180.

K. Fellner and Bao Quoc Tang, Convergence to equilibrium of renormalised solutions to nonlinear
chemical reaction-diffusion systems. Z. Angew. Math. Phys. 69 (2018), Paper No. 54, 30 pp.

J. Fischer, Global existence of renormalized solutions to entropy-dissipating reaction-diffusion sys-
tems. Arch. Ration. Mech. Anal. 218 (2015), 553-587.

26



18]
19]
20]
21]
22]
23]
24]
25]
26]
27]
28]

[29]

[30]

[31]

Th. Gallay and A. Mielke, Diffusive mixing of stable states in the GinzburgLandau equation. Comm.
Math. Phys. 199 (1998), 71-97.

Th. Gallay et S. Slijepcevié¢, Energy flow in formally gradient partial differential equations on un-
bounded domains. J. Dynam. Differential Equations 13 (2001), 757-789.

Th. Gallay and S. Slijepcevié¢, Distribution of energy and convergence to equilibria in extended
dissipative systems. J. Dynam. Differential Equations 27 (2015), 653-682.

Th. Gallay and S. Slijepcevié¢, Uniform boundedness and long-time asymptotics for the two-
dimensional Navier-Stokes equations in an infinite cylinder. J. Math. Fluid Mechanics 17 (2015).

A. Glitzky, K. Groger, and R. Hiinlich, Free energy and dissipation rate for reaction diffusion
processes of electrically charged species. Applicable Analysis 60 (1996), 201-217.

K. Groger, Asymptotic behavior of solutions to a class of diffusion-reaction equations. Math.
Nachrichten 112 (1983), 19-33.

K. Groger, Free energy estimates and asymptotic behaviour of reaction-diffusion processes, WIAS
preprint 20 (1992), unpublished.

Th. Goudon and A. Vasseur, Regularity analysis for systems of reaction-diffusion equations. Ann.
Sci. Ecole Normale Supérieure 43 (2010), 117-142.

D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lectures Notes in Mathematics
840, Springer, 1981.

F. Horn and R. Jackson, General mass action kinetics. Arch. Rational Mech. Anal. 47 (1972),
81-116.

M. Liero and A. Mielke, Gradient structures and geodesic convexity for reaction-diffusion systems.
Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 371 (2013), 20120346, 28 pp.

H. Matano and P. Pola¢ik, Dynamics of nonnegative solutions of one-dimensional reaction-diffusion
equations with localized initial data. Part I: A general quasiconvergence theorem and its conse-
quences. Comm. Partial Differential Equations 41 (2016), 785-811.

A. Mielke, A gradient structure for reaction-diffusion systems and for energy-drift-diffusion systems.
Nonlinearity 24 (2011), 1329-1346.

A. Mielke, Uniform exponential decay for reaction-diffusion systems with complex-balanced mass-
action kinetics. Patterns of dynamics, 149-171, Springer Proc. Math. Stat. 205, Springer, Cham,
2017.

A. Mielke, J. Haskovec, and P. Markowich, On uniform decay of the entropy for reaction-diffusion
systems. J. Dynam. Differential Equations 27 (2015), 897-928.

A. Pauthier and P. Poléacik, Large-time behavior of solutions of parabolic equations on the real line
with convergent initial data. Nonlinearity 31 (2018), 4423-4441.

A. Pauthier and P. Polacik, Large-time behavior of solutions of parabolic equations on the real line
with convergent initial data II: equal limits at infinity. J. Math Pures Appl. 153 (2021), 137-186.

M. Pierre, Global existence in reaction-diffusion systems with control of mass: a survey. Milan J.
Math. 78 (2010), 417-455.

M. Pierre, T. Suzuki, and Y. Yamada, Dissipative reaction diffusion systems with quadratic growth.
Indiana Univ. Math. J. 68 (2019), 291-322.

M. Pierre, T. Suzuki, and Rong Zou, Asymptotic behavior of solutions to chemical reaction-diffusion
systems. J. Math. Anal. Appl. 450 (2017), 152-168.

P. Polacik, Examples of bounded solutions with nonstationary limit profiles for semilinear heat
equations on R, J. Evol. Equ. 15 (2015), 281-307.

P. Poléacik, Threshold behavior and non-quasiconvergent solutions with localized initial data for
bistable reaction-diffusion equations. J. Dynam. Differential Equations 28 (2016), 605-625.

P. Polacik, Convergence and quasiconvergence properties of solutions of parabolic equations on the
real line: an overview. In ”Patterns of Dynamics”, pp. 172-183, Springer Proc. Math. Stat. 205,
Springer, Cham, 2017.

27



[41] M. H. Protter and H. F. Weinberger, Mazimum Principles in Differential Equations, Springer, 1984.

[42] F. Rothe, Global Solutions of Reaction-Diffusion Systems, Lectures Notes in Mathematics 1072,
Springer, 1984.

[43] A. van der Schaft, S. Rao, and B. Jayawardhana, Complex and detailed balancing of chemical
reaction networks revisited. J Math Chem 53 (2015), 1445-1458.

[44] Ph. Souplet, Global existence for reaction-diffusion systems with dissipation of mass and quadratic
growth. J. Evol. Equ. 18 (2018), 1713-1720.

[45] A. Volpert, Vit. Volpert and V1. Volpert, Travelling wave solutions of parabolic systems, Translation
of Mathematical Monographs 140, AMS, Providence, 1994.

Thierry Gallay
Institut Fourier, Université Grenoble Alpes, 100 rue des Maths, 38610 Gieres, France
FEmail: Thierry.Gallay@univ-grenoble-alpes.fr

SiniSa Slijepcevié
Department of Mathematics, University of Zagreb, Bijenicka 30, 10000 Zagreb, Croatia
Email: sinisa.slijepcevic@math.hr

28



