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ABSTRACT
The challenge of simulating realistic Sign Language using avatars
lies in achieving accurate human-like postures for effective com-
munication. Unlike artistic or motion capture techniques, linguist-
driven procedural generationmethods are widely employed, relying
on skeletal representations to synthesize a broad range of signs.
However, determining appropriate joint limits for these avatars is
intricate due to inter-joint and intra-joint dependencies, as well as
variations in biomechanical properties. In this context, our work ad-
dresses this problem by introducing a pose corrector, enhancing an
established Sign Language synthesis technique. Focused on rectify-
ing extreme joint rotations, our approach incorporates a pre-trained
poser based on existing work, integrated with a 21-joint character
model. The correction process involves applying linguist-defined
constraints using AZee language and subsequent pose corrections,
showcasing promising advancements in obtaining more natural
sign gestures.
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1 INTRODUCTION
The field of simulating realistic Sign Language using signing avatars
has been a topic of growing interest in recent years. In contrast to
artistic and motion capture techniques, linguist-driven procedural
generation techniques[7] are widely used on a skeletal representa-
tion of an avatar to provide a broad coverage of synthesized signs.
Since these avatars imitate human signers, natural human-like pos-
ture generation is paramount to not only the functionality of the
avatar but also for the comprehensibility of the Sign Language
discourse.
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Modeling a human body accurately for Sign Language highly de-
pends on the postures required to achieve a discourse. One common
concern faced by most procedural animation based signing avatars
is the awareness of the range of human motion due to physical
joint limits. If the human joint limits are modeled too conserva-
tively, the avatar might never attain the desired pose. On the other
hand, overly relaxed human joint limits might lead to synthesis
of impossible poses for an anatomical human body. Thus, setting
appropriate human joint limits is challenging because not only that
different joints have different ranges of angles, bio-mechanics liter-
ature [6] [17] [9] suggests that the range of angle varies depending
on the positions of other joints (inter-joint dependency) or other
degrees-of-freedom in the same joint (intra-joint dependency). For
example, the range of motion for the middle finger depends on the
configuration of the other fingers.

In this work, we enhance an established Sign Language synthe-
sis technique by introducing a pose corrector based on existing
data-driven methodologies within the field. Our corrector targets
extreme joint rotations, aiming to rectify and improve the synthesis
of poses in the context of Sign Language discourse. This innovation
contributes to a more natural and fluid representation of sign ges-
tures, ultimately enhancing the overall quality of Sign Language
synthesis.

2 BACKGROUND
Our background research commences with an examination of joint
extremities within current kinematic approaches employed in Sign
Language synthesis. Subsequently, we delve into related studies
within the broader domain of human motion synthesis. Finally, we
conclude our investigation by reviewing recent research focused
on pose-conditioned joint limits derived from human body priors.

2.1 Kinematics in Sign Language synthesis
The challenge of determining a character pose satisfying specified
constraints is a well-explored problem, often characterized by its
undetermined nature, allowing multiple poses to meet the given
constraints [2, 18]. This can result in the generation of diverse and
sometimes unnatural joint configurations for the same set of con-
straints. In Sign Language synthesis, existing systems often grapple
with this challenge by restricting the avatar through limited Inverse
Kinematics (IK) chains, such as employing two for hands, one for
the spine, etc. [12]. However, this approach imposes a significant
burden on animators (or linguists in this case) who must specify
an excessive number of constraints. For example, movement of the
left arm to an unreachable point for the hand ik chain will require
a separate movement specification of the spine IK, allowing the
avatar to bend and reach the point.

Recent research has pioneered techniques in sign language pose
correction, marking a significant advancement in the field. These
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techniques aim to confine animated characters within the space of
natural poses based on biomechanics and kinesiology, representing
the first work of its kind in sign language pose correction. One
notable approach involves measuring the contribution of each in-
dividual IK chain separately to restrict the character’s movements
[11]. Another strategy utilizes a relaxation algorithm for specific
joints to achieve more natural poses [8]. Despite these advance-
ments, describing a broad range of body poses remains challenging,
especially for dynamic styles lacking straightforward biomechani-
cal interpretations. For instance, signers may intentionally stretch
their arms beyond the typical comfort range or manipulate an IK
chain beyond its contributions to convey meaning, such as illus-
trating the physical difficulty of a task.

2.2 Human Body Prior
Capturing the range of motion for an avatar poses a considerable
challenge, as existing methods often necessitate the estimation of
numerous specific parameters through repeated experiments. This
complexity makes it challenging to apply these methods as general
joint-limit constraints [9]. Consequently, there has been notable
research focusing on the representation of joint angles and the
integration of forward kinematics within neural networks. Akhter
and Black [1] propose a pose-dependent model of joint angle limits,
demonstrating effective generalization while avoiding the genera-
tion of physically impossible poses. Building upon this idea, they
introduce a heuristic score function, denoted as "prior," over body
pose that penalizes impossible configurations while permitting
feasible ones [13], leveraging a variational auto-encoder for this
purpose. This heuristic score function acts as a pre-established cri-
terion based on certain features, guiding the understanding of the
distribution of human joint postures. This implies that the joint
posture of the human body is not arbitrary but follows a specific
distribution. Through pre-training a model to understand this pos-
ture distribution, we can identify the most plausible posture among
those that satisfy the Inverse Kinematics (IK) requirements. This is
achieved by utilizing a latent space to represent poses and learn-
ing the distribution density function of poses. Post-training and
distribution of action sets, a reasonable pose can be derived. This
pose serves as the IK solution by determining the posture with the
highest probability within the latent space under given constraints.

Built on this work, we use this pose prior to restrict the poses
generated from our synthesis model.

3 OVERVIEW
The primary idea of our work involves leveraging a pre-trained
poser based on work in [13]. This pre-trained poser is then inte-
grated with our existing constraint resolution algorithm to correct
any unnatural joint angles, ensuring that the generated poses ad-
here to realistic and feasible configurations.

3.1 Character Model
We employ a 21-joint character model, excluding finger joints, and
enhance it by incorporating a restricted set of body sites [12] to
facilitate Inverse Kinematics (IK) operations. These sites are affixed
to the mesh through parent-child constraints, contributing to the

overall flexibility and effectiveness of the IK operations within the
character model.

3.2 Pose Synthesis
The pose synthesis can be divided into 2 stages - constraining the
avatar using constraints defined by a linguist in the AZee language,
and then applying pose corrections to those evaluations to fix joint
limits.

3.2.1 Constraining the Avatar using AZee. AZee [7] allows us to
write parameterised signed forms for semantic functions. A sign
language utterance is encoded in the form of a hierarchy of ap-
plied production rules instead of a sequence. Given a description, it
produces a timeline specifying all parts of the utterance to render
with the avatar, thereby addressing the issues of non-manual fea-
tures synchronisation, sign concurrency, and timing. Furthermore,
AZee’s timeline specifications also carry interpolation informa-
tion and are essential for synthesising the utterance. To illustrate
this concept, let’s examine the following AZee expression from a
pre-existing corpus [3] where the signer places "Iraq" on the eight
signing space(to reuse later on for some reference).

:about-ref
'pt
^Rssp
'info
:Irak

Evaluating this expression with the AZee interpreter generates
a recursive representation of blocks to be animated [15].

Each of these blocks contain some constraints for the avatar.
Figure 2 represents the corresponding block structure for the above
expression. These blocks can be summarized as follows:

• SIG: The constraints for the sign of the country Iraq. This is
done by constraining the side of the avatar’s right palm on
the right side of the head ??

• GAZE: Constraints for gazing on the right signing space
with a slight movement of the bust.

Thus, for time frame f, a set of ordered constraints 𝑐 = 𝑐1, 𝑐2, ..., 𝑐𝑛
inside a set of parallel blocks 𝐵 = 𝐵1, 𝐵2, ..., 𝐵𝑛 generate a posture
for the avatar.

To synthesize a pose for time t, our algorithm optimises the loss
for each of these constraints. For inverse kinematics constraints,
this loss is the distance of the current body site position from its
desired position while for forward kinematics constraint, it is the
angular magnitude of the actual bone orientation and the desired
bone orientation.

3.2.2 Pose Corrector. After obtaining our calculated pose for each
time frame from the evaluated AZee constraints, we send each of
these poses to the pose predictor module to apply the joint limit
corrections. Our combined optimisation algorithm is shown in
algorithm 1.
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Figure 1: Results for the AZee expressions (from left to right): armoire,maintenant, about-ref(R̂ssp, Irak)

Figure 2: Block breakdown for the example expression

4 DISCUSSION AND FUTUREWORK

Figure 3: Problems with elbow placements for the sign
tree(left) compared to a valid synthesis(right)

We implemented our animator module inside Blender[4]. We can
observe in figure 1 more natural poses and less joint breaking when
compared to the previous approach especially for spine and palms.
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Algorithm 1 Combined Optimization Algorithm

1: for 𝑓 𝑟𝑎𝑚𝑒 in frames do
2: switch_cursor_to_frame(𝑓 )
3: for parallel_block in self.parallel_blocks do
4: constraints.add(parallel_block.constraints)
5: end for
6: for constraint in constraints do
7: constraint.apply(𝑓 𝑟𝑎𝑚𝑒)
8: end for
9: model.pose_embedding
10: model.global_trans
11: optimizer = . . .
12: for epoch in range(max_epochs) do
13: optimizer.zero_grad()
14: . . .
15: optimizer.step()
16: if loss.item() < threshold then
17: break
18: end if
19: end for
20: posture.keyframe(𝑓 𝑟𝑎𝑚𝑒)
21: end for

For certain scenarios, the pose corrector over-corrects the pose
by extensively, thus changing the meaning of the sign(example in
figure 3). This happens mostly because the poser has a bayesian bias
and a potential solution to this could be studying the continuity of
the pose corrector with respect to signing spaces and subsequently
improving the learnt pose prior based on neural distance fields [16]
or diffusion [10].

In future, we can apply similar data-driven corrections for the
hand model[14] and for facial synthesis as well(currently imple-
mented using FACS[5]).
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