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Abstract. In recent years, the adoption of the FAIR principles has
achieved notable success. This progress has led to the development of
numerous assessment tools originating from diverse fields of application,
thus addressing diverse object types, interpretations and implementa-
tions. Given the plethora of proposals available, it is crucial for users
to precisely understand these measures, compare them effectively, make
informed choices, and accurately interpret the obtained measurements.
To meet these needs, we propose a model to formally represent and an-
alyze measures. Besides the benefit of homogenization, it allows for the
formal definition of three characteristic quantities: coverage, granularity
and impact. Our experiments show how these quantities (i) contribute to
explain different scores obtained by digital artifacts using two different
state-of-the-art assessment engines, (ii) enable a comparative study of
different FAIRness measures, independently of any digital artifact.

Keywords: FAIR data · FAIR assessments · Trustworthiness.

1 Introduction

These recent years, the FAIR principles [40] have been increasingly adopted to
assess the Findability, Accessibility, Interoperability and Reusability of their dig-
ital resources. Due to this widespread adoption, they have been specialized or
even extended to meet the needs of very different scientific communities. For in-
stance, the RDA FAIR4RS working group derived these principles to specifically
address research software [5], typically targeting their usability and reusability
within other software. These principles have also been adapted in the context
of AI [24], ontology development and semantic artifacts [32,9], data analysis
workflows [38].

To support people in these assessment tasks, numerous tools have been devel-
oped, originating from diverse fields of application. They may address different
types of objects, stem from different interpretations or implementations of the
principles. Consequently, besides the varied terminology, one can notice that
sometimes sub-principles are skipped, and how indicators are expressed or im-
plemented changes from tool to tool.
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In addition, when scores are provided, they may not range in the same inter-
val; the functions used to aggregate the scores, as well as the weights assigned
to the various indicators, may also differ. In some way, this diversity is under-
standable as the FAIR principles are not restrictive guidelines.

However, with numerous and diverse available tools, a user may be faced to
different questions such as: “Why does my resource get such a score with this
tool?”, “Why does it receive a higher score with tool A compared to tool B?”,
“What are the differences between tools A and B?”, “Which one fits my needs
better?”. To answer such questions, some studies already have proposed compar-
isons of tools, based on metrics used, on characteristics of the tools themselves, on
the measurements obtained with numerous datasets [7,34,42,27,35,19,29]. These
studies are clearly useful, but it is still a challenge to interpret scores, understand
and compare FAIRness measures, and make informed choices.

This article aims to tackle this challenge based on two main points. First
we observe that the FAIR principles alone do not offer a sufficient framework to
take into account the multiplicity of variations found from a measure to another.
A generic model enabling some homogenization in representing the measures
could help. Second, to our knowledge, there are no formally defined characteristic
quantities to reflect the salient features of a given measure, that could help both
its understanding and its comparison with other ones.

The remainder of the paper is organized as follows. In section 3, we pro-
pose a formal model based on the tree structure of the FAIR principles, coping
with the variability of FAIRness measures. Section 4 outlines the methodology
for representing a given measure within this model, using FAIR-checker and
F-UJI as examples. Section 5 introduces the coverage rate, granularity and im-
pact quantities facilitating the comparison of FAIRness measures. We show with
experimental results in section 6 how our framework can be used to provide bet-
ter insights on diverging FAIR assessments. We propose concluding remarks in
section 7.

2 Related Work

The FAIR principles were published in 2016 [40] as general guidelines for the pub-
lication of digital resources to make them Findable, Accessible, Interoperable,
and Reusable. Since then, numerous methods and tools have been developed to
assess FAIRness, each with its own interpretation of the principles. This variety
of interpretations and of types of assessment methods (automated tools, check-
lists, self-assessment questionnaires, etc.) makes them difficult to compare. To
address this problem, the FAIR data maturity model [4] proposes a set of indica-
tors that express measurable aspects of the FAIR principles and on which future
evaluation tools can be based. Although this initiative proposes consensual defi-
nitions adopted by large multi-disciplinary communities, it is still challenging to
compare FAIRness measures in their whole, from implementations to evaluation
results.
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Several comparisons have already been conducted. Slamkov et al. [34] com-
pare five questionnaires and checklists: ARDC’s tool [3], CSIRO’s tool [10], SAT-
IFYD [11], EUDAT checklist [25], and the SHARC grid [12], according to their
main characteristics (type, documentation, dependency to a specific repository,
automated score computation) and the results obtained on seven datasets.

Another comparison [35] focuses on three automated tools: F-UJI [13], FAIR
Evaluation Service3 [41] and FAIR-Checker [17]. They are all compared based
on distinguishing aspects (documentation, availability of the code, format and
log of the results. . . ). Then the author focus on F-UJI and the FAIR Evaluation
Service to compare their metrics/indicators in detail, first by focusing on their
expression in natural language and then on the experimental results obtained
on three datasets. Since then, both F-UJI and FAIR-Checker have changed.
Wilkinson et al. [42] highlight that some of the differences between the results of
F-UJI and the FAIR Evaluation Service are not due to the metrics themselves,
but to their different ways of collecting the metadata to be evaluated. This
applies to all automated tools and contributes to the difficulty of comparison.

Krans et al. [27] provide a detailed qualitative comparison of ten tools, both
questionnaires and automated tools. They mostly focus on their prerequisites,
the ease and effort to use them, the type and quality of the outputs. They also
test them on two datasets and observe a large variability in the FAIRness scores
obtained, thus showing the difficulty in interpreting the questions in question-
naires and the differences in the implementations of the principles for automated
tools. Candela et al. [7] provide an overview of twenty FAIR assessment tools, an-
alyzing distinguishing features such as target, adaptability, methodology. . . They
particularly document the divergence between declared intents of metrics and
what is actually assessed. Some tools have also been compared in the context of
domain-specific FAIRness assessment [19]. In particular, they compare the over-
all FAIRness score obtained on some datasets by the FAIR Evaluation Service,
F-UJI, FAIRshake [8], and a self-assessment based on the FAIR data maturity
model. They observe that the tools obtain scores close enough to consider that
they give similar levels of FAIRness, especially if of the same kind (questionnaire
or automated tool).

Recently, Moser et al. [29] propose a brief comparison of the FAIRness mea-
sures rather than the tools based on them. They focus on the FAIR Maturity
Indicators [41], the FAIR Data Maturity Model [4], FAIRsFAIR metrics used in
F-UJI [13] and FAIR metrics for EOSC [20]. They compare their numbers of
indicators, and their structures: some metrics define indicators for intermediate
principles (A1 and R1) while others do not. They also highlight that some of
them give different importance to their indicators.

The main objective of our proposal is closer to this latter work, while we
aim to push further the comparison of the scores and of the importance of each
element in the measures. We propose an innovative approach with a generic
model and formal definitions of characteristic quantities.

3 With the metric collection: “All Maturity Indicator Tests as of May 8, 2019”
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3 A Generic Model to Represent FAIRness Measures

Our aim is to define a simple unifying framework expressive enough to repre-
sent and compare as many measures as possible. We focus on the importance
they give to the FAIR principles and sub-principles. In this view our analysis
of FAIRness measures has identified three notions to describe their tree-like or-
ganization: principles, indicators and implementations. As the ways scores are
computed vary a lot, we propose a generic representation. It ensures that if a
score is computed for a given principle or sub-principle by a measure, the score
computed through its representation in the model is the same. Hence, we propose
to represent a measure of FAIRness as a tuple

M = (V,E,FAIR,♢, w, vmax , D)

where elements (V,E,FAIR) refer to the structure and (♢, w, vmax, D) to the
score computation. They are detailed in the following.

3.1 Modeling of the Structure

Obviously, the different measures of FAIRness rely on the hierarchy of the FAIR
principles [40]. Here, the term principle is used in a broad sense, i.e. it refers to
both principles and sub-principles. We represent them as a tree, illustrated with
the tree of ellipses in Figure 1. Its sets of nodes is denoted P = {FAIR,F,F1,F2,
F3,F4,A,A1,A1.1 . . .} and its edges, EP = {(FAIR,F), (F,F1), (F,F2) . . .}.

Then, these principles are refined into several measurable criteria, expressed
in natural language, which we call indicators. An indicator is named a “met-
ric” in FAIR-Checker [17] and F-UJI [13], a “FAIRness assessment question” in
O’FAIRe [1], a “maturity indicator test” in the FAIR Evaluation Service [41], or
a “check” in FOOPS! [18]. Given M, a measure of FAIRness, we denote I(M)
its set of indicators. Finally, in the case of an automated tool, indicators are
associated to implementations, belonging to set Imp(M), allowing a resource to
be evaluated on them.

Hence, the structure of a measure M is represented by a directed rooted
tree (V,E,FAIR), simply adding indicators and implementations to the FAIR
principle tree, where:

– FAIR is the root of M and of the FAIR principles tree;
– V are the nodes of the tree, such that V = P ∪ I(M) ∪ Imp(M);
– E are the edges, where E ⊆ EP ∪ (P × I(M)) ∪ (I(M)× Imp(M));
– there can only be one implementation per indicator.

In this model, an implementation can be linked only to an indicator, which
in turn can be linked only to a principle, any principle, not just to the leaves of
the FAIR principles tree. This is intended to simplify the representation and to
ease understanding and comparison of the measures. Methods for representing
existing measures that do not comply with these constraints (e.g. with hierarchies
of indicators, or additional sub-principles.) are discussed in section 4.
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To manipulate a measure such defined, we introduce the usual notions of
children and of descendants: Let n ∈ V be a node of the tree, then childrenM(n)
is the set of children of n in M, and descM(n) is the set of descendants of n in
M.

3.2 Computing the Scores

Intuitively, we consider that, given some resource d to evaluate, the score at a
node is obtained by a weighted aggregation of the scores obtained by its children.
The score of an indicator comes directly from executing its implementation imp
for d, so we assume a family of evaluation functions, evald such that evald(imp)
denotes the obtained score. In this view, we detail the elements (♢, w, vmax , D)
of the representation of a measure.

– ♢ : P(R+ × R+) → R+ is an aggregation function, producing a new (ag-
gregated) score from some pairs (score,weight). It can be either a weighted
sum (noted SUM) or a weighted average (noted AVG). It returns 0 in case
of an empty set.

– w : V → R+ is a weighting function. Given a node n, w(n) represents the
importance of n with respect to its siblings in the hierarchy.

– vmax : Imp(M)∪I → R+ is a function where, with i being an implementation
or and indicator, vmax (i) is the maximum value that can be obtained for i
whatever the resource. For example, in F-UJI, vmax (R1-01MD) = 4.

– D is a function such that, given any implementation imp, D(imp) is a set of
expressions of the form: ∀d, evald(imp) ⩾ v ⇒ evald(imp′) ⩾ v′. Intuitively,
for any resource, if executing imp results in a value above v, one is warranted
that implementation imp′ results in a value above some minimal value v′.
This is what we call a dependency between imp and imp′.

Keeping these notations, the computation of the score obtained by some
resource d can then be expressed as follows.

score(M, d) = score(M, evald,FAIR) (1)

Function score, for a given node n ∈ V , is expressed for any function eval by:

score(M, eval, n) =

eval(n) if n ∈ Imp(M)

♢
n′∈childrenM(n)

(w(n′), score(M, eval, n′)) otherwise

(2)

4 Strategies for Representing Measures in our Approach

Some measures fit the proposed model directly. For others, several strategies
may be applied. We explain and illustrate them with several FAIRness measures
or tools, five automated tools and two questionnaires. Two tools can be used to
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assess any digital resources: FAIR-Checker [15,17], and FAIR Evaluation Ser-
vice [2,41] (the indicators from the collection “All Maturity Indicator Tests as
of May 8, 2019”). One tool focuses on datasets: F-UJI [14,13]. Two tools are
designed specifically for ontologies: FOOPS! [16,18] and O’FAIRe [30,1]. We also
consider two online questionnaires with ARDC’s questionnaire [3] and SATI-
FYD [11], allowing to make a self-assessment of a digital resource.

All these tools can be used online, and, except for O’FAIRe, they allow to
assess any digital resource. We rely preferably on the online tools of the measures
since they are more up-to-date and since it is sometimes easier to understand
how the global score is computed. We first discuss the representation of the
structure, then the computation of the scores.

4.1 Representing the Structure of Measures

The backbone of the structure chosen to represent measures is the full FAIR prin-
ciples tree. In addition, several indicators can be attached to a same principle,
an indicator can only be attached to a single principle, and an implementation
to a single indicator.

For measures that fully or partially use the FAIR principles tree without
additional principles, the indicators remain linked to principles just as they are.
Notice that the entire FAIR principles tree is kept in the representation of the
measure. This applies for example to particular questionnaires which are not
detailed according to each sub-principle, but only according to F, A, I and R.
Some measures define and use new sub-principles with associated indicators.
These sub-principles are not represented but their indicators are considered and
linked to their closest parent in the FAIR principles tree.

Some measures have several level of refinement for their indicators. For in-
stance, Wilkinson et al. [41] propose a level of “maturity indicator”, and then of
“maturity indicator test”, F-UJI [13] has a level of “metrics” and then of “tests”.

To map these measures to our model, we reduce them to a single level,
focusing on the one highlighted by their measuring tools, the one for which a
score is clearly given. Hence, in F-UJI, we keep their “metrics” as indicators, and
in [41] the “maturity indicator test” since it is the only one to appear clearly in
their online tool.

Notice that, even though some of the particularities of some measures are
not reproduced in their representation within the generic model, the strategies
maintain the characteristic elements necessary for understanding the importance
they give to the FAIR principles. This is also the case for their score calculation
which we explain in the following.

4.2 Representing the Scores Computations

In our model, the scoring method is a weighted aggregation of the evaluations
and scores obtained all along the tree structure, as explained in section 3.2. We
seek to represent the scoring of existing measures in this way, ensuring that if a
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score is computed for a given (sub-)principle by the measure, the score computed
through its representation in the generic model is the same.

Measures that compute a score already have maximum values vmax (i) for
implementations and indicators, an aggregation function ♢, and possibly a set
D of dependencies between implementations. These elements are all kept as is
in the representation of the measure. Only the weights remain to be defined.

We first explain how to determine the weight of each implementation and
indicator, and then how to deduce the weights on the other nodes.

First, all the implementations get a weight equal to 1. Then, the weights of the
indicators may be explicit or implicit in the initial expression of a measure. When
explicit, such as in O’FAIRe, where the weights correspond to their “credits”, they
are kept as is in the representation. When implicit, such as in FOOPS!, they are
set to 1. Some approaches, for example the FAIR Evaluation Service, do not
compute any score. This means that each user is supposed to choose how to
use the results obtained for implementations and indicators. We assume they all
have a weight equal to 1 and that the score is computed with a weighted average.

It is now possible to weight the other nodes of the representation. If the
measure uses a sum to compute the overall score, the weight of other nodes is
set to 1. If the measure computes the score with a (weighted) average, then the
weight assigned to a node is the sum of the weights of its children. According
to this, a principle to which no indicator is attached gets a weight equal to 0
(respectively 1) in case of a weighted average (respectively a sum).

For questionnaire approaches, where the score is usually computed first on F,
A, I, and R, and then globally as an average of these four scores, the weights of
the main principles F, A, I, and R are 1, and the weights of the other principles
are 0, since the indicators are not detailed according to them.

4.3 Examples of Representation in the Generic Model

FAIR-Checker computes the score of a resource by averaging the values ob-
tained for the indicators. It implicitly uses weights, so we set them to 1 for all
the indicators. Then, the weight of a node is assigned the sum of the weights of
its children. This is illustrated in Figure 1a: an example of dependency in FAIR-
checker is that the implementation of the indicator I-I1 associated to principle
I1 delegates evaluation to the one implementing F2A associated to F2. Hence,
in Figure 1a, we represent these full delegations by equalities.

F-UJI computes the score using an unweighted sum. Its representation is
illustrated in Figure 1b. Notice that in F-UJI, value vmax varies from 1 to 4,
thus assigning different importance to indicators. Dependencies between imple-
mentations, if any, are not taken into account.

4 According to https://www.f-uji.net/index.php?action=methods, assessment de-
tails of FsF_A2_01M are excluded from the F-UJI implementation.

https://www.f-uji.net/index.php?action=methods
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w: weight – v: vmax (under the leaves)

Fig. 1: Representation of measures.

5 Characteristic Quantities for Measure Analysis

To highlight the salient traits of a measure we formally define three characteristic
quantities: coverage rate, granularity and impact.

Coverage Rate The role of the coverage rate is to measure to what extent
a FAIRness measure covers the FAIR principles. Several definitions may apply.
The simplest would be the proportion of leaves of the FAIR principles tree that
have an indicator. However, this does not take into account the specificity of all
FAIRness measures, since some of them have an indicator on A1 for instance
but neither on A1.1 nor A1.2. Such measures should have a higher coverage
rate than others not covering any of these three principles. Therefore, one could
consider all principles and calculate the proportion of them having an indicator
in their descendants. This would correct the previous problem but it may lead to
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significantly high scores. For instance, with only one indicator on the principle
A1.1, the coverage rate is of 20%.

Hence, we propose a coverage rate that takes into account the hierarchical
aspect of the FAIR principles, where each sibling in the tree counts the same
in the calculation of the coverage rate, in particular, each of the four main
principles counts as 25%. Let M be a FAIRness measure. This coverage rate
computed following the hierarchy is defined recursively:

cover(M) = cover(M,FAIR) (3)

where, for a given node n ∈ P :

cover(M, n) =


0 if childrenM(n) = ∅( ∑

n′∈childrenM(n)∩P

cover(M, n′)

)
+ local(M, n)

| childrenM(n) ∩ P |+ local(M, n)
else

(4)

with local(M, n) = 1 if childrenM(n)∩I(M) ̸= ∅ and local(M, n) = 0 otherwise.
This definition is based on the indicators specified by the measure. Adapting

it to account for implementations instead, is not particularly challenging and is
not presented here. However, notice that this adaptation would produce different
results in only one scenario: if at least one indicator is not implemented. Such
occurrences exist and are quite natural. For instance, an indicator may prove to
be unimplementable.

Granularity Granularity complements the previous definition. Intuitively, gran-
ularity evaluates the extent to which the indicators provide a detailed description
of each principle. Higher granularity indicates a more thorough exploration of
the principles and a finer-grained analysis of the FAIRness of the resources. Prac-
tically, we quantify granularity as the average number of indicators per principle
that has at least one indicator.

gran(M) = gran(M,FAIR) (5)

where, for n ∈ P :

gran(M, n) =
|descM(n) ∩ I(M)|

|{p ∈ ({n} ∪ descM(n)) ∩ P, childrenM(p) ∩ I(M) ̸= ∅}|
(6)

Similarly to the coverage rate, granularity is based on the indicators specified
by the measure and can be easily adapted to account for implementations. The
results provided by these two definitions diverge in the same scenarios as those
presented for coverage rate.
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Impact Last but not least, the impact of a principle intuitively quantifies the
percentage of score that a digital element obtains when the executions of all the
implementations used by the measure to evaluate this principle are successful.
More precisely, the evaluations of all the implementations under the principle
are assumed to be at their maximum value (i.e. vmax (imp) for a given imp)
disregarding all others, which are typically set to 0, except in presence of depen-
dencies. Thus we first introduce function bestn:

bestn(imp) =

{
vmax (imp) if imp ∈ desc(n)

0 otherwise
(7)

Then, the impact of a node n, noted impact(n) is defined as the ratio of the
node’s best score to the maximum achievable score according to the measure:

impact(M, n) =
score(M, bestn,FAIR)

score(M, bestFAIR,FAIR)
(8)

6 Experimental Results

Through these experiments, we show that digital resources may obtain very
different FAIR assessment scores when using different FAIR evaluation engines.
In addition, we show that our proposed framework can precisely document the
coverage and the relative importance, for each tool, of both fine-grained FAIR
indicators as well as global principles, thus providing insights for users and tool
developers on possible evaluation biases. Additional material is available online5.

6.1 Do FAIR Assessment Engines Reach Consensus on FAIRness ?

Table 1 reports FAIR assessments for a collection of 10 scientific digital re-
sources with F-UJI and FAIR-Checker. In this selection we aim at covering
diverse domains with different types of resources such as datasets, ontologies,
software, or training material. These resources are exposed on the web through
diverse modalities such as institutional open data platforms, community specific
registries (bioinformatics tools, machine learning models), e-learning platforms,
legacy websites or raw metadata.

The F-UJI scores, expressed in percentages, have been manually collected
from the tool’s web interface [14]. The FAIR-Checker scores have been collected
through the tool’s API [15]. Since FAIR-Checker only provides fine-grained scores
as reported in section 4, we computed a global score as a percentage based on
the maximum achievable score.

Table 1 shows a relatively good agreement between the two engines for the
first 5 entries (50% of our collection) with a standard deviation lower than
10. The best agreement appears for very high or very low scores. However,
the evaluations provided by F-UJI appear to be more fine-grained. The online
5 https://github.com/ICG4FAIR/ICG4FAIR

https://github.com/ICG4FAIR/ICG4FAIR
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Table 1: Multiple FAIR assessments, ranked by standard deviation.
Resource F-UJI (%) FAIR-Checker (%) Std dev

Dataset (PANGAEA) [31] 91 91.70 0.49
Gene Ontology (OLS) [21] 18 16.70 0.92
Dataset (Harvard Dataverse) [23] 75 79.20 2.97
Dataset (Kaggle) [26] 60 70.80 7.64
Online course (Moodle) [28] 4 16.70 8.98
Dataset (Governmental platform) [22] 52 70.80 13.29
Dataset (WHO) [39] 27 50.00 16.26
Training material (TeSS) [36] 39 70.80 22.49
Bioinformatics tool (bio.tools) [6] 18 54.20 25.60
Dataset (RDF metadata) [33] 43 87.50 31.47

Table 2: Evaluating a bio.tools catalogue record.
FAIR Score (%) F (%) A (%) I (%) R (%)

F-UJI 18.8 35.7 33 0 10
FAIR-Checker 54.2 75 50 66.7 16.7

course (Moodle) and Gene Ontology both obtain the FAIR-Checker minimal
score (16.7%) but obtain different scores with F-UJI, 4% and 18% respectively,
suggesting that F-UJI evaluation is more detailed. In addition, for the second
half of our resource collection, the FAIR assessment scores begin to diverge with
a standard deviation ranging from 13.29 to 31.47. Globally, we observe that
FAIR-Checker provides higher scores compared to F-UJI.

For the last two entries the scores are very different with a standard deviation
greater than 25. It is completely reasonable to wonder why the evaluation results
are so different. Is it due to the way FAIR assessment engine retrieve metadata,
as described in [37]? Is it due to the engine inner implementations? In the next
paragraphs, we feed our model and compare FAIR-Checker and F-UJI, when
evaluating a record of a bioinformatics tools catalogue.

Now we focus on how impact, granularity and coverage quantities can help in
understanding divergent FAIR assessments. Table 2 reports very different results
for the global FAIR assessment of the bio.tools record [6]. If we explore in more
details each individual principle, we highlight that findability and interoperabil-
ity scores greatly differ.

Table 3 shows how F-UJI and FAIR-Checker differ in terms of impact, gran-
ularity and coverage. We can see that reusability has a highest impact (41.67%)
on the global assessment score compared to FAIR-Checker (25%). This could
contribute to the explanation of the very low global FAIR assessment of the
bio.tools record in F-UJI (Table 2) compared to FAIR-Checker. The findability
of the bio.tools record is better scored in FAIR-Checker (75%) compared to F-UJI
(35.7%). However, this result should be interpreted with caution due to a poor
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Table 3: Comparing F-UJI and FAIR-Checker (FC)
Impact Granularity Coverage

F-UJI FC F-UJI FC F-UJI FC

F 29.17 33.33 1.25 2 100 50
A 12.5 16.67 2 1 66.67 50
I 16.67 25 1 1 100 100
R 41.67 25 1.25 1 100 100

coverage of F principles in FAIR-Checker (50%), compared to F-UJI (100%).
In addition, despite a low coverage, we show that this findability principle has
still the higher impact (33.33%) in the global assessment, which is question-
able. Regarding the interoperability, we observe 0% for F-UJI and 66.7% for
FAIR-Checker. Both engines have the same granularity (1) for an 100% cover-
age, meaning that the two engines, by design, do not agree on the indicators for
interoperability, or that their implementation greatly vary.

6.2 Comparison of Measures Based on the Characteristic Quantities

We illustrate the use of the characteristic quantities of the measures introduced
in section 5 to objectively highlight their salient features and some of their
differences. All the seven measures considered in section 4 have been represented
in the generic model following the methodology explained in the same section.
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Fig. 2: Coverage rates.
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Coverage Rates and Granularities The coverage rate and granularity of all
the principles, for all the seven measures are shown in Figure 2 and Figure 3
respectively. Notice that concerning O’FAIRe, the coverage rate and the gran-
ularity do not consider that some of its indicators are not (yet) implemented.
This does not change the coverage value since all principles have at least one
indicator implemented. However, the granularity is slightly overestimated.

We highlight some elements of the analysis that can be made. First, the
coverage rate of root FAIR is rarely equal to 1. This means that the majority
of the measures we are studying do not cover one or several principles. Only
O’FAIRe covers all the principles. Questionnaires ARDC and SATIFYD have
a low coverage rate because they only consider principles F, A, I and R. For
FOOPS!, the coverage rate of A is 0.83. Its value is 0.66 for A1 whereas one
would expect less because the value is 1 for A1.1 while A1.2 is not covered at all.
This is because of the presence of an indicator directly related to A1. We also
observe that some sub-principles are not covered by each measure. By design,
R1.2 and R1.3 are not covered in the FAIR Evaluation Service as well as F3
and F4 for FAIR-Checker. In addition some principles such as A1.2 and R1.3
are covered by only a few number of tools, which questions on the technical
feasibility of their implementation.
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Fig. 3: Granularities

O’FAIRe gets the highest granularity at root FAIR, with high scores for
I2 and R1.2 in particular. This is because it defines many indicators may be
to address the great variety of vocabularies and meta-data present within the
semantic artifacts it usually assess. As for FOOPS!, the high value of granularity
of F1 shows an important care in providing indicators for this principle. Notice
too that the granularity of R1 is higher than the granularities of R1.1, R1.2,
R1.3. This is because several indicators have been directly attached to R1.
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In fact, granularity and coverage rate are complementary and should some-
times be considered together before drawing a conclusion. For example, the
promising granularity of F for ARDC could mean that F has been paid a lot
of attention. However, the coverage rate of F for ARDC is quite low, meaning
that there is no analysis according the sub-principles of F. Contrary to what one
could expect, the analysis is not that precise.

FAIR-Checker F-UJI FAIR Eval. FOOPS! O’FAIRe ARDC SATIFYD
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Fig. 4: Impact of the main FAIR Principles for different measures

Impacts We then compare the different measures according to the impact, i.e.
the importance they give to each principle. Figure 4 illustrates the impact of the
four main principles, but we could compare the measures in detail according to
each sub-principles. Findability and reusability are the most important principles
in general. Reusability even count as 42% of the maximum score for F-UJI. But
unlike the other measures, it is of really low importance for FAIR Evaluation
Service, which does not consider R1.2 and R1.3. Overall, these measures are
not balanced, with a principle that is almost three times more important than
another one for three of the five considered measure.

Apart from O’FAIRe, none of the measures really think about the importance
to give to each indicator. This is understandable from the point of view of certain
measures. For instance, Wilkinson et al. [41] insist on the fact that FAIRness
measures should (only) act as an incentive to improve the FAIRness of digital
resource, that “there is no intrinsic value in an evaluation score” and that we
should not declare a resource FAIR or non-FAIR. However, even if the measures
are only intended to push for improvement in the FAIRness of resources, it is a
unfortunate that there is no order of priority. The SHARing Rewards and Credit
(SHARC) Interest Group [12] and the Data Maturity Model Working Group [4],
both from the Research Data Alliance, developed this idea that some criteria
are more important than others by categorizing them as “useful”, “important” or
“essential”.
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Table 4: Impacts for FAIR-Checker, with and without dependencies.
F F1 F2 F3 F4 A I I1 I2 I3 R R1 R1.1 R1.2 R1.3

noDep 0.33 0.16 0.16 0 0 0.16 0.25 0.08 0.08 0.08 0.25 0.25 0.08 0.08 0.08
Dep 0.58 0.16 0.41 0 0 0.16 0.50 0.16 0.25 0.08 0.41 0.41 0.08 0.08 0.25

Dependency Aware Analysis Our last experiment highlights the importance
of taking into account dependencies. Those may stem from different codes check-
ing a same property, or from full code delegations such as those expressed by
FAIR-Checker and presented in Figure 1a. The first line in Table 4 shows impacts
without dependencies. For the second one, to compute the impact of a node n,
instead of systematically set to 0 the implementations that do not belong to
desc(n), their values are set according to the dependencies. For example, when
computing impact(F), implementation iI1 is set to vmax (iF2A), which further
increases the impact of F. Hence, the success of all the indicators belonging to
desc(F) ensures to obtain not 33% but 58% of the maximum possible score. From
a user point of view, such analysis is quite important, since it reveals that F is
much more central to this measure than one might think at first glance.

7 Concluding Remarks

In this paper, we introduce a generic model and three computable and objective
quantities aimed at more precisely interpreting FAIRness measures, comparing
tools and possibly revealing evaluation biases. By adapting the hierarchy of
principles, our framework could be repurposed for different evaluations, including
IT security or energy footprint. Our experiments show that our framework i)
contributes to explain different scores obtained by the same digital artifacts
using different assessment engines and ii) facilitates the setup of comparative
studies of various FAIRness metrics. Our approach is intended to be generic
and to cover a large spectrum of FAIR assessment use cases. However, some
of our choices induce some inaccuracies concerning granularity. Indeed, F-UJI
divides its indicators into a new level of tests that would increase its granularity if
considered. We provide experimental results on a limited set of resources. We are
convinced that our generic model would benefit from larger scale experiments,
with more FAIR assessment tools. As future works, we intend to more deeply
analyze links between indicators or implementations, and to conduct larger scale
experiments. This would require time, expertise, and would clearly be facilitated
by involving tool development teams. We thus aim at contributing to collective
initiatives tackling the challenges of harmonizing FAIR assessment frameworks.
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