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The XY-plaquette model is the most straightforward lattice realization of a broad class of fractonic
field theories that host quasiparticles with restricted mobility. The plaquette interaction appears
naturally as a ring-exchange term in the low-energy description of exciton Bose liquids, cold atomic
gases, and quantum dimer models. Using first-principle Monte Carlo simulations, we study the
phase diagram and the vortex dynamics in the XY-plaquette model on a square lattice in two spatial
dimensions. In its minimal formulation, the model contains a ring-exchange plaquette term in two
spatial dimensions and a standard XY-link term in the (imaginary) time direction. We show that
the phase diagram of the minimal XY-plaquette model possesses two phases: (i) a disordered vortex-
dominated phase in which a single percolating vortex trajectory occupies the whole 3d spacetime; (ii)
a partially disordered phase in which the vortices become partially immobile, with their worldlines
strictly confined to one or several infinite two-dimensional planes. The spatial positions and spatial
orientations (along x or y axis) of these vortex domain walls appear to be spontaneous. Individual
vortices form a disordered system within each vortex domain wall, so the fractal spacetime dimension
of vortex trajectories approaches Dy = 2. We argue that the appearance of the vortex walls could
be interpreted as a consequence of the spontaneous breaking of a global internal symmetry in the

compact XY-plaquette model.

I. INTRODUCTION

Fractons constitute an exotic class of quasiparticles,
which exhibit a unique deviation from traditional par-
ticle behavior: while an isolated fracton does not move
under an applied force, a set of fractons can propagate
freely provided their total dipole moment (or its multi-
pole generalizations) remains conserved [1-6]. In specific
systems, fractons can exhibit mobility through the forma-
tion of composite bound states that can be either stable
or mobile, while in other systems, the fractons disinte-
grate directly into the vacuum [4]. Additionally, an iso-
lated fracton can achieve motion at the expense of gener-
ating new fractons from the vacuum with each movement
step. Nevertheless, without a continuous energy supply
to facilitate this process of particle creation, a single frac-
ton remains stationary. Recent reviews of the subject of
the rapidly developing theories of fractons, including the
unusual symmetries of the underlying field theories and
emerging fracton hydrodynamics, can be found in [7-11].

In field theoretical language, the properties of fracton
excitations can be understood via multipolar symmetries
and corresponding conservation laws [5]. One of the sim-
plest examples of such models is given, in three spacetime
dimensions, by the action [6]:

S = /d%[;(aﬂﬁ)ﬁ %(8958,,,(;5)2 : (1)

where we use Euclidean notations suitable for numerical
simulations implemented in our paper.
The Hamiltonian of the model (1) is invariant under

an infinitesimal polynomial shift symmetry [11]:
00 = co + ca + cyy, (2)

with three arbitrary real-valued parameters: cg, ¢, and
¢y. The invariance under transformations (2) leads, ac-
cording to Noether’s theorem, to the conservation of to-
tal charge and total dipole moment of particle configu-
rations. Due to the conservation of the dipole moment,
a single particle cannot move, while multi-particle en-
sembles can propagate, provided the value of their total
dipole moment remains unaltered [5]. The model (1) and
its generalizations have various applications in condensed
matter physics [9, 12-15].

Theories of uncharged scalar fields, similar to the
model (1), are usually associated with superfluid sys-
tems where the scalar field condenses. The condensate
can contain topological defects related to the scalar field
known as superfluid vortices. In our paper, we are in-
terested in a straightforward XY -type generalization of
the continuum model (1) —which is the simplest lattice
representative of the class of the fractonic field theories—
that allows us to include topological vortices. To this end,
it is sufficient to treat the field ¢ as a phase of a complex
scalar condensate. In other words, we "compactify" this
simplest fractonic model and study the vortices associ-
ated with the winding singularities in the compact scalar
field.

Such an approach works in ordinary superfluids within
a widely used approximation of uniform superfluid den-
sity. In this case, the radial part of the bosonic superfluid
condensate is fixed, and the system possesses only one



dynamical field: the (necessarily compact) phase of the
superfluid condensate. The discretized (lattice) version
of a superfluid model is the celebrated XY model [16],
which describes one scalar degree of freedom per each
lattice site coupled to each other via a nearest-neighbor
interaction.

However, even in the XY model, the properties of the
vortex excitations are far from being simple. The pla-
nar, two-dimensional version of the model experiences
the Berezinskii—Kosterlitz—Thouless (BKT) phase tran-
sition [17-19] associated with dipole-bounding of the
vortex-antivortex pairs at low temperatures to unpaired
vortices and anti-vortices at a critical BK'T temperature.
At three spatial dimensions, the studies of the model in-
volve significant numerical efforts [20, 21]|. Therefore, we
implement a lattice regularization of the compact-field
version of the fractonic field theory (1) and use numeri-
cal simulations to explore its discretized XY-like formu-
lation.

The lattice discretization of the compact version of
the system (1) is described by a plaquette-extended XY
model [22], which we discuss in detail in the next sec-
tion. This model and its extensions have been stud-
ied intensively in the Villain formulation of the action,
which is incredibly convenient for analytical approaches
to the problem [23-26]. The theoretical analysis indicates
that topological defects, similarly to the original fracton
fields, can exhibit restricted mobility [23, 27]. For ex-
ample, vortices may also follow a fractonic behavior by
conserving the total dipole moment as well as a trace of
the quadrupole moment of vorticity [28].

Our paper addresses several interconnected questions
related to topological excitations in the fracton field mod-
els: What are the consequences of the restricted mobility
of the excitations represented by the scalar field on the
mobility of vortex singularities in this field? Do indi-
vidual vortices move, or can they only propagate in the
form of neutral dipole pairs? What is the phase diagram
of the plaquette-XY model, which is the compact lattice
generalization of the continuum model (1)? If the latter
is nontrivial, what are the properties of the vortices in
the different phases?

The structure of the paper is as follows. The lattice
action, its naive continuum limit, and the definition of
the vortices are described in Section II. The results of
the numerical simulations of the thermodynamics of the
model and its phase diagram are given in Section III.
The nature of the phase and the vortex properties are
described in Section IV. Our conclusions are summarized
in the last section.

II. THE MODEL AND THE VORTICES

A. Lattice model

We consider a plaquette version of the XY model in
the Euclidean three-dimensional spacetime [22, 29]:

SW)] =5; [(b] + Saﬂ/[qﬁ] ) (33‘)
S-[6] = B ) _[1 — cos(Arga)], (3b)
Smy [¢] = Bzy Z[l - COS(A:ﬁAyd}z)] ) (3¢)

x

where the single degree of freedom is represented by the
compact U(1) scalar field ¢ encoded in the phase of
the site (matter) variable U, = e'®=. In both terms of
the action (3a), the sum goes over the whole lattice x =
(x,y,7), where z and y are the two-dimensional space
coordinates and 7 is the imaginary time variable.

The notations in Eq. (3) are as follows. The first term
in the action (3b) goes over temporal links l, » = {x, 7},

¢a:,7' = A7¢w = ¢a:++ - ¢ac ) (4)

where f1 represents a unit (in lattice units) vector in the
direction pu.

The second term in Eq. (3) is a lattice functional (3c)
involving spatial plaquettes Py o, = {x, zy}

¢m,zy = AmAyd)m = Am(¢m+1} - d)m) (5)
= (¢w+:ﬁ+'g - d)w—&-i) - (d’w—&-ﬁ - ¢m) .

Therefore, despite sharing a resemblance with the XY
model in the field content, the action of the system (3) is
nowhere similar to the standard action of the XY model.
The lattice functional (3) possesses two parameters': 3,
and By, which control, respectively, the coupling be-
tween the two dimensional xy planes via the term (3b)
and the dynamics of the scalar ¢, in each plane via the
term (3c). The couplings make the temporal 7 and spa-
tial, z and y, coordinates different, but this difference is
not the main reason to distinguish the lattice model (3)
from the standard, albeit asymmetrical, XY model. The
main distinction between the mentioned models appears
in the different qualitative nature of the kinetic terms in
the action terms (3b) and (3c).

The plaquette interaction corresponds to the ring-
exchange term, which has been extensively studied in the
context of exciton Bose liquids [22, 30, 31] and the the-
ory of fractonic excitations [27, 32, 33]. By constructions,
the ring exchange term represents a four-spin interaction
where the phase differences between spins around a pla-
quette are crucial. Unlike the standard XY model, where

! In the notations of Ref. [29], the identifications of the parameters
are B = Bo and Bey = B.



the energy depends only on the phase difference between
pairs of neighboring spins, the ring exchange term de-
pends on the combined phase differences around the en-
tire plaquette.

Before going further, it is noteworthy to highlight the
symmetries of the action (3). First of all, the model
describes a compact scalar field. The compactness of the
action is manifested in the discrete invariance

Gz — Pg + 2104, Ng € 7, (6)
under the discrete Z symmetry with an integer number
ng at every lattice site . The compactness of the model
implies the existence of topological excitations called vor-
tices.

The lattice construction of vortices proceeds as fol-
lows [34-36]. We identify the physical link variable,

d_)m,u = (A¢)w,u = (A¢)w,u + 27kg, € (—m, 7], (7)

where the integer-valued link field kg, € Z is chosen in
such a way that the field (7) appears to be in the physical
interval of values: —7 < ¢, < 7. Equation (7) is a
generalization of the lattice derivative (Ag), , given in
Eq. (4) due to the compactness of the model (6).

The next step is to construct the vortex plaquette vari-

able out of the physical link derivative (7):

(o + Pt — bz — Paw) - (8)

1
vm,uu %
One can show that this quantity takes only integer val-
ues, vp € Z. Moreover, the plaquette variable (8) has
a conservation property, implying that a sum of the vp
plaquettes over the sides P of any elementary lattice cube
C, taking into account their relative orientations, sums
up to zero:

> (=1)Fvp=0. (9)

PeoC

To make the conservation property more visually appeal-
ing, it is convenient to identify a dual lattice that cor-
responds to the original lattice shifted by a half lattice
spacing, a/2, in positive directions along all lattice axes.
Then, the links */ of the dual lattice become normal to
the plaquettes of the original lattice. Then, the set of pla-
quettes vp on the original lattice corresponds to a set of
links *v«; on the dual lattice. The observation (9) implies
that the vortex trajectories are closed, meaning that on
the dual lattice, they form closed lines. The conservation
condition on the original lattice (9) can be written in a
compact form on the dual lattice:

=0, & Y (-)'wa=0, (10)
*E*s

where the sum goes over the (six) dual lattice links *
(normal to the original lattice plaquettes P), which have
the dual lattice site *s (a center of the original lattice

cube ¢) as its beginning or end point, with (=1)" = +1
and (—1)" = —1 factors, respectively.

In other words, the lattice quantity (8) has thus an in-
terpretation of a winding number of a vortex that pierces
a plaquette [34-36]. As the vorticity number is conserved,
the vortex that enters any volume (for example, an ele-
mentary lattice cube) should also quit this volume, im-
plying that the sum over all vorticities at any closes sur-
face is zero, hence (9).

We associate the lattice density of the vorticity num-
ber, or the vortex vector density, v = (vr, vz, vy), With
the corresponding plaquette variable: v; = (1/2)€;;,v;k.
It gives us

Uy = —Ugpr.  (11)

In our simulations, the overwhelming majority of links
take values v; = 0,£1 (i = 1,2, 3). Hereafter, we remove
the asterisk “#” from the vortex vector density v defined
on the dual lattice to simplify the notation.

The lattice model (3) has been studied analytically in
Ref. [29] where the lattice action has been taken in the
Villain representation, which keeps all the symmetries
of the model and facilitates theoretical calculations. In
addition, in Ref. [29], the action was further modified to
suppress the appearance of the vortices. In our paper, we
consider, in complementing and extending Ref. [29], the
original lattice model (3) without suppression of vortices.
We work with the Wilson-type of the lattice action (3)
suitable for implementation in the numerical approach
and concentrate on the properties of vortices that emerge
in this emergent higher-rank field theory.

Ur = VUgy Vg = Uyr,

B. Continuum limit

Does the lattice XY-like model (3) possess the contin-
uum limit? The first term in its action (3) is a pretty
standard term which, in the continuum limit, and the
absence of the 2m-vortex-like singularities, gives rise to
the standard quadratic derivative,

1 .
mzm]l — cos(Ardg)] — 2 / P 0-6(x)]*, (12)
(here, the effect of the vortices is not shown, as mentioned
just above). Indeed, in the naive continuum limit —

assuming a smooth, no-vortex configuration— one gets
Apdy = a®20,0(x) + 0(d®), (13)

where a is a small lattice spacing, and the series in Eq. (4)
over a are done with respect to the center of the lattice
link. In Eq. (13), we have set the scaling ¢, = a'/2¢(x),
which relates the lattice scalar real field ¢, with its con-
tinuum counterpart ¢(x).> Such a scaling is typical for

2 Note that contrary to the dimensionless lattice field ¢, the con-
tinuum field ¢(x) has a dimension [mass]/2.



scalar theories in a three-dimensional spacetime. Fi-
nally, we arrive at Eq. (12) in the leading order with
the subleading O(a?) corrections vanishing in the contin-
uum limit. For further convenience, we also redefined the
coupling constant

1

Cog2

Br (14)

In the second term in the action (3), the series of the
double derivative (5) appears to be in the higher order in
the lattice spacing:

¢m,ry = 05/23x8y¢(m> + O(ag/Z) . (15)

Therefore, the second term will scale in the continuum
limit as O(a®), which has a higher power in a as required
by the volume scaling a> for a unit lattice cube. Thus, the
second term in the action (3) should naively vanish in the
continuum limit for smooth lattice configurations. There
are, however, three arguments against this conclusion,
which allow us to consider the model (3) seriously.

Firstly, one can consider the model (3) as a pure lattice
model which has its experimentally interesting counter-
parts in the condensed matter application. In this case,
the lattice spacing a is determined by an interatomic dis-
tance of the underlying crystal lattice, which provides a
natural ultraviolet cutoff.

Secondly, in the presence of vortices, the derivatives
become singular, and the series of the kind (13) and (15)
—valid for smooth field configurations— are no more
valid. A related example can be given by compact elec-
trodynamics [37], which contains singular configurations
of the gauge field called Abelian monopoles. While a
naive continuum limit, achieved with expansions sim-
ilar to Egs. (13) and (15), is trivial, the model itself
is far from being simple. It features confinement and
mass gap generation phenomena [37], a non-trivial phase
structure [38, 39|, and the non-perturbative Casimir ef-
fects [40].

Thirdly, similarly to gauge theories in three space-
time dimensions, a nontrivial continuum action even for
smooth configurations of ¢(x) can also be achieved by
the following rescaling of the coupling constant:

Bay = — (16)

T 42 42
gzya

This type of rescaling is also typical for the mentioned
gauge theories in three spacetime dimensions. As a re-
sult, the spatial dynamics of the field ¢ are controlled
by the parameter g.,, which has the dimension of mass.
One arrives for the second term in the action (3):

Bay Y _[1 = cos(AzAyy)]

1
- / P [0,0,6()]° (17)

4

Combining now Egs. (12) and (17), we get for the lat-
tice action (3) the following naive continuum counter-
part:

1

37 (0:0,0(@)" |, (18)

Sy = /d%{zzﬁ(&d)(m))z +

which represents an analogue of the action (1) discussed
earlier. Let us here stress the word "naive" in relation
to the action (18), which is put to imply that vortices
are invisible in this formulation. In our work, we assume
that the vortices are present, implying that the field ¢
in the naive formulation (18) is a compact scalar field
which should be considered as a (necessarily, compact)
phase of a more fundamental field U = e'?, rather than
an independent field itself. After all, it is the winding
of the compact phase in the bosonic condensate ® that
leads to the formulation of vortices in a liquid helium [].

The compactness of the model and the existence of the
vortices appear in the singularities of the field ¢, which
implies, mathematically, that the derivatives do not com-
mute [41]:

[a,uv au]¢(w) = Euuavu(w) s (19)

where €, is the totally antisymmetric Levi-Civita ten-
sor (which highlights a special role played by the dual
lattice in the lattice construction). In Eq. (19), which is
a continuum analogue of the lattice construction (8), the
one-dimensional worldline of a vortex

() = % /dgaj(;;(@a(?’) (x—2(€), (20)

is parameterized by the function € = () of the contin-
uous parameter £. We remind that in three spacetime
dimensions, the vortices are particle-like objects. Their
conservation is supported by the identity 9,v"(x) = 0
which is analogue of the lattice identity (10).

The difference between compact and non-compact for-
mulations of the same theory can be readily understood
in well-studied quantum electrodynamics, which in both
cases can be formally described by the same (Euclidean)
Lagrangian £4 = (1/4)F7,. In the non-compact case,
the model is a featureless (from the point of view of
its phase structure) Maxwell theory, while in the com-
pact case, the model contains monopoles, which make its
phase structure rather nontnontrivial

The same applies also to the scalar field theory (18). In
the vortex-less limit, the field ¢ and the coordinates x can
be redefined in terms of their dimensionless counterparts,
¢o and xg, respectively:

%o 7o 70, Yo
(b: , T = y (l',y) = ( )a (21)

in terms of which the non-compact (“n.c.”) action (18)
can be cast into a coupling-less form (1) mentioned al-



ready in the Introduction.? At zero temperature, the
phase diagram of this non-interacting model consists only
of one point and is, therefore, trivial.*

Notice that the above statements apply only to the
non-compact form of the model, which does not maintain
vortex topological defects. On the contrary, the compact
form of the action possesses vortex excitations. The vor-
tex density sets another dimensional scale in this model,
thus making it impossible to apply the rescaling (21).
Therefore, the compact can possess a nontrivial phase
diagram, which is one of the focus points of this paper.

C. Numerical methods

In our paper, we address the statistical properties of
the model (3) using numerical simulations based on the
Monte Carlo techniques. We simulate the lattice ac-
tion (3) at the cubic lattices L? with various extensions
L = 8,...,64, and periodic boundary conditions in all
directions. For simulations, we used the Hybrid Monte
Carlo algorithm and applied Nvidia CUDA API to pro-
vide calculations using GPU. We collected statistics of
100 configurations per each point of a heatmap (25600
points in total per each heatmap). The results of our nu-
merical simulations are described in the rest of the paper.

ITII. PHASE DIAGRAM
A. The critical phase transition line
1. Action density and its susceptibility

A first suggestive hint on the phase structure of a
model can be obtained from a simple analysis of the ex-
pectation values of separate terms that enter the action
of the model. In our case, the lattice action (3) is a
sum (3a) of two qualitatively different contributions:

e the link term S, in Eq. (3b), which describes the
pretty standard coupling of the fields belonging to
different time slices and

e the plaquette term S,,, Eq. (3c), which describes
the interaction of the field within each time slice.

3 In Eq. (1), we remove the subscripts “0” from the dimensionless
rescaled variables defined in Eq. (21).

4 A non-nontrivial counter-example described by a coupling-less
Lagrangian is represented by Yang-Mills theory in three space-
time dimensions. In this theory, the gauge coupling is a di-
mensionful quantity that can be removed by rescaling. How-
ever, contrary to the non-interacting model (1), Yang-Mills the-
ory possesses highly non-nontrivial phenomena such as confine-
ment of color and mass gap generation [42]. Emerging from non-
perturbative gluon interactions, the mechanism of these effects
is not well understood despite certain advances in understanding
the mass scales of the theory [43-47].

The volume-normalized expectation values of these con-
tributions are shown, respectively, in Figs. 1(a) and 1(b)
in the plane of the couplings (8;, Bzy)-

Different parts of the action appear to dominate differ-
ent regions of the coupling space (5;, 85y). The general
dependence of the action term on the couplings has a
rather complex and complementary form: the link vari-
able (S;) takes its maximum at lower 3, and larger f,,
while the plaquette term (S,,) is enhanced at the differ-
ent corner of the coupling space at lower 3, and larger
Bzy. Both action densities have signatures of (phase)
transitions, which are clearly visible in both plots.

In general, the position(s) of the (phase) transition(s)
in a statistical field theory can be probed with the help
of the susceptibility

susc(0) = (0%) — (0)?, (22)

of a bulk quantity O = O(¢) which is sensitive to a par-
ticular transition. At a (phase) transition, the statistical
fluctuations of the fields ¢ are usually the largest com-
pared to the regions of the model couplings, which are
located farther from the transition point. The scale of
fluctuations of a quantity O is captured by its suscepti-
bility (22), implying that the transition points should be
associated with the maxima of (22), when computed, nec-
essarily, in a finite volume. In order to better resolve the
position of the phase transition, the quantity O should
be chosen in such a way that it catches the relevant crit-
ical fluctuations of the fields. For example, in the case
of a phase transition driven by a (spontaneously) broken
symmetry, the quantity O should preferably be an order
parameter associated with the corresponding symmetry.
However, on the practical side, as the field fluctuations
are enhanced at the transition point, almost any thermo-
dynamic quantity can be used to probe the location of the
transition point via the maximum in its susceptibility.

We show the susceptibilities (22) of the temporal link
action term (S;) and the spatial plaquette action term
(Szy) in Figs. 1(e) and 1(f), respectively, below the plots
of their corresponding expectation values in Figs. 1(a)
and 1(b). The link and plaquette action susceptibilities
have similar features that undoubtedly point to the exis-
tence of a single phase transition that has already been
spotted in the expectation values of the lattice actions in
Figs. 1(a) and 1(b): the phase transition extends from a
low-3; region at high 8,, to a low-f,, values at high f,.

It turns out that the peaks of the susceptibilities of the
link and plaquettes actions, shown in Figs. 1(a) and 1(b),
overlap with each other. This implies the existence of a
single phase transition that separates two different phases
in the model. Before clarifying the nature of these two
phases, we study the order of the phase transition and the
functional dependence of the critical line that separates
them.
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Figure 1. The expectation values of the observables (the upper row) and their susceptibilities (the lower row) associated with
the action densities (the left side) and the vortex densities (the right side). The upper row of the observables includes the
action terms for (a) temporal links (S;), Eq. (3b) and (b) spatial plaquettes (Szy), Eq. (3¢); the densities (8) of (c) the spatial
vortex trajectories, v, and vy, piercing the spatial-temporal plaquettes (|v,-|) and (d) temporal vortices v that pierce purely
spatial plaquettes (|vzy|). The susceptibilities (22), susc(0) = (O?) — (0)?, are shown in the lower row in the plots (e)-(h)
below the plots (a)-(d) of the expectation values of the corresponding densities (O).
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Figure 2. The maximum of the susceptibility (22) of the action density (3), O = S/L?, as the function of the lattice length L is
shown in the log-log scale. The lines represent the best fits for the scaling behaviour (25) with the critical exponent /v shown
in the plots. The maximum of the susceptibility is taken along the cut lines in the (8:,8zy) coupling plane that crosses the
phase transition as shown in the bottom-right inset of each plot. The left-top insets show the best fit (23) of the corresponding
pseudocritical coupling constant vs the inverse size of the system, 1/L. The critical values of the coupling constants, shown in
the insets, are summarized in Eq. (24).

2. Order of the phase transition

What is the order of the phase transition that separates
the two phases? To this end, we analyzed the suscepti-
bility (22) of the action density S/L? of the model (3) at
four points along the line of the phase transition. Namely,
we calculated this quantity along the two vertical lines
given by the fixed temporal link couplings 5, = 1.5 and
Br = 3. with varying spatial plaquette coupling 8., and

another two horizontal lines given by the fixed vector
link couplings B,y = 1.5 and 3, = 3. with varying spa-
tial plaquette coupling §,. These lines are shown in the
right-bottom insets of Figs. 2(a)-(d).

The maxima of these susceptibilities are then deter-
mined by fitting their peaks by a Gaussian function of
the corresponding 5 coupling (not shown) with the cen-
tral value providing us with the behavior of the pseudo-
critical transition coupling By, = Bay,(L) and S, =



Br.c(L), respectively. It turns out that all the pseudo-
critical values of the coupling constants can be fitted by
an anticipated inverse-linear behavior,

C
(L) = (00) 4 Ya
L) = B + 52

valid for L > 8. In the function above, the fit parame-
ters are the asymptotic thermodynamic value of the cou-

a=ray,  (23)

pling constant, ﬂg‘i‘f) = limz 00 Ba,c(L), and an inessen-
tial prefactor C,. The best fits (23) are shown in the
left-top insets of Figs. 2(a)-(d). The pairs of the thermo-
dynamic (L — oo) critical values are as follows:

(cnt)

(8°), 82)) =[1.5,0.757(2)] ™, [3,0.322(2)]

| [0.757(1),1.5] ™, [0.359(1),3] "
(24)

)

(cnt)

The order of the phase transition for the determined crit-
ical coupling pairs is indicated in Eq. (24) as the super-
scripts “Ist” or “cnt”. The transition order is determined
as follows.

The main plots in Figs. 2(a)-(d) show the maximum
susceptibility of the action density (3) as the function
of the lattice length L. The way how the peak of the
susceptibility xmax diverges as the system approaches
the thermodynamic limit, L — oo, reveals whether
the phase transition is first-order or continuous (second-
order, higher or of the BKT type [17-19]). According to
the finite-size scaling analysis, valid at large L,

Xmax 0 L7V, (25)

where we adopted the traditional notation suitable for
the second-order phase transitions: v is the susceptibility
critical exponent, and v is the correlation length expo-
nent. All four plots in Fig. 2 indicate that our data are
perfectly described by the scaling behavior (25).

A first-order phase transition is characterized by a
thermodynamic discontinuity of various bulk observables
(in our case, it is the action density) and finite values
of all correlation lengths at the transition point. In this
case, the susceptibility peak scales with the volume of
the statistical system, xmax o L3, implying /v = 3 in
Eq. (25). This behavior is observed for the first pair of
the critical couplings in Eq. (24) shown in Fig. 2(a).

For a continuous phase transition, the critical exponent
in the scaling behavior (25) is a quantity that is smaller
than the dimensionality of the system, v/v < 3. This
is the case for the remaining three pairs of the critical
couplings in Eq. (24) shown in Figs. 2(b)-(d).

3. The critical line

Our numerical results show that the phase transition
line can be represented with excellent accuracy by the
following phenomenological dependence:

Ay Ag
B'r,c(ﬁmy) =+

ry ry

[phase transition|, (26)

where the prefactors A; and Ao, and the exponent v are
defined with the help of a fitting procedure. The best
fit of the susceptibility (22) of the total action density,
O = §/L3, Eq. (3a), by the functional dependence (26) is
shown in Fig. 3(right). The best-fit curve is determined
by the following best-fit parameters:

Ay = —0.80(6)
Ay = 1.86(36), [at 323 lattice] (27)
v=0.362(6).

The functional form of the critical curve (26) and the
numerical values of the best-fit parameters (27) suggest
that at small values of the plaquette coupling B,,, the
critical curve slowly approaches the vertical §,, = 0 axis:
Br.c(Bay) =~ 1.87/ﬁg‘;j2 as fByy — 0. On the other hand,
the negative value of the coefficient 4; in Eq. (27) in-
dicates that the critical curve 8. = fr.c(Bey) hits the
axis B, = 0 at a large value of the coupling constant,

= (—Ay/A1)YY ~ 10, thus implicitly suggesting the
presence of the endpoint (3, 8.,)F = (0, Ey) at the lat-
tice 323. The position and the very existence of this tran-
sition endpoint may be a finite-volume feature supported
by the two-term truncation of the phenomenological de-

pendence (26).

B. Bulk vortex properties: a signature of an
"over-disordered" phase

1. Vortex density

Due to the difference in the nature of spatial and tem-
poral interactions of scalar fields ¢, highlighted by the
form of the lattice action (3), one can suggest that spa-
tial xy and, separately, spatial-temporal x7 and y7 vor-
tex plaquettes could carry largely uncorrelated informa-
tion about the properties of the model. As we discussed
above, the spatial plaquette xy is pierced by the vortex
line parallel to the imaginary time axis 7. Therefore,
the spatial plaquette zy corresponds to a timeline vor-
tex trajectory. Similarly, the spatial-temporal x7 and y7
vortex plaquettes describe purely spatial segments of the
vortex lines that are oriented along the y and z axes,
respectively.

Technically, we construct both temporal and spatial
vortex lines using the same prescription given in Egs. (7)
and (8). The densities of the spatial and temporal vortex
segments are defined as follows:

(28)
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(a) The correlation function (30), (32) of the temporal vortex trajectories is shown in the (z,y) plane for nine

parameter sets A-I of the lattice couplings 8- and Bzy. The positions of each of the sets are shown at the (5-,82y) phase
diagram at the right panel (b), which also shows the density plot of the susceptibility of the full lattice action density (3).
The best fit of the line represented by the maximal value of the susceptibility of the action is given by the phenomenological
formula (26) with the best-fit parameters (27). The inset in (b) highlights the nature of the phases shown in the main figure.

(notice that (Jug,|) = (|vy-|) at large statistics). The
behavior of the spatial (28) and temporal (29) vortex
densities in the coupling plane is shown in Figs. 1(c) and
1(d), respectively.

The properties of both vortex densities point to the
existence of two phases that we have already noticed in
studying the properties of the action densities. At the
large coupling domain, with 8, ~ 3., both taking large
values, the vortex density gets relatively low. While —
based on the analogy with the XY model- the small
vortex density is undoubtedly expected to occur in the
region with large 3’s, it is still impressive to notice that
in the large coupling domain, the vortex density takes
a relatively moderate value, with (|v;|) ~ (Jugy|) ~ 0.1.
This property points to an exotic nature of the large-3’s
phase, which we will discuss slightly later.

Figure 1(c) indicates that if the temporal (link) lat-
tice coupling [, gets small, then the spatial vortex den-
sity suddenly increases. This behavior can also be read-
ily understood from the properties of the XY model: a
decrease in the temporal lattice coupling leads to more
fluctuations/disorder of site variables along the tempo-
ral links, which supports the spatial proliferation of the
vortex trajectory. The sudden change in the vortex prop-
erties is undoubtedly associated with the (phase) transi-
tion, as it was already noticed in the behavior of the ac-

tion densities. Analogously, if the spatial (plaquette) lat-
tice coupling 3, becomes smaller than the critical value,
the density of temporal vortex segments gets increased,
as it is clearly seen in Fig. 1(d).

The densities of spatial and temporal segments of the
vortex trajectories, shown in Figs. 1(c) and 1(d), visually
correlate with the densities of temporal and spatial parts
of the actions shown in Figs. 1(a) and 1(b). The data on
vortex properties also suggests (if the results are treated
straightforwardly) the existence of disordered [at the left
side of the critical line (26), 8, < B;.] and more ordered
[at the right side of the critical line (26), 8 > B, ] phases
separated by a transition. However, the most transpar-
ent manifestation of a phase transition line is provided
not by the densities of the actions but rather by their sus-
ceptibilities, shown Figs. 1(e) and 1(f). The line where
the susceptibilities of both parts of the action take their
maxima indicates the onset of a phase transition in the
system. What happens with the vortex susceptibilities
(the susceptibilities of the vortex densities)?

2. Susceptibility of the vortex density

The susceptibilities of the spatial and temporal vortex
trajectories, shown in Figs. 1(g) and 1(h), respectively,



offer us a surprise. Indeed, lattice simulations of the XY
model and similar models possessing vortex defects con-
sistently show a pronounced peak in vortex susceptibil-
ity at a phase transition. This peak is one of the critical
signatures of the transition and is often used in numeri-
cal studies to determine the transition temperature accu-
rately (see, for example, Ref. [48]). However, the vortices
in the plaquette-XY model (3) show a completely differ-
ent behavior. Instead of exhibiting a single peak line
similar to the susceptibilities of the parts of the action,
presented already in Figs. 1(e) and 1(f), both vortex sus-
ceptibilities almost vanish at the phase located at the
left side of the critical line (26), 8; < fBr., and take its
almost flat maximum at the right side of the transition
line.

Moreover, at the right-side phase, 8, > ;., the sus-
ceptibility does not exhibit a smooth behavior, showing
a certain degree of disorder easily visible in both plots of
Figs. 1(e) and 1(f). We have found that a many-fold in-
crease in the statistics of simulation does not entirely re-
move nor substantially reduce these visible fluctuations,
which seem to be a genuine part of the system.

The absence of a peak in the susceptibility at the phase
transition may be associated with the particular dynam-
ics of semiclassical fluctuations that exist in one phase
and are suppressed in the other one. The fluctuations of
the fields may be of a topological nature, generated by
monopoles or vortices in field theories. The dynamics of
these topological defects create a disorder in the fields at
the phase where the topological objects are present. A
good example is given by electroweak vortices in the vac-
uum of the Standard Model of particle physics, where the
susceptibility of a scalar field does not demonstrate a sin-
gle localized peak across a phase transition. On the con-
trary to the expectations, it stays essentially constant in
a vortex-dominated phase [49], exhibiting behavior simi-
lar to the picture shown in Figs. 1(e) and 1(f).

In the XY-type models, the susceptibility of the vortex
density has a peak at the transition point, implying that
the susceptibility tends to decrease and becomes a small
quantity as we move further from the transition point,
either at the one size or at the other one. For example,
in the two-dimensional XY model, the vortex density is
small at the low-temperature ordered phase, which im-
plies the suppression of the vortex susceptibility. While
the vortex density is high at the high-temperature dis-
ordered phase, the vortex density exhibits random small
fluctuations over the dense vortex state and, correspond-
ingly, implies a low value of the vortex susceptibility like-
wise. A significant value of the vortex susceptibility in
the whole 8; > ;. phase may indicate that the fluctu-
ations of the densities of the vortex trajectories are not
random in this phase. We discuss the properties of the
vortices in the plaquette-XY model in more detail in the
next section.

IV. VORTICES
A. Vortex correlation function

The statistical properties of the vortices can also be an-
alyzed with the help of the correlation functions of their
trajectories. In our paper, we study the correlation func-
tion of the temporal segments of the vortex worldlines:

Col) = 75 3 [(or@ + - @) — (e @)))?]
’ (30)

where the two-point correlation function is averaged over
the whole lattice volume L3. The correlator is normalized
in such a way that,

lim C,(z) =0, (31)

for a asymptotically isotropic, at large distances, phase
such as the disordered, high-temperature phase of the XY
model. On a practical level, we also perform, in order to
improve the measurement statistics, the averaging of the
correlation function over the imaginary time 7:

L—-1
Cola,y) = 3 Colw 7). (32)
7=0

Notice that an equal-time correlation function,
Cy(x,y,0), has a very similar qualitative behavior
as the time-averaged function (32). Other two-point
functions, including spatial-temporal and spatial-spatial
correlations, are also identical to the correlation between
the temporal vortex densities (30), so they are not
shown in our paper. The two-dimensional density plots
of the correlation function (30) and (32) are shown in
Fig. 3(a).

The correlation function (30) in the disordered phase at
Br < Br exhibits an expected decline with the increase
in its arguments x or y. However, at points A, B, and C,
the function C,(z, y) reveals a striking breaking of the ro-
tational symmetry group in the xy plane. This feature is
a rather unexpected property of the plaquette-XY model
because the usual XY model, like many ordinary and
physically relevant models, exhibits restoration of the ro-
tational symmetry in the disordered phase characterized
by a high density of topological defects. Therefore, in a
disordered and vortex-dominated phase, we would expect
an isotropy of correlation functions at large distances.

The isotropy of the vortex correlation functions could
also be expected if one invokes a close resemblance of
the vortex dynamics with the roughening property of the
boundaries (domain walls) in spin models. For example,
In the 2D Ising model, at temperatures below the critical
temperature, interfaces between spin-up and spin-down
regions are smooth and break rotational symmetry. The
correlation functions associated with the boundaries in



Figure 4. Three typical vortex configurations in a vortex wall
phase at 8, = By = 20. The vortex trajectories are shown
in the blue/cyan colors, and their projections on the bottom
zy plane are presented in the pink/yellow colors.

this phase are anisotropic. However, at high tempera-
tures (above the roughening transition in the 3D Ising
model), the interfaces become much less disordered, and
the correlation functions become isotropic, reflecting the
restored rotational symmetry. The roughening transition
marks the change from a broken rotational symmetry in
the smooth phase to a restored rotational symmetry in
the rough phase. [50]

The source of the anisotropy of the vortex correlators
in the plaquette-XY model can be traced back to the
presence of the plaquette term that breaks the rotational
symmetry in the xy plane at the level of the fields. This
statement is evident from the comparison of the lattice
action (3) with its continuum counterpart (1). Consis-
tently, the symmetry-breaking plaquette term plays a
pronounceable role in the action at large values of the
plaquette coupling f3;,, which correspond precisely to
points A, B, and C. On the contrary, a decrease in the
coupling f,, diminishes the anisotropy in the correlation
function (¢f. correlations in A wvs. the ones in B), while
the increase in the link coupling (., provided the sys-
tems remains in the disordered phase, does not reveal a
significant effect on the anisotropy (points B vs. C). Ex-
pectedly, at small values of 3,, (points G, H, and I), the
anisotropy stays minimal in the disordered phase.

The qualitative properties of the vortex correlations,
however, get entirely changed in the other phase at
B+ > Br.c, where the correlation function has a cross-
like long-ranged pattern. As it is seen at the points D, E,
and F, the correlation function reaches non-zero plateaus
at two axes given by  — 0 and large |y| as well as y — 0
and large |z|. The cross-like pattern persistent at large
distances implies that the vortex trajectories propagate
along the x and y axis only but not along, say, a diag-
onal (on average) direction in the zy plane. Therefore,
the rotational symmetry is strongly broken in the other
phase, 3, > 3, ., with vortices forming spatially-ordered
structures along the = and y axes. What do these vortex
structures look like?
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B. The vortex wall phase

Typical examples of three-dimensional vortex configu-
rations in a deep region of the 3, > ;. phase are dis-
played in Figs. 4. Since the vorticity is a conserved quan-
tum number (10), the vortex trajectories are closed lines.
The configurations shown in Figs. 4 clearly show the na-
ture of the vortex anisotropy: the vortices are clustered
into several well-separated walls parallel to either the x
axis or the y axis. The vortex walls are thin, flat struc-
tures with thicknesses of about one or two lattice spac-
ings. Thus, even visually, the three-dimensional space-
time vortex configurations have an evident signature of
the two-dimensional spacetime structures, the presence
of which is consistent with the anisotropic property of
the vortex correlations shown in the points D, E, and F
of Fig. 3(a).

Thus, a typical field configuration possesses a collec-
tion of thin vortex walls that can only intersect with each
other at the right angle (7/2). The space between the
walls stays in the ordered phase, which is free of a disor-
der that is brought by (or revealed via the presence of)
the vortices. However, the dynamics of the vortices has
still a certain degree of a disorder: the vortex trajectory
within each wall is a collection of a large number of closed
vortex lines supplemented by a single but geometrically
large percolating vortex cluster. The disorder is only con-
fined to the two-dimensional spacetime structures, while
the fields in between the walls are in the ordered phase.

Notice that the closed loops represent vortex-anti-
vortex pairs that are first created from the vacuum by
quantum fluctuations and then annihilate quickly, leav-
ing a vortex-less vacuum after the annihilation. On the
contrary, the large percolation loops demonstrate the per-
sistent presence of vortices and anti-vortices in the en-
semble.

The appearance of the static vortex walls at large val-
ues of the lattice couplings 3;, and (3, can qualitatively
be understood as follows. As the couplings become large,
the partition function gets saturated by classical spin
configurations that minimize action (3), supplemented
by ultraviolet fluctuations of the spin fields around these
classical configurations. Quantum fluctuations lead to
a pre-factor in a partition function that may either sup-
press or enhance the weight of a classical configuration. It
is important to stress that the configurations are not fully
classical but rather semiclassical (a classical background
with quantum fluctuations around it). This property will
play an essential role in the existence of the vortex walls.

A large value of the time link coupling 3, enforces
the minimization of the link action (3b), which implies
that the spins separated by a single lattice spacing in the
temporal direction 7 should coincide with each other:

(Ar(b)m,r = 27Tnm,r> (nm,r S Z)7
= ¢w+f',7 = ¢m,‘r . (33)

Applying this rule recursively along the time-like direc-
tion, we arrive at the time-independence of the configu-



rations of the spin fields. Thus, in a strict classical limit,
the spin field must be a static function, ¢, = ¢(x,y,7) =
¢(x,y), which depends only on the spatial coordinates x
and y. Consequently, the vortices will be static as well.
A large value of the spatial plaquette coupling 5, im-
plies that the plaquette term attains its classical value:

ArDAyde = 2TNg 2y, (Napyay €Z). (34)

The most general solution to this equation is

where f and g are arbitrary functions. One could also
have forced the field ¢, to appear in the canonical inter-
val of values, —7 < ¢4, < 7, but we omit this require-
ment as it is not essential in our considerations below.
The solution is independent of the imaginary time 7 to
minimize the link term in the action.

One of the examples of the configurations is given by
the linear fields:

27Tn,, " 2mn,,
L, L,

¢(x7y77-):¢0+ Y, nm,nyEZ,

(36)

where ¢q is an arbitrary constant field, and the integer
numbers n, and n, enforce the periodicity of the solution
along the x and y axis: ¢(x+ Ly, y,7) = ¢(z,y+ Ly, 7) =
o(z,y,7).

Equation (36) takes the form of a pure (large) gauge
configuration (2) which has, however, a nontrivial topol-
ogy if the winding numbers n, and n, are nonzero. The
vortex currents (11) correspond to the vortex plaque-
ttes (8) which are, in turn, are generated by the non-
trivial links (7). These links appear when the scalar field
crosses the value [¢(x,y,T)],, = 7 so that its value is
slightly below (above) 7 at the beginning (end) of the
link. Then, bringing the lattice derivative to the canon-
ical (—m, 4] interval adds a 27 phase to the links (7),
which will, at the next step, generate a set of vortex pla-
quettes (8) around that link.

For example, let us take, for simplicity, n, = 0 and
¢o = 0 in the linear configuration (36). For n, = +1, the
spin field ¢ = 27y /L, will cross the 7 value at the middle
of the lattice. In detail, this configuration will generate
a set of a large number, L, x L. single links that will
form a “27 rim” normal to the y axis. The nonzero links
in the rim are normal to the x7 plane located around
the middle point y = L,/2. For n, = +2, there will
be two similar rims located the equally-spaced planes at
y=L,/3 and y = 2L, /3, and so on. A non-zero value of
¢o would shift these rims along the y axis. If we take an
arbitrary function ¢(y) instead of the linear function in
y, then these 27 rims will appear non-equally spaced. A
field configuration with n, # 0 will generate the 27 rims
in the y7 plane. These rims are precursors of the vortex
planes seen in Fig. 4.

Due to the 27 periodicity that enters the definition
of vortex line, Egs. (8) and (11), the physical links in
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the y direction that cross the 27 rim will experience a
27 jump, implying that [, 3 = £1 across the rim. The
dual plaquette, which lives on the dual lattice and pierces
the {z, ¢} links of the original lattice, will take the same
value according to Eq. (11). The vortices are defined as
the boundaries of the dual plaquettes that carry nonzero
values. A single [, ; = £1 non-trivial link will create a
short vortex loop that encompasses an elementary pla-
quette of the dual lattice. One can, however, observe —
taking as an example a n, = 0 wall of Eq. (36) — that this
constriction will lead to a collection of parallel plaquettes
that form a closed (via the periodic boundary conditions)
surface. The closed dual surface has no boundary, thus
implying that the discussed construction will not lead to
any vortex trajectory. In other words, the classical con-
figuration (36) will not possess vortices at all.

However, as we discussed above, the configurations
that saturate the partition function have a semiclassi-
cal nature. The positions of the planes, determined by
by the procedure described above, are very sensitive to
small fluctuations of the fields around the threshold 7
value. The sensitivity is a result of the 27 normalization,
which distinguishes, for example, the values 27 x 1.01
[the vortex plaquette (8) is singular] and 27 x 0.99 with
no singularity. One can, therefore, show that a small
perturbation of the field ¢ may change the position of a
singular link by one lattice spacing. The latter one will
make the dual surface open (no more closed) by creating
a pair of short vortex loops.

Thus, a weak perturbative disorder can generate vor-
tex sheets (walls) around these two-dimensional mani-
folds (8). Since the perturbations will appear all along
the whole flat surface of the semiclassical configuration,
we arrive at a vortex wall made of small vortex loops.
The ultraviolet loops will thus be generated along the
entire 27 rim surface. These loops will necessarily inter-
sect with each other, thus forming, among small vortex
loops, a long percolating vortex loop that will serve as a
physical essence of the vortex wall.

The vortex walls are static two-dimensional flat struc-
tures that span x7 or y7 planes. Within each vortex
wall, the individual vortex trajectories form a compli-
cated, apparently randomly organized net that features
various processes experienced by the vortex ensemble.
The vortex, moving along the line, can annihilate with
an anti-vortex moving along the same line. Conversely, a
vortex-anti-vortex pair can be created from the vacuum.
Finally, two vortices may elastically scatter with their
motion being confined to the same line.

The vortex motion, up to small local fluctuations, has
a mostly one-dimensional character. However, when the
x7 and y7 planes intersect, then a vortex may turn from
the line parallel to the x axis to the other line, which
aligns with the y direction.

It is interesting to stress the fact that the configuration
of the field (35) that leads to the appearance of the vortex
walls (for example, visualized in Fig. 4) is a pure gauge
transformation that generalizes the linear infinitesimal



transformation of Eq. (2). Our findings imply that this
symmetry is spontaneously broken in the system and the
appearance of the vortex walls is a consequence of this
symmetry breaking.

Summarising, we expect that in the fully disordered
phase (to the left of the transition line), the vortices prop-
agate in the whole spatial two-dimensional plane, while
in the vortex-walled phase (to the right of the phase tran-
sition line), the vortex moves predominantly along a set
of one-dimensional spatial lines. Apparently, the change
in the vortex dynamics from the two-dimensional be-
haviour to the one-dimensional regime® appears to hap-
pen around the phase transition line.

C. Fractal dimension of vortex trajectories

In a geometrical sense, unrestricted two-dimensional
motion can be distinguished from partially immobile one-
dimensional propagation by computing the fractal dimen-
sion of the corresponding vortex trajectory. Fractal di-
mension measures how complex is a shape of a curve
based on how the curve scales at different magnifications.
Various definitions of fractal dimensionality (or similar
quantities) characterize the dimension of the manifold
occupied by the line [51].

One of the intuitively most straightforward definitions
of the fractal dimension of a line is as follows. Let L =
L(R) be the length of a line trajectory enclosed in the
sphere of the radius R. Then, the fractal dimension Dy
characterizes how rapidly the total length L(R) raises
with the increase of the radius R:

L(R)  RP7 | as R — . (37)
For a straight line, the dimension is simply one, Dy = 1.
For a line which randomly goes over the whole space
of the dimension D, the fractal dimension is maximal,
D = Dy. The limit of large radius R in definition (37) is
motivated by physical applications where the line repre-
sents a trajectory of a physical object of a finite thickness
d so that the mathematical definition is not affected by
particularities of the physical system as long as R > d.
Even for infinitely thin vortex cores — as in our case,
where the vortices are single links — the fractal dimen-
sion has a sense only in the limit when the sphere be-
comes sufficiently large with respect to the typical size of
short-ranged (random) ultraviolet fluctuations. Thus, in
the application to an ensemble of vortex trajectories, we
require R > 1 in Eq. (37), where the lattice spacing (the

5 It is important to stress our wording about the dimensionalities:
if the spatial motion of vortices has a one-dimensional character
so that it is restricted to a line, then the vortex trajectories are
confined to flat two-dimensional spacetime planes. Similarly, if
the motion of vortices is not restricted at all, they move in the
whole two-dimensional spatial plane, and their world trajectories
occupy the whole three-dimensional spacetime volume.
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length of a single link) is taken to be equal to one. On
the other hand, the size of the sphere should not be too
large in order avoid the influence with periodic bound-
ary conditions. Thus, in our calculations below, we take
1 < R < L, which amounts, in practical applications,
R=2...7.

There is also a nontrivial question about the definition
of the vortex length L which enters the definition (37). In
a conventional disordered phase, a typical vortex ensem-
ble contains a large number of disconnected short vor-
tex loops and, typically, a single long vortex trajectory.
The short vortex loops correspond to the ultraviolet fluc-
tuations, while the large, percolating loop is associated
with the presence of a condensate that fills the whole
space. For any individual finite-sized loop, the definition
in Eq. (37) gives a vanishing fractal dimension (37) be-
cause the vortex length L(R) flattens, L(R) < R, if the
radius R becomes larger than the size of the vortex loop.
It is, therefore, clear that only infinitely long trajectories
can contribute to the fractal dimension. Consequently,
in the definition of the fractal vortex dimension (37), we
ignore these short ultraviolet vortices by selecting — us-
ing a computer algorithm — the most extended vortex
trajectory per each vortex configuration.

Since we have found a single-phase transition, it is con-
venient to consider the properties of the vortices, such the
fractal dimension, along a selected line that crosses that
transition line. A natural choice is given by the diagonal
line 8 = B,y = B, parameterized by the single parame-
ter 8. At the diagonal line, the transition appears at the
point:

Bc = B‘r,c(ﬁa:y = B‘r) = 1~00(7)7 (38)

which separates the disordered phase at § < . from the
vortex-walled phase at 8 > f..

In Fig. 5, we show the fractal dimension Dy, takes as
an average over statistically significant configurations, as
the function of the lattice coupling 5 along the diagonal
Br = Bay. This picture clearly illustrates the dimensional
crossover from the totally disordered phase (where Dy =~
3) at low § and the vortex wall phase (where Dy — 2)
at large 8. In both cases, the vortex trajectories exhibit
a disorder. They occupy the whole three-dimensional
spacetime at the 5 < . phase and get confined to the
two-dimensional walls in the limit of the deep 8 > S,
phase. In terms of the spatial dynamics, Fig. 5 shows
that while the vortices move freely along the whole two-
dimensional plane at low (3, their mobility gets partially
restricted to static one-dimensional lines. The correlators
shown in Fig. 3(a) clarify that these lines are parallel to
either x and y axes. The insets in Fig. 5 visually illustrate
how the vortices experience the dimensional reduction
from mobile to a partially immobile regime as the fractal
dimension drops down with the increase of the “diagonal”
lattice coupling .

The main plot in Fig. 6 shows a curious correlation of
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Figure 5. Fractal dimension Dy of the vortex trajectories is
shown along the diagonal line in the coupling (8-, 8zy) space
vs. the common lattice coupling f = B = Bzy. The insets
display, at a selected set of values of the lattice couplings,
typical vortex configurations with notation identical to Fig. 4.

the total vortex density,

1S (T 5 ).

i=1 T 1>5=1

(that counts both time-like and space-like vortex seg-
ments) with the fractal dimensionality of the vortex con-
figurations (37). The lower bulk vortex density corre-
sponds to the vortex-walled phase which has the fractal
dimension close to D¢ = 2. On the contrary, the disor-
dered phase possesses Dy = 3 at high vortex density as
the vortices fill the whole space.

How fast does the change from the free propagation
to the partially immobile vortex motion take place as we
move from one phase to another? How D behaves in the
vicinity of the phase transition? To answer these ques-
tions, we show the behaviour Dy = D;(8) in the loga-
rithmic scale in the inset of Fig. 5. The fractal dimension
Dy remains almost constant Dy ~ 3 in the whole disor-
dered phase. It starts to diminish only in the vicinity of
the phase transition, at § ~ (.. Exactly at the phase
transition point, the dimension of the vortex lines drops
down almost step-wise (while the magnitude of the step is
small, it has a large slope). In the vortex-wall phase, the
fractal dimension diminishes exponentially fast towards
the partially immobile phase with Dy ~ 2.
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Figure 6. Parametric plot of the fractal dimension Dy vs. the
total vortex density v for the lattice coupling 8, = Sy run-
ning along the diagonal line of the (8-, 8zy) coupling plane.
The inset shows the behaviour of the fractal dimension Dy
along the same line (a common S is shown in the loga-
rithmic scale). The critical transition at the diagonal line,
Be = Br,e = Bzy,e =~ 1.00(7), is shown by the orange dashed
line in the inset figure.

V. CONCLUSIONS

In conclusion, the XY-plaquette model offers a clear
and accessible framework for representing a wide class of
fractonic field theories, particularly those characterized
by quasiparticles with limited mobility (fractons). The
plaquette interaction appears natural as a ring-exchange
term in various low-energy contexts of condensed matter
systems such as exciton Bose liquids, cold atomic gases,
and quantum dimer models. The model serves as a lat-
tice counterpart of the scalar field model in the contin-
uum limit (1) which serves as a simplest prototype of a
fractonic field model.

By employing first-principle Monte Carlo simulations,
we analyzed the phase diagram and vortex dynamics
of the XY-plaquette mode in two spatial dimensions on
square lattice. The minimal formulation of this model,
given by Eq. (3), possesses two phases associated with
vortex dynamics. We found the expected disordered
phase where the vortex trajectory fills in the entire space-
time and the partially disordered, “vortex-wall” phase,
where vortices exhibit constrained mobility. The critical
line that separates these phases is characterized by the
first order and continuous transitions.

In the disordered phase, the vortex trajectories possess
the fractal spacetime dimension Dy ~ 3 while the second
phase features Dy ~ 2. In the vortex-wall phase, the
motion of vortices is restricted to one or more straight
lines (walls) parallel to the x or y axis. Within these
lines, the individual vortices form a disordered system,



leading to a fractal spacetime dimension for vortex tra-
jectories approaching Dy = 2. The positions of the vor-
tex walls emerge spontaneously, with z- and y-oriented
lines intersecting at the right angles. We argued that the
appearance of the vortex walls is a consequence of the
spontaneous breaking of a global internal symmetry in
the compact XY-plaquette model.

Thus, the compact version of the simplest field-
fractonic model possesses topological vortex defects that
behave as fractons (partially immobile excitations) them-
selves in one of the phases.
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