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Hyperseries subfields of surreal numbers

VINCENT BAGAYOKO
IMJ-PRG
Email: bagayoko@imj-prg.fr

Abstract

We study subfields of surreal numbers, called hyperseries fields, that are suited to be
equipped with derivations and composition laws. We show how to define embeddings
on hyperseries fields that commute with transfinite sums and all hyperexponential
and hyperlogarithmic functions.

Introduction

Surreal numbers have many representations: Dedekind-like cuts in the set theoretic uni-
verse [14], ordinal indexed binary sequences [19], generalised power series [14, 19, 1] a la
Hahn [20], and generalised transseries [19, 12, 13] & la Schmeling-van der Hoeven [26, 21].
Perhaps their most indicative is their recent [9, 10| presentation as hyperseries f(w) in a
variable w. Here the hyperseries f is a formal series involving exponentials, logarithms,
and transfinite iterates thereof [16, 17| called hyperexponentials £, and hyperlogarithms
L., of strength ~, for arbitrary ordinals 7 (see [10, Section 7]).

A motivation for the search of representations of numbers as series in w is the conjec-
tured identity [23, p 6] between surreal numbers and abstract germs at infinity with similar
features as germs lying in Hardy fields [25]. Those abstract germs are exactly hyperseries,
provided they can be seen as infinitely differentiable monotonous functions. That is, it class
for the definition of a derivation d:INo — No on the class No of surreal numbers and a
composition law No x No>® — No on the class of tuples (a,b) with b positive infinite,
such that any number a € No, seen as the function a: b~ aob, should behave like a germ
in a Hardy field, with derivative a’=9d(a).

From the point of view of asymptotic differential algebra [3], this identity has been made
precise in a series of works [2, 4, 5], based on the definition by Berarducci and Mantova
[12] of a well-behaved derivation Ogy: INo — No, and culminating in the presentation of
(No, +, -, <,0BM) as an elementary extension of all maximal Hardy fields.

The matters of functional composition however, both on the side of germs [8] and
that of numbers, are more intricate. There is no definition of a surreal composition law
o:No x No”® — No which is compatible with the logarithm and exponential functions
defined by Gonshor [19], let alone with their transfinite iterators. The surreal derivation
OpMm cannot be compatible with a surreal composition law [13, Theorem 8.4]. This negative
result can be interpreted as a consequence of the fact that dgy is in fact incompatible with
hyperexponentials and hyperlogarithms. In order to prove van der Hoeven’s conjecture, it
is necessary to find another definition of a derivation on No that is compatible with those
functions, and then a composition law that enjoys similar compatibility properties. We
worked on a definition of these operations (see [7, Conclusion| for a precise statement of the
expected results), however our method to get there is highly technical and tedious. This
article serves as a compound of tools and results required for the definition of the right
derivation and composition on No, that are designed to make their future construction
easier. Our main result Theorem 2 can be seen as a partial definition of the composition.
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What makes the definition of a derivation and composition law on No difficult is the
existence of nesting in hyperserial representations of numbers, precluding simple definitions
by induction on the height of expansions. A number a is nested if its representation as a
hyperseries is a vertically infinite right-trailing expansion

a= o+ 0 e (L, Eag(1+ 1Y (L, By (-++))"))" (1)

for a sequence X = (p;, 14, €4, Li, v, Bi)ieN of parameters satisfying some technical conditions
(see Section 4.2). We then say that ¥ is a nested sequence and that a is X-nested. In [10,
Section 6], we showed that each nested sequence ¥ gives rise to a proper class of ¥-nested
numbers a, which require a nested index z(a) € No in order to be distinguished. This
profusion of nested numbers is not solely a complication on our way, it is also a consequence
of order saturation for the surreal line, and a necessary if one hopes that many equations
in first-order language of ordered differential rings with a composition law can be solved
over No. For instance, the existence of solutions to the functional equation

f — \/(;—l-efOlng

around the approximate solution /w naturally entails the existence of nested numbers
with expansion

\/(;‘f‘ e\/@JrevlogIngUre. . (2)
In the absence of nesting, i.e. for the field of finitely nested hyperseries of [6], we already
have a compatible derivation and composition law. However, the tools used to define them
become insufficient for No, and we must combine them with a careful and fine-grained
study of the hyperserial structure of the number, in particular in the nested case.

This is what we do here, by investigating the hyperserial structure of subfields T of
No, called hyperseries subfields (see Definition 3.1), that are closed under hyperexponen-
tials and hyperlogarithms of uniformly bounded strength. An embedding of a hyperseries
subfield T into No is an R-linear map T — No that commutes with infinite sums,
products, and hyperexponentials and hyperlogarithms, and sends monomials to monomials.
In Section 4, we give relevant properties of nested numbers. In particular, we recall prop-
erties of nested sequences. Our first main result here is the definition in Section 4.3 of
a fundamental tool for proving results on hyperseries subfields by induction. This is the
hyperserial complexity function ¢: No — On, an ordinal measure of the complexity of
numbers seen as hyperseries:

Theorem 1. [consequence of Theorem 4.13] There is a unique function ¢:No — On
such that for all a € No, we have

a) s(w)=w and <(r) is the length of r as a sign sequence [19] if r € R.
b) s(a) is the ordinal sum of ordinals ¢(7) where a is the sum of its terms T.

¢) If a monomial m has hyperserial expansion m=e¥ (Lg EY)* and there is no nested
sequence 3 such that m is Y-nested, then ¢(m)=¢(¢) +¢(u)+ B+ 1.

d) If ¥=(pi,Vi,...)icN is a nested sequence and a is Y.-nested, then ¢(a) is the ordinal
sum of ordinals <(p;) + s(1;) for i€ N.

Thus ¢ allows one to treat w, real constants and nested numbers as elementary blocks
upon which all other numbers are constructed.
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In Section 5, we define nested extensions of hyperseries subfields T of No, which are
hyperseries subfields Tp 2 T obtained by adjoining to T a class P of ¥-nested numbers
for nested sequences ¥ with parameters in T. We prove (Proposition 5.9) that embeddings
T — No can be extended into embeddings Tp — No. We also show (Proposition 6.2)
that each hyperseries subfield is an increasing union of hyperseries subfields indexed by
ordinals, where successor stages are nested and hyperexponential extensions.

Section 6 is where we prove our main general theorem (Theorem 6.3) that shows how
to extend partial functions defined on hyperseries subfields T into embeddings T — No.
We then apply Theorem 6.3 to the case of fields Noy of A-bounded numbers. Given an
infinite additively indecomposable ordinal A, the hyperseries subfield Noj is the class of
numbers whose hyperserial representation only involves ordinals below A. For instance,
No,, should be thought as the ultimate field of generalised transseries, i.e. the field of all
cogent formal expressions involving exponentials and logarithms of a variable (including
for instance numbers expanding as (2)). Our main concrete application is the following:

Theorem 2. [consequence of | Let a be a number such that L(a) is a series of length 1
for all v < X. Then there is a unique embedding Noy — No that sends w to a and fizes
nested indexes of nested numbers in Noy.

Defining the composition law on No entails proving a similar result for any number
a >R, without the assumption on its hyperlogarithms. This is much more complicated.
In a forthcoming work, we will do so in the simpler case of generalised transseries, relying
the following Corollary of Theorem 2:

Corollary 3. There are well-defined right compositions with log(w) and exp(w) on and
onto the field Noy, of generalised transseries.

Section 7 also contains results characterising hyperexponential and nested extensions
of hyperseries subfields by properties of branches in hyperserial representations of their
elements. In particular, we extend to surreal numbers (Theorem 7.4) a key part of our
method [6, Section 5] for constructing derivations and composition laws on finitely nested
hyperseries. Indeed this is a crucial step in the definition of the composition law on No.

1 Ordinals and well-based series

1.1 Ordinal notations

We will frequently use ordinal notations to simplify our proofs. We write On for the
class of all ordinals and On~ for the class of non-zero ordinals. We write 8+ v and (3~
respectively for the ordinal sum and ordinal product of 3,y € On. We write w” for the
ordinal exponentiation of w with exponent ~.

Recall that an ordinal « is said additively indecomposable if we have G+ v < « whenever
08,7 < a. Equivalently, there is v < «a with a=w".

It is sometimes practical to consider On itself as a generalised ordinal. Accordingly we
write ¥ < On to say that v is either an ordinal or the class of all ordinals. The bold font
indicates to the reader that we may allow v = On. We use the convention that w°™:=On.

For i€ On, we write p_ for the unique ordinal with = p_ +1 if u is a successor. If
p is a limit, then we set p—:= p. Similarly, for a:=w#, we write a/,,:=w"~. So a=a/,w
if p is a successor, and a=qy,, if p is a limit.
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For each ordinal 7, there is a unique family (7;),con € NO™ with such that v, =0 for
all but finitely many ordinals 7, and that v= Zn con® vy The family (;),con is called
the Cantor normal form of v. The numbers € On with 7, # 0 are called the ezponents of
7. For v, € On, we write v > w# (resp. v>wH) if v, =0 for all n> p (resp. n> p), that
is, if each exponent 1 of v is > p (resp. > u). For instance w? +w?2>w and w?+w?2>1
but w? + w23 w. For v, u € On, there is a unique ordered pair (7/,v") with v=~'+~"
and 7> wH and " <wht!. We have

v'= Z why, and "= Z w7y

n>p nsp

1.2 Fields of well-based series over the reals

Let (9, -, 1, <) be a linearly ordered Abelian group. We let $:=R[[91]] denote the class
of functions f:91 — R whose support

supp f:={meM: f(m)+0}

is a well-based set, i.e. a set which is well-ordered in the reverse order (90, >). The elements
of 91 are called monomials, whereas those in R* 91 are called terms. We also write

term f:={fmm:mesupp f},

and we say that a term 7 is a term in f if 7 € term f.

We see elements f of $ as formal well-based series f =73  fmm where for m € 9, the
term fu denotes f(m) e R. If supp f # &, then we define 0y :=max supp f € 9 as the
dominant monomial of f. For me M, we let fom:=3 . fan and we write f.:= fi1.
For f, g€ %, we sometimes write f+ g= f 4 g if supp f > g. We say that a series g €% is
a truncation of f and we write g < f if supp (f — g) = g. The relation < is a well-founded
large partial ordering on 3 with minimum 0.

By [20], the class $ is an ordered field under the pointwise sum

(f+9) ::Z (fm+ gm) m,

m

fo9:=> ( > fugn)m,

m up=m

and the Cauchy product

(where each sum )" = f, gy has finite support). The positive cone $=={fe$: f >0} is
8> :={feS: fF#ON fo,>0}.

The identification f=3"  fmm induces an embedding (90, -,1, <) — ($7,-,1, ).

The ordering < on 91 extends into an ordering < on $ defined by f < ¢ if and only if
R~ |f|<|g|. We also write f < g if g < f is false, i.e. if there is r € R~ with | f| <7 |g],
and we write f < g if f<gand g< f, i.e. if there is r e R” with r | f| > |g| and r |g| > f.
When f, g are non-zero, we have f < g (resp. f=<g, resp fxg) if and only if 0y <9, (resp.
07 <0y, resp. 05 =0g4). We write

8, = {f€$:supp fCM"}
$= = {feF:suppfCM}={feS: f<1}, and
$7 = {feS: f>R}={feS: f=>0Af>1}.
Series in $., $= and $~~ are called purely large, infinitesimal, and positive infinite
respectively.
If (fi)ier is a family in 8, then we say that (fi)ies is summable if
i. U, e;supp fi is well-based, and
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ii. {i€l:mesupp f;} is finite for all m € M.

Then we may define the sum )", crfiof (fi)ier as the series

IS (z <fi>m) m

i€l m 1€l

If U=RJ[[9]] is another field of well-based series and ¥:$ — U is R-linear, then we say
that U is strongly linear if for every summable family (f;)ier in $, the family (V(fi))ier

in U is summable, with
\11(2 ﬂ) =3 U(f).

iel el

A map ®: 91— U is said well-based if it extends into a strongly linear map $ — U.
Equivalently [22, Proposition 3.5], the family (®(m))mee is summable whenever & C 91 is
a well-based subset.

1.3 Logarithmic hyperseries

The field IL of logarithmic hyperseries is a field of well-based series over R, introduced in
[15], which has a structure of differential field with composition. More precisely, we have
a strongly linear derivation 9:IL — IL; f+ f’ and a composition law o: L x L>>" — L
with the properties listed in [15, Theorem 1.3]. We will recall here and in Remark 2.2 those
w will use in this paper.

The group £ of monomials for I is the class of functions [: @ — R where « ranges in
On, extended with zeroes on On\ [0, «). The group operation is the pointwise sum and £
is ordered lexicographically (see [15, p 2]). We represent monomials [ € £ as formal products

[=1] 14 [(7), where each symbol £, = E%, ~v € On accordingly denotes the indicator function

y<a Y
of {7} € On. Important features of J and o are that for all v, 7 € On, we have
1
0, = ———,
K Hﬁ<fy€ﬁ
bngy = Lyolyn if v <w’7+1, and
EwnJrlO&ﬂ = ewn+1— 1. (1.1)

2 The hyperserial field of surreal numbers

We first introduce elementary properties of the class of surreal numbers. For all intents
and purposes, we will consider No as a hyperserial field with certain properties. We pur-
posefully omit the notions of simplicity, or birth day, which were central in previous work
on surreal numbers. Thus the notions of Conway brackets, genetic definitions, equations,
surreal substructures, sign sequences and so on will not appear explicitely.

2.1 Cuts

The linearly ordered class (No, <) is a class-sized saturated structure [14, 19, 18|. This
means that for sets L and R of numbers with L < R, (i.e. with VIVr((l,r)€ L x R=-1<r)),
there is a € No with L<a <R (i.e. with Vi€ L,l<a and Vr € R,r > a). For all subsets L,
R CNo, we write (L | R) for the class of numbers a with L <a < R, and we call (L | R)
a cut in No. So (L | R) is non-empty if and only if L < R.
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Lemma 2.1. Let A,B,C, D be sets of numbers with A< B, C<D, and (A | B)N(C | D)=
&. We have (A | B)<(C | D) if and only if B # C.

Proof. Suppose that B # C'. So there are b€ B and c€ C with b<c¢. Then for x € (A | B),
we have £ <b so x <c¢ so ¢< (C | D). Conversely, suppose that (A | B) < (C | D). So
A< D. If B>C, then the number a:={AUC | BUD} is well-defined and we have
a€(A | B)N(C | D): a contradiction. So B # C. O

See [14, Chapter 1| to understand the fundamental role which cuts play in the original
definition of surreal numbers.

2.2 Numbers as well-based series

We recall that (No, +, -, <) is a real-closed ordered field which canonically contains the field
R of real numbers [14, Chapters 1 and 4|. By [14, Theorem 21], there is a subgroup Mo
of (No~, x) such that No is naturally isomorphic to the field of well-based series R[[Mo]],
with which it is identified. Thus the content of Subsection 1.2 applies to No.

2.3 Hyperserial structure on No
By [9, Theorem 1], there is a function o:IL x No”~ — No which satisfies:

Cl1. For felL, geL”" and a € No”"~, we have goa € No~~ and
fo(gea)=(fog)oa.

C2. For a € No~ 7, the function . — No; f+— foa is a strongly linear morphism of
ordered rings.

C3. For felL,ae No~™~ and ¢ € No with § < a, we have

®
folats)=3" L2

keN

C4. For v €On and a,beNo~ "~ with a <b, we have £,0a </{,0b.
C5. For v €On and a € No~ ", there is b€ No”™" with a=/¢,0b.

Remark 2.2. By [11, Theorems 3.1 and 4.16|, the function o: I x L.”»~ — IL satisfies the
same properties C1-C5 relativised to L.

For v € On, we write L, for the function No””~ — No~"; a+ {,0a. By C4 and CS5,
this is a strictly increasing bijection. We sometimes write L a:= L. (a) for a € No~"~. We
write F, for the functional inverse of L.

For vy, p with p < v, the relation ¢, ,=/{,0/, in IL, combined with C3, yields

VaeNo™",Lyy,a=LyL,a, (2.1)
For p € On, the relation (1.1) in L, combined with C3, yields
Va e No™", L u+1(Lyn(a))=Lu+1(a) — 1. (2.2)

For a € No~, writing r, for the coefficient of 9, in a, we have r, >0, and there is a unique
infinitesimal number ¢, with a =r,0, (1 +¢&,). Writing logg for the natural logarithm on
IR~ C No. The function defined by

—1)k
loga:=L1(0q) +1logr e+ Z %55“, (2.3)
keN
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is called the logarithm on No~. This is an isomorphism (No~, -, 1, <) — (No, +, 0, <)
which extends Lj.

2.4 Atomicity

Given p < On, we write Mo, for the class of numbers a € No”~ with L,a € Mo™ for
all v <w#. Those numbers are called L. ,x-atomic and they will play an important role in
this paper. Indeed many properties of hyperseries can be deduced from their specialisation
to L,m-atomic numbers for various n € On. If n=1, then we say that those numbers are
log-atomic. We have Mo; =Mo"~ By [9, Proposition 3.21], there is a unique L<on-atomic
number which is denoted w.

Let n € On. The class Mo, is a proper subclass of No [9, Proposition 3.18]. Note
that by (2.1), we have L,»Moyn+1=Mo,n+1. Suppose that > 0. For a € No~>", there
are v <w" and a € Moyn with 6 :=L,(a) — Ly(a) < L,(a). Moreover, the family

(N ® o L(a)) 6%) pen>

is summable, and the hyperlogarithm Ln(a) is given by

(i) ® o Ly(a)

k
- 5k, (2.4)

Lyn(a)=Lyn(a)+ >
keN>

For n € On, we write Noy. ,n:= L,n(Mo,n). We have No, 1 =No, "No~". If p € Noy.
and 4§ is infinitesimal, with § < (E¥,)~!, then we have [11, Lemma 6.8]

Eun(p) <E (o +9). (2.5)
Let n € On, write a:=w", and let a € No~>~. We write
Eala]:={beNo: 3y <, Ly(b) < L(a)}.

The class E,a] is convex and the collection of classes £,[b], b € No~>~ forms a partition of
No~". Each class &,[a] contains a unique L,n-atomic number which is denoted 94(a).
The function d,: No~*~ — Mo, is a non-decreasing surjection with 9,00, =04.

We also write £4[S]:=J,cg&alb] for any subclass S of No.

Lemma 2.3. Let A€ w® and a € Moy. For < Aw, we have 0\(Lga) =0x(Ega)=a.

Proof. We have Lga, Egac&\[a] by [9, Lemma 3.10], hence the result. O

3 Hyperseries subfields

We fix ¥ < On with v >0 and we write XA :=wV".

3.1 Hyperseries subfields

Definition 3.1. Let 9t C Mo be a subgroup and let T :=R[[9]]. For v < On, we say
that T is a (hyperseries) subfield (of No) of force v if we have

Vu<v,0,6(MM7)CM  and LoyoT>~ CT.



8 SECTION 3

We see that in particular,T is a confluent hyperserial field of force v in the sense of [11,
Section 6.1]|. In this case, for u <v, we write M n:=M N Mo,n. Let S be a subclass of
No. If T is smallest for the inclusion among hyperseries subfields U of force v with U2 S,
then we write T =H,(S).

Remark 3.2. The quality of hyperseries subfield of No of force v is preserved under
arbitrary intersections. Consider an o < On with 0 <o and a ¢ On+1. Let (9MM,)<q be
an increasing family of subgroups of Mo such that each R[[90,]] for v < v is a hyperseries
subfield of force v. We see that IR[[UV <o ] is a hyperseries subfield of force v.

Proposition 3.3. Let 9 C Mo be a subgroup and assume that

0,u(MM™) C M for all p<v, and
Logno (0u,n(M7)) € M for all p<v, and
supp Ly1(0,7(9M7)) € M for all n<w.

Then R[[ON]] is a hyperseries subfield of force v.

Proof. By [11, Lemma 5.9|, for a € No~~ and f € L.y, the support of foa is contained
in the class of finite products of monomials in the class

U U £<w”00w“(0L7(a))-

p<v yZ2wh, y<X

For p,n<wv with n> u, we have 0r,_,(a) =0L_n(o,n(a))- S0 for v <A with v > w*, we have

supp foa C U U Lewrn oV (0r (a))

p<v 2w, y<A

U U s@uoawu( U suppr(aw(W»)

N

u<y ywh <A WKy

C | Lcwrotun(M)
p<v

c M.

So the second condition in Definition 3.1 follows from the hypothesis, hence the result. [J

Write A:={lx, n:n €N} if v is a successor and A:={{y} otherwise. Consider a non-
empty subclass 2 C Moy with A oA C 2. Let Fy denote the set of families f:= (fq)aecq in
£<>\/W for which there are n € N and ag,...,a,_1 €2 with ag> --- > a,_1 such that

S(f):=={acA:f.# 1}gno Aoa.
1=0

For such elements i € {0,...,n — 1}, the family (log(fq) 0 a)qes is summable. Indeed we have

&= U U suwploglon)

0<i<n—1 a€Aoaq;

- U Uyr1:v<A}oa;,
0<i<n—1

which is well-based. Moreover, for m = /£y Jun+p O 0i € S where n € N and p <A/, we have

{a€Aoai:mesupplog(fa) ca} = {lx noai}.
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So 3 cq (log(fa) 0 a) is defined and lies in No,.. We set f::eZC‘GQ‘lOg(fu)oae Mo. Write
Ly for the set of monomials § where f € Fg. Note that this is a subgroup of Mo.

Lemma 3.4. We have H, () =R][[Lq]].

Proof. Let U be a hyperseries subfield of force v with A C U. We have L.y oA C U,
whence £o C U, whence R[[£q]] CU. So it is enough to prove that R[[£g]] is a hyperseries
subfield of force v. We first prove that for p <v with p >0, we have

on(La) ={lyoa:acANy <Ay Ay > wh-} (3.1)

Indeed, consider § € Fg, so f € Lq. Let neN and ag, -+, a1 €A with ag>> --- > a,_1 such
that S(f) C U, Ao,

By Lemma, 2.3, for 0<i< j <n — 1, we have SZ)\/M oa; > QZM oaj, so f is uniquely
determined by f We have m = 1 <= fo> 1 where a:=min S(f). Assume now that m > 1.
By the previous argument, we have logm <log(fs0 a) <log({- o a) where v <A/, is minimal
such that the ~-th coefficient of fq is non-zero. So ¢y 0a=20,(m). We deduce that (3.1)
holds for p=1. Now let p<v with g >1 and let me 9. We have d,1(m) =0,4(0,(m))
where 0,(m) € Ly, oa for a certain a €2(. So the same arguments as in [11, Lemma 3.12]
apply and yield (3.1) for p.

Let p<wv and let b €d,1(Ly). We will prove that £.,x0bC Ly and that L,r(b) €
R[[Lq]] if p<v. We write xp for the family in Fy with xp(b) =£p and yu(c) =1 if for
all ce 2 with ¢#b. If p=w, then we have b € 2. Assume that v is a successor. Given
[€ Lopm, write [, := H’y<w"— g;w”‘nw el _ v So [:eznewlog([n)oﬁwu_n. Consider the family
f € Fo where for c €2, we set fo:=1[, if c=¢_u—, 0b and f.:=1 otherwise. We have f=Ilob
so [ob € £g. Assume now that v is not a successor. So [€ £_ »-. We have f=1lob where

f=(xo(c) o l)cear, so [ob e Ly.
If p<wv, then there are a €2 and v < A with y > wh- and b={,0a. Write y=

' +w*-n for a certain n € N and 7' > wh-. For [ € L. n, we have and [ob= ([0 l,)0b
where (00, € £.,uCL_ v So lob=] where = (xp(c) o ([0£;))ceq. Moreover we have
qu(a) = €7/+wu oca—nec R[[Q H

Finally, for n <v and m =/, 0a € 0,1(La) where v <A/, Ay > w"=, We deduce with
Proposition 3.3 that R[[£q]] is a hyperseries subfield of force v, hence R[[£a]] = H, (). O

Lemma 3.5. Any A-bounded path P in R[[Lq]] has length |P|<2.

Proof. Let P be a A-bounded path in R[[£g]] with [P| >0, so mp# 1 and we may
assume that mp o> 1. Since P is A-bounded, we have mp; ¢ 2 for all i < |P|. Write
mp o =e¥ (Lg EY)" in standard expansion. There is f € Fy with f =mp o. If a=0 or a >0
and op 1= —1, then we have mp ; € term log]E where log ]E = Zaembg(fa) oda. We deduce
that mp 1= L,41(a) for a certain v < A/, and a €. Since a € My and P is A-bounded,
we must have a=w. So |P|<2.

If >0 and op,1 =1, then supp log]E has a minimum n with LgEj =e". There are
Y<Asyand a€A withn=L,1(a),so LgEy=L,(a). We deduce by the unicity of standard
expansions and the fact that P is A-bounded that u=a=w. So |P|<2. O

3.2 Hyperserial embeddings

Definition 3.6. Let T =R][[MN]] be a hyperseries subfield of force v. An embedding of
force v is a strongly linear, morphism of ordered rings ®: T — No with

a) ®(9M) C Mo.
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b) ®(fos)=fod(s) forall feLex and s€ T

So @ is a hyperserial embedding of force v in the sense of |11, Definition 3.4]. By [11,
Proposition 3.5, we have ®(9M,x) =M N Mo, for all p <A

Lemma 3.7. Let T =R[[9M]] be a subfield of force v. Let ®: T — No be a strongly
linear morphism of rings with ®(Lyn(a)) = Lyn(®(a)) for all p<v and a€M,n. We have
O(fos)=fod(s) forall feLey and s€T>".

Proof. Note that 9t =R is divisible, so T is real-closed [24]. In particular whence @ is
strictly increasing. Let C denote the class of series f € L.y with ®(fos)= fo®(s) for all
s€T>". We prove that we have L.« C C by induction on p < v, starting with g =1.

Consider s € T~ and write s =7;05 (1 +¢5) where 7€ R~ and £, <1 as in (2.3). We
have ®(s) =1, B(0,) (1+ B(e,)) where (e,) <1, so

k
logs = 1ogbs+logrs+z k:—i—)l kH, and
kelN

(=" k+1

log®(s) = log¢(03)+logrs+z ) P (es)

keN
~ N -1 k

— <I>(logbs)—i—logfrs—i-<I><k%ﬂ:\I —(l<:+)1 6§+1>

— d(logs).

We deduce that C contains [ € £ if and only if it contains log[. By strong linearity of o,
the class C is closed under sums of summable families. Moreover, for f, g€ C with g > IR,
we have foge C. So we need only prove that we have ¢,n € C for all n<wv. Let n>0
such that this holds for all : < 7. So L.,7» C C by the previous arguments. Let s € T~>"
and write a:=0,n(5). By (2.1), there is v <w" such that the number ¢:=/,0s—{,0ais
infinitesimal, with

o€ (U)W olyoa
lynos= wnOCl-f-E k.

Note that for k € N~, we have (é%)(k) € L.,n C C. Moreover, we have
lyo®(s)—Llyo®(a)=P(lyos—ly0a)=P(e) < 1.
We deduce that

k)
gwnoq)(s) = wno@ +Z € oﬂ O(I)( )@(S)k.

k>0
_ (gl?,)(’f) olyoa 4
_ @(fwnomq»(lgo LAMLLLLE
= ®(lmos).
We conclude by induction that C=1IL,j. O

3.3 Hyperexponential extensions

In this subsection we consider a hyperseries subfield T = R[[90]] of force v and a p<v
with g >0. We say that T has force (v, ) if L,n(T>7)=T>" for all n < . For instance,
the field of surreal numbers No has force (v, v).
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In [11, Sections 6 and 7|, conditions under which hyperserial fields have surjective
hyperlogarithms are discussed. We recall some of the results here.

Proposition 3.8. [11, Corollary 7.24] The field T has force (v, ) if and only if
En(TNNoy ) CT for all n< p.

Proposition 3.9. [11, Theorem 7.4] There is a smallest subfield of hyperseries T<p) of
No of force (v, p) which contains T.

Proposition 3.10. [11, Theorem 7.4] If ®: T — No is an embedding of force v, then
there is a unique extension @,y of ® into an embedding T(.,,)— No of force v.

Let < p and write T, for the class of w"-truncated series ¢ in T with E n(¢) ¢ T. So
T, =T o0\ Lon(IMyn).

For ¢ € T, write (p)={p —n:neN}if 7 is a successor, and () ={¢} otherwise. Let
F, denote the class of families f= (f,)peT, in (£<wn7)T" such that the set {p € T, :f,#1}
is contained in [J g (o) for a finite subset S CT,. Write £<wn[e$§7 | for the subgroup of

monomials
z ZweTnlog(fw)OEfn

fi=e ,
where § ranges in F,. We have 9N £<wn[e$ﬂ = {1}. Write 91, for the internal product
group 9ﬁ£<wn[eg‘f;’ | and set T, :=R[[9M,]]. Then T, is a hyperseries subfield of force
v which contains T U Egﬁ’ .

The field T(.,) can be obtained, by induction on p, as the union of an increasing
family (T, ,)ycon of subfields of hyperseries T, , =R[[9, ,]] of No of force v. Indeed,
for v € On and 1 < p, we set

o 93?(070) =9

o My =M n))(n) if 1 is a successor.

o My p = anm(w) if  is a limit or n =On.

° ﬂﬁ(%o) = Up<7m(p,u) it v>0.

We set T, ) :=R[[DM(y, )], 50 T(0,0)="T and we have the force v inclusion Ty 5 €T, )
whenever p <y or p=+ and o <1n. We set

Mew:=J Muop  Tew:= J Ty
v€0n v€On

We have T,y = R[[M (< ,)]] by [11, Lemma 2.1].

Proposition 3.11. Let a € T, and let P be an infinite path in a. There is i € N with
RAS T.

Proof. Proving the result by induction on p, we may assume that P is a path in T, for
some 7)< p. So mp o= fm for f € F,, and m € M.

Assume that ap =1 or apo=0. In the latter case we have op 1 = —1 because P is
infinite. So in any case we have then mp 1 € supp log¥ or mp 1 €supplogm. In the latter case
we are done. In the first case, we have mp 1 = L,41 E7y for a certain v <w”- and ¢ € T,
We have EY,#w because P is infinite. So mp 1= L41 Efy is a standard expansion. We
deduce that 7p o € term ¢ CT.
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Assume that ap g>w. So fm is log-atomic. We deduce since N £<wn[e$¥7] ={1} that

f: 1 or m=1. In the first case, we have 7p o € T. In the second case, we have mp o= L, E?,
for certain v <w’- and ¢ € T, and we conclude as previously that 7p 1 € T. OJ

4 Nested numbers

We now introduce the notions of hyperserial expansions, paths, well-nestedness, nested
numbers of [10] in the more general case of hyperseries subfields. Throughout this section,
we fix a ¥ < On with v >0 and a hyperseries subfield T of force v, and we write A :=w".

4.1 Hyperserial expansions, paths and well-nestedness

Definition 4.1. We say that a purely infinite number ¢ € Ty is tail-atomic if o= 41 a,
for certain p € Ty, L€ {—1,1}, and aeM,,.

Definition 4.2. Let me M7 L. Assume that there are p € Ty, e {—1,1}, a € {0} UwOn,
B€0n and u € No such that

m=e¥ (LgEY)", (4.1)
with supp ¥ > Lg11 Ey. Then we say that (4.1) is a hyperserial expansion of type I if
o [fw<a;
e FEieMo,\ LeqMoyw;
o a=1= (=0 and u is not tail-atomic).

We say that (4.1) is a hyperserial expansion of type Il if a =0 and u € My, so that
EY=u and

m=e"¥ (Lgu)". (4.2)

Remark 4.3. If m=e¥ (LgEY)" is a hyperserial expansion, then we may not have e¥ € T,
or, equivalently, (Lg Ey)" € T. But both monomials lie in the exponential closure of T,

hence in particular in T.
Proposition 4.4. Fach me M\ {1} has a unique hyperserial expansion.

Using this, we define, as in [10, Section 5.2], the notion of path in elements of T. Let p
be an ordinal with 0 < p<w and note that i <1+ p<= (i< p<wVi<w=p) for all i € N.
Consider a sequence

P=(P(i))i<p=(1P.i)i<p=(rpimpi)icp n  (R*M)”.
We say that P is a path if there exist sequences (up ;)i<1+p, (¥P,i)i<14p» (tP,i)i<ps (OP3)i< ps
and (0p,i)i<1+p with
e upo=1pand Ypo=0;
o 7p;Etermyp ; or 7p; € termup ; for all i < p;

o Tp,€R*UM\=p=i+1foralli<p;



NESTED NUMBERS 13

e For i < p, the hyperserial expansion of mp ; is

. a%Plit UP,i+1\Lp,;
mp,; = e’ (LﬁP,iEapyi ) g

We call p the length of P and we write |P|:= p. We say that P is infinite if |P|=w and
finite otherwise. We say that P is a path in s € T if P(0) is a term of s. In that case, we
set spg:=s. For 0 <i<|P|, we define

(0P, sp3) = (=1, v¢p,;) if mp;€suppvp
Jis SPi (1,up,) if mp; € suppup ;.

Given pu <v and § :=w", we say that a path P is §-bounded if ap ;<4 for all i < |P].
Definition 4.5. Let s€ T and let P be a path in s. We say that an index i < |P| is bad
for (P, s) if one of the following conditions is satisfied

1. mp; is not the -minimum of supp up ;;

2. mp ;=minsuppup; and Bp;#0;

3. mp ;j=minsuppup,; and fp ;=0 and rp ;¢ {—1,1};

4. mp;=minsuppup ; and Bp,;=0 and rp ;€ {—1,1} and mp ; € supp ¢p ;.

The indez i is good for (P,s) if it is not bad for (P,s).

If Pis infinite, then we say that it is good if (P,7p o) is good for all but a finite number
of indices. In the opposite case, we say that P is a bad path. A series s €T is said to be
well-nested every path in s is good.

4.2 Coding sequences

We say that a coding sequence X is A-bounded if we have ayx ; <A for all i € N. Let X be
a coding sequence and let : € N. We write X »; for the coding sequence with

S i(j):=%(i+j) forall jeN.

If axo€ WOt then for n € Z we write ¥ +n for the coding sequence with

Py4n,1 = Exn1t+n,
PStni = P for all iEN\ {1}, and
(Extn,is UStn,is b 4nis O 4n,i) = (x4, ¥si, i ax ;) for all i€ N.

We write X1 for the coding sequence with
x(0) := (0,1,0,1,5,0), and

YH(i) = 3(i) forallie N~.

We say that ¥ is positive if X=X,
Let ¥ be a coding sequence. We say that a number a is X-admissible if there is a
sequence (ax ;);en such that for all i € N, we have
ax,; = @z,rﬂ—éz,z‘ewz’i(Eag,iaz,iﬂ)”,
supp ¢s,i > log Eay ;ax,it1, and
ex,it1 < fa(asitr) i x4 #0.

We say that X is admissible if there exists a Y-admissible number.
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We say that a is Y-nested if it is Y-admissible, and if for ¢ € N, the number

10
[asi— s
maz’i'_< pRTY: )
n,ie’

. . a ! . .
is a monomial and mgy, , = E,>"*" is a standard expansion.

Lemma 4.6. If X, Y/ are distinct coding sequences and a is X -nested, then a is not X'-
nested.

Proof. Assume for contradiction that a is both X-nested and X’-nested. Consider : € N
minimal with (i) # X'(¢). Taking ¥ »; and ¥’ ;, we may assume that i =0. If o5 0% @50,
then we must have ¢y o<l s/ or sy o< s But

ot(supp ¢x,0, =) + 1 =ot(supp a, >) =ot(supp ¢xr0,>) + 1,
so ot(supp ¢x,0, =) = ot(supp ¢x,0, >): a contradiction. So ¢x,0= px’o. We have

exo=1l<=a>pno=a>pso<s=ecxo=1,
50 £x,0=¢€sv,g. Since V=0 (Equt)™° and V0 (EZ;;’;)LE"O are both standard expansions
of ex (a — 30270), we have (1/)270, 3,0, 04270) = (1/)2/70, Ly 0, Oég/,()). This contradicts the
assumption that X(0) # X/(0). O

As a consequence, we may write Y, for the unique coding sequence for which a is X,-
nested. We will also simply write a.; instead of ay,; for all i € N, in accordance with [10,
Section 6.1]. We write Ady, for the class of ¥-admissible numbers, and Ney, for the class
of 3-nested numbers. By [10, Proposition 6.5], there are sets Ly and Ry of numbers with
Ly < Ry and Adx. = (Lz | RE).

Note that we have Ady ., C Px.it+ex eV (Eax, ;Ady, ., ;)™ for all i € N whenever
>} is admissible. We say that an admissible sequence ¥ is nested if we have

VieN,Ads = ¢s,ites, oV (Eay, Ads )™

We say that a coding sequence X is good if there is n € N such that X+ n is nested. Note
that ¥ »,3 —1 and X* are good if ¥ is good. If ¥ is good, then we generalize some of
our notations with

I o ts,0\ L%,0
— Ps.0 (3+n) — ¥3,0 : _
Ly := pxot+esoe <L(a270)/wn <—52,0 o ) ) if exots0=1,
L300\ 2,0
Risyny—9s0 ) o
% lf 6270 LZ,(]:_:[;

R 13,0\ t%,0
DEtn) — 90 if exgtzo=1
¥s.0 3,00%,0 ’

I o 13,0\ (3,0
n) E, .
Ry = pxo+enoe’™® <L(a2,0)/wn <meo> ) if ez 0tz 0=—1,

Ly = ¢50+e50e"| Liay,g)un

Ry = pxo+esoe?™0 Las, )um

Ad _ L3,0\ 3,0
Ady = ¢Z,0+52,0€w2’0 L( ) (E+n) 90270) ) =(Ls | Ry), and

Ls,0\ t,0
Ne(s i) — ¢5,0
¥s,0 ’

Ney := pxo+exoe?™® Lias 0)un
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Good sequences will play an important role in the sequel. The following useful properties
are easily deduced from the corresponding properties of nested sequences.

Lemma 4.7. [10, Lemma 6.14] Let ¥ be a good sequence. We have

Ads= $5,0 TE€5,0 ewz,o (gaz,o[Eaz,o Adz/ﬂ])bz’o'

Lemma 4.8. [10, Proposition 6.19] Let ¥ be a good sequence. We have

L
Nes = @50+ ex,0e?=0 (Eay o Neg ;)™

Let 3 be a good sequence and let n € N such that ¥ +n is nested. For z € No, we define

_ ( ) L3300\ 2,0

_ =2 4+nl€2,002,02) — 3,0

oy Z:=Pxn0tEno e¥=0 L(QE,O)/wn ¥s0 ’
€x,0€"™

so Ey is a strictly increasing bijection No — Ney. By [10, Proposition 6.21], this function
does not depend on the choice of n.

Lemma 4.9. [10, Corollary 6.20] Let > be a good sequence. We have
Sy z= P01+ €30 e¥0 (Eoéz,o 52/1(5270 Ls,0 Z))LE’O.

Lemma 4.10. [10, Proposition 6.21] Let ¥ be a positive good sequence with ay o€ wOnT?

and let n € N. For all z € No, we have

En 2= L(az,o)/wn =y z.

4.3 Hyperserial complexity

If (I, <) is a well-ordered set and (7;)ics is a family of ordinals, then the ordered sum of
the family is the ordinal ), _;~; defined inductively for i € I by

Zje[min(l),i)% = sup {Zje[min(l),kﬂj k< z} if [min (/),?) has no maximum, and

Zje[min(f),iﬂj = (Zje[min(f),i)%)Jr%’

where + is the (non-commutative) ordinal sum.

We now define a lexicographic ordering on the set Prae(a) of finite maximal paths in
a number a. For P, Q € Pyog(a), we write P <4 Q if there is an i < |P| with P(j)= Q(j),
for all j <i and P(i) # Q(i) and

P(i), Qi) etermyp; AN P(i)=Q(i), or
P(i)etermyp; A Qi) €termup;, or
P(i), Qi) etermup,; A P(i) = Q7).
The fact that the paths are finite and maximal implies that only those situations can occur.
Since a is well-nested, we have mp ; = min supp up ; for large enough 7 € N, for all infinite

paths P. It follows that « is well-founded. We define an auxiliary function pn as follows.
Given a € No define pn(a) € On as the order type of (Pyae(a), €). We have

Lemma 4.11. Let a € No and m €suppa. Then pn(asm) <pn(a).
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Lemma 4.12. Let m € Mo? and let m=e? (LgEg)" be a hyperserial expansion. Then

pn(a) =pn(%)) + pn(u).

In particular pn(y) <pn(a) and pn(u) < pn(a).

Theorem 4.13. Let v < On with v > 0. There is a unique function g, : No — On such
that for all a € No, we have

a) su(a)=w if a€ Moy and ¢,(1)=1.

b) (@) =3 neauppa (M) £(am).

¢) If me Mo has hyperserial ezpansion m=e¥ (Lg EY)" and there is no A-bounded
nested sequence 3 such that m is X-nested, then we have

wm) = o) +a(u)+8+1 ifa<, and
wm) = () +w+pB ifa=A

d) If ¥ is a A-bounded nested sequence and a is 3-nested, then

S_l/(a) = Z(S_u(SOZ,i) + S_u(wz,i))-

€N

Proof. We define ¢,(a) by induction on pn(a). Let a € No such that ¢, (b) is defined for
all b with pn(b) <pn(a). In view of b, we may assume that a =m is a non-zero monomial.
If m=1, then we set ¢,(m)=1. Assume that m# 1 and write

m = e¥0 (Lﬁo Eg(l))bo

as a hyperserial expansion. We have pn(#1) < pn(a) so, by our induction hypothesis, the
number ¢, (1) is defined. Consider the partial function Ist: 0\ {1} — 9 defined for non-
trivial monomials n that have hyperserial expansions n=e% (L, E;,’)U such that supp v has
a minimum, and with Ist(n) := min supp u.

If m is Y-nested for some nested and A-bounded sequence 3., then the sequence
(1st°)(m));en is defined. An induction on i € N using Lemmas 4.11 and 4.12 gives that

pu(¢s,i) =Pn((;0) -1st0i(m)) <Pn((asi)) <pn(a) and pu(¢s,i) <pn((a;i)) <pn(a)

for all i€ IN. So all ¢, (¢x;)’s and ¢, (¢ ;)’s are defined, and we may set

w(m) = (w(es) +w(¥s.)- (4.3)

1€IN
Assume next that there is an i >0 such that 1st®/(m) is defined for all j < i, and that
a; :=1st*(m) is ¥;-nested for some nested and A-bounded sequence ¥;. We then choose i

to be minimal to satisfy this. Writing
Cpitrimi\ LL Lo
¢1+rlew1<L@1Eé1 ) )

m=e%0 (Lﬂo E,,

for some numbers @1, ..., @i, Y2,..., Y41 and 71,...,r;, we have pn(p;), pn(j4+1) < pn(m)
for all je{1,...,i} as above. So all ,(¢;)’s and ¢, (1)j4+1)’s are defined. We define ¢, (m;)
as in (4.3) and for all j <, we set

(157 (m)) 1= () + (10D (m)) £r1)) + B + 1 (4.4)
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by induction on i — j.

Assume now that there is an i € N such that Ist°(m) has the standard expansion
Ist®(m) =e? a* where a is L-x-atomic. Then we set ¢, (Ist°(m)) :=c,(1)) +w and we define
G (m) as in (4.4). The case when Ist®’(m) has standard expansion of type II is similar.

Assume lastly that there is an i € N, which we choose minimal, such that b:=1st°(m)
has no minimal monomial in its support. Then by Lemma 4.11 and the induction hypo-
thesis, we may define

W0) =" sl £(bn)

We then define ¢, (m) as in (4.4).
Well-nestedness implies that the only remaining case is when Ist®(m) =1 for some 4, in
which case again ¢, (Ist®(m)) :=1 is directly definable, and we conclude using (4.4). O

In the sequel we write ¢ :=¢on.

Lemma 4.14. Let p<v <On and write § :=w. For a€ No~", we have ¢, (05(a)) <su(a),
with equality if and only if a € Mos.

Proof. We prove the result by induction on ¢,(a). Let a € No™ " such that the result
is true for all u <wv for b€ No™” with ¢,(b) < v:=¢(a). The result is immediate by
Theorem 4.13(b) if x=0. So we may assume that >0 and that « € Mo”. Write a =
eV (LgEY)" as a hyperserial expansion and write a:=05(a). If 1) #0, then we have a=05(e")
where ¢, (e?) <¢(a). The induction hypothesis yields in particular ¢,(a) < ,(a). Assume
that ¢ =0, so t=1. Write 3= '+~ where 3’ >,6,, and 7 <§/,. We have a=05(Lg Ey)
by Lemma 2.3. So ¢, (a) > <,(a) 4+ . Since a=a if and only if y=0and ds5(Lg Ey) = L' E5
this yields the result. O

5 Extensions by nested numbers

Throughout this section, we consider a subfield T = R[[9]] of No of force (v,rv). We
say that a coding sequence ¥ lies over T, or that X is a coding sequence over T, if ¢y ;,
Py, €T for all i € N. If X lies over T and a € No is ¥-nested, then we say that a is nested
over T. We will see how to adjoin T with classes of nested numbers over T.

5.1 Nested extensions

Remark 5.1. Note that if 3 is a A-bounded good sequence, then the sets Ly, and Ry of
Section 4.2 lie in any subfield of No of force (v, v) which contains ¢y, ;, 5 ; for all i € N.
So if ¥ lies over T, then Ly, and Ry are subsets of T.

Lemma 5.2. Let ¥ be a A-bounded good sequence over T. If AdsN'T +# &, then NexN
T+0o.

Proof. Let s€ AdyN'T. Since T has force (v,v) and axo< A, we may assume that
Y. is nested. By [10, Lemma 6.16 and Theorem 6.17], there are i € N, a € Ney and 0,
§' < (B2~ with

asq

8g,i= 5,165, (Bay (5i41+0)) ™ < 5, < px i+ ex,i€"™ (Bay, (a5i41+06")) > = sp.i.
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We have Euy, ;a1 < Eay (@414 0), Eag (a;i41+0") by [10, (3.7)]. We deduce that

. .
.=y i+ ex eV (Bas, ; a;i41)™" 8.4, Shi,

where a.; <s.;. Thus a,; € T. Since X is A-bounded over T, we deduce that a € T(<,,). Since
T has force (v,v), we deduce that a € T. O

Lemma 5.3. Let X, Y be distinct A-bounded good sequences over T with T N Ney =
TNNex=9. One of the following cases occurs:

a) Lsy# Ry and then Ady’ < Ady.
b) Ls # Rs and then Ady < Ady.

Proof. We have Ady, = (Ly, | Ry) and Adsy=(Lx/ | Rx), so by Lemma 2.1, it is enough
to prove that Ady N Ady'=@. So assume for contradiction that there is a number a with
a € Ads N Ady. Let i € N be minimal with (i) # ¥'(i). Considering ¥ »; and X';, we
may assume that ¢ =0.

Assume for contradiction that ¢x 0% ¢xr0. We have ¢x o, ¢x/,0<a so we must have
3,0 < @xro0r ps o< s oand we may assume without loss of generality that the first case
occurs. Write ¢y o= @504 ex,0t where ¢t <supp ¢x,0. So we have 0, =0a—o5.0r whence
ox.04ex,00: € Ady. Since 5o+ ex,00; € T, we have TN Ady # @. We deduce with
Lemma 5.2 that T N Ney, # @: a contradiction.

So px.0=xr0. We have a> gy g=cxo=cxo=1land a< py o=exo=cx,0=—1
so we must have ey o= ex/ 0. The same arguments as for ¢x o, ¢x/0 imply that ¢¥x o=
Ps 0, and the same argument as for ey, ex ¢ imply that t50=tx/0. So we must have
ax o # axro. We may assume without loss of generality that ax o> asro. Write b:=
EO%0 ax,1= Eaz’,o axy 1. We have

¢:= 50 +e5,0e"0 (Day (b)) ™0 € Adyy

by Lemma 4.7. Let j € N~ be minimal with (@5 j, sy ;) #(0,0). Let k£ < j be maximal with
axy p=ax 9. We have asr o> ax/ 12> ax j_1and b= Eaz/,ok+ag/,k+1+~ Ctaxs o A5,
Note that 0oy, o(ax/k+1) = Vax o(Pxr,j + €575 e¥="7) € T because ¥ is A-bounded. If as; o=
asyow, then 0ay, o(b) = Fag/ ok 0ayx o(@x7, k+1), which lies in T because T has force (v,v) and
¥ is A-bounded. If ax > as/ow, then [10, Lemma 5.5(b)] gives 0y, 4(b) = Vay o (@5, j +
Ex/ j ew'*f) €T. So in any case, we have c € Ady/N'T. We deduce with Lemma 5.2 that
T N Ney+ @: a contradiction. O

Let P be a class of positive, A-bounded good sequences ¥ over T. Assume that for all
> € P, we have

VieN,(X )t € P and (5.1)
NexNT = @ and (5.2)

Y+n € P whenever ago€w®? ! and ¥ +n is good. (5.3)

Note that those conditions are satisfied for the class P of all positive good sequences over
T with Ney ,, NT=9 for all 7€ N.

We write Py for those sequences in P which are nested, and set

Gp:= U Nes C Mo™
YeP
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For g € &p, we write ng for the least number ng€ N such that X3+ ng is nested. We write
mg for the unique (Xg+ ng)-nested number with g=Liay,_ ) ,,n(mg). We have Xq+ng€ Pg
by (5.3) so mge &p. We write &p o for the class of monomials mg, g € &p. For m € &p g,
we write &, for the class of monomials f with my=m.

Lemma 5.4. For g,h € &p, we have g<b if and only if one of the following cases occurs:
a) g=23y and zg< zy.
b) Lz‘,g )ﬁ th and Nez)g < Negh.

Moreover, we have Eq[g] < Eay[b] in each case.

Proof. If ¥j=3}, then we have g,h € Ney whence g===5_ 24 and h=Zyx_ 2. So we have
g <b if and only if z5 < 2y in that case. We obtain &, [g] < £u,[b] in that case because g,
b are both L., -atomic.

Assume now that ¥3# 3. By Lemma 5.3, we have Nezg < Negh or Negg > Negh. So
we have g < b if and only if Ney < Ney,, if and only if Ly # Ryx,. We have £, [Ney |=
Ney, < Neyg, =&, [Ney,| by Lemma 4.7, whence £,,[g] < £u,[b] in that case. O

Corollary 5.5. For g,h e &p with g<b, we have £<(ag)/wog < Sz(ab)/wo h.

For every family f:= (fg)geop € [[ ey S<(ag), We write S(f) :={g € &p:fg# 1}
We let Fp denote the set of families € [] ¢, £<(ay),,, such that the set So(f) := {mg:
g€ S(f)} is finite. For §f € Fp, and each m € Sy(f), the sum ng:m (log(fg) o g) is well-
defined by Corollary 5.5. So > 4 Gp (log(fg) 0 g) is well-defined and lies in Noy,.. We set

f ::eznglog(f‘z)Og € Mo. Note that {~1:= (fg_l)gegsp lies in Fp and we have le =L

Therefore the class 9p] of monomials § for f € Fp is a subgroup of Mo. We see that
9M(pj is the subgroup of Mo generated by the sets £<qy, ;0 G where 3 € P and m € Negy.
By the previous argument, the ordering on 9pj corresponds to the lexicographic ordering
on Fp. We write Mp for the subgroup of Mo generated by 9 and Mp).

We claim that M NMp;={1}. Indeed assume for contradiction that there is a monomial
n>=1in Mp; N M. So there is § € Fp with n= f. In particular, 0jogn = D10gj- So there
are g € &p and v < (ag)/, with £,110g€ 9. But there are ¢ € T, € T\ and ¢,: €
{—1,1} with ¢+ ce¥g" € Nex. So by Lemma 4.7, we have ¢ +ee? &, [g]* € Neg, whence
o4 cevEq,lgl'NT=2. We deduce that log £y, [g] N'T = @, whence in particular £, 0
g ¢ T a contradiction.

So any element of 9p can be uniquely written as n= mf where me 9 and fe€ Fp. We
write Tp for the field Tp = R[[Mp]].

Lemma 5.6. Let me 9 and f€ Fp. Let g:=max S(f). We have m§ =1 if and only if
Nez)g =m~L

Proof. We have |log f| € Eayl[logmg|] by the previous arguments. So fe Ea,lg] C Eay|Ady].
We have T'N &, [Ads]=TNAds =2 by (5.2) and Lemma 4.7. Since the class £, [Ady]
is convex in, we either have m™! < &, [Ads] or m~! - &, [Adx]. We obtain the result by
noticing that Ney is cofinal and coinitial in Ady. Il

Lemma 5.7. We have Tp =Hy(Uyp,Nes UM). Moreover (Mp)x =M.
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Proof. Let U be a subfield of force v with U D UEEPO Nex U, For ¥ € Py and m € Ney,
we have £<a270 omCTU, so £<a270 08, CU. We deduce that ,’Jﬁ[p] C U, whence Mp C U,
whence Tp C U.

So we need only justify that Tp is a confluent subfield of force v. Let n € 9p and
write n=m f where f € Fp and me M. Let p<v with g >0 and write a:=0,u(n). By
Proposition 3.3, it is enough to prove that a € Tp, that £.,»0aC Tp, and that L,x(a) € Tp
if moreover p <wv.

Let g € p be minimal with fg# 1 and let v < (ag)/, be minimal with (f4),#0. We
have logn <logm or logn=</¢,10g. Therefore we have

ae {e®08™ 3 u(m)} = {o u(m)} Co,u(T)

ac {eaw(e,y+log)’ Dw“’(g’}/ o) g)} = {DWM(E,YO g)}

In the first case, since T is a confluent subfield of force v, we obtain a€ T and £ roaCT
and Lyu(a) € T if moreover g <v. So we may assume that n=/¢,0g. Write y=~"+p
where supp 7' = wh#~ and p <wh-. So a=0,u(l, 0g), so we may assume that y=~" and
that supp v = w"~. Write ¥:=3g and «;:=ax ; for all ¢ € N. Consider 7 >0 minimal with
(s, ¥si) #(0,0). Soap> -+ > a;—1 and

Ty
9= Eap+-- -+a¢71(§02,i tExi e¥im Z’Z)v

for a certain me Ne(2/1)+.

Assume that o> w#, so p <v. We have a=/,0g¢c Tp. Moreover £, n0aC
L£<0p0Gm, CTp. If ap=w*, then we must have v=0 and L,x(a) = Lay(g) = g;1 € Tp.
Otherwise write v=~"+wh~n for v/ >,w"~ and n € N. So Lyu(a)=~Lyrynog—n
where £y 1,108 € L£cny0o By So Lyk(a) € Tp.

Assume now that ag<w*. Let j <i—1 be maximal with either j=0 or j >0 and
ajw=wk. So we have

b ::aw“(Eaj+1+- . '+Oéi—1(90i +&i e¥i mbl)) = Dw“((p27i tex ed’z,i) el

and a=E,,; b€ T because T has force (v, v).
In this case we obtain again a€ T, and £.,n0aC T and Lyn(a) e T if p<w. g

5.2 Nested extensions of embeddings

Proposition 5.8. Let ®: T — No be an embedding of force v and let 32 be a A-bounded
good sequence which lies over T. The sequence

Q(X) 1= (P(vx,i), i P(Vs,4), iy a4)ieN

18 good. Moreover, it is nested if ¥ is nested.

Proof. Note that we have ®(¢x i+1) ENoy oy ; and ®(1)x ;) € No, for all i € N. The other
conditions of coding sequences are clearly preserved, so ®(X) is a coding sequence. We
have (X4 n)=®(X) +n for all n € N so we may assume that ¥ is nested and prove that
®(X) is nested as well. By Remark 5.1, we have Ly sy =®(Ls) < ®(Rx) = Ry(x). So ®()
is admissible. Finally to prove that ®(X) is nested, we must justify that for i € N, we have

Adgs) ., 2 P(psit1) + ex;eP(¥m) (Bas,; Adg(s)

/Hl)bz,i
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If ex jix =1, then (5.8) is equivalent to
B(pxit1) +ex,ie®¥=) (Bax, ;®(Ls ., ,))™" is cofinal with respect to ®(Ly .,) and
B(pxit1) +ex,e®¥z) (Eax, ; ®(Rs. ,,,))™" is coinitial with respect to ®(Rs ).

Those statements hold because ® : T — ®(T) is an order isomorphism. If ex ;5 ;= —1,
then (5.8) is equivalent to

Q(ps,it1) +Ez7ie¢(w2’i) (Box,, ®(Ls »,,,))™" is cofinal with respect to ®(Ry .,) and
(s, it1) + Ez7ie¢(wzvi) (Eax, ; ®(Rs ,,,))™" is coinitial with respect to ®(Lx .,),
which holds as well. So ®(X) is nested. O

Proposition 5.9. Let T and P be as above and let ®: T — No be an embedding of
force v. Consider a family (Ps)secp of order isomorphisms ®s: No — No with

Ox(z) = exitya <I>(Z/,1)+(6g,1 tx12) and (5.4)
Oy_1(2) = Px(z) whenever X —1€P. (5.5)

for X €P and z€ No. There is a unique extension ®p of ® into a hyperserial embedding
Tp — No of force v with

Pp(Ex 2) =Z¢rx) Px(z) for all X €P and z € No. (5.6)

Proof. By Proposition 5.8, the class ®(P) :={®(X): X € P} satisfies (5.1,5.2,5.3) with
respect to ®(T). We define a function ¥: &gp) — &p. For g € Bg(p), there is a unique
¥ € P with X3=®(X). Weset ¥(g):=Zx5®5;'(2,). We claim that ¥ is an order isomorphism
@@(p) — &p.

Indeed let g, h € &gp) with g <bh. If 3g= Xy, then by Lemma 5.4, we have zg< zp, so
D5t (zg) < Ps'(28), s0 U(g) < ¥(h). Otherwise, by Lemma 5.4, we have Ly, # Rs,. Write
Y, Y e P with ¥g=®(X) and Xy=P(X’). We deduce with Remark 5.1 that Ly; ¥ Ry, so
Ney, < Neyr, whence in particular U(g) < ¥(h). The function ¥ is surjective because ®:
P — ®(P) is surjective and each ®y.: No — No for ¥ € P is surjective. So this proves
the claim. -

We set (IDP(%) :=foW for all f € Fp. This defines an isomorphism of ordered groups

Mp] — (S(M))pp). We then set ®p(m f):=&(m) &p(f) for all me M and f€ Fp.
Consider m € 9 and f€ Fp with m = 1. If f =1 then m > 1 so ®p(m ) = ®(m) > 1.
Assume that f > 1. By Lemma 5.6, we have m~! < Ney, where g=max S(f). So there is
b€ Ly with m~! <b. We have ¥~1(g) = max S(fo ¥). Note that ®(m~!) < ®(b) where
®(b) € ®(Ls) = Lg(x). We deduce that m~! <Neg(s), so Pp(m f)>=1. If f < 1, then we have
Pp(m f)=®p((m )~ ~! where ®p((m f)~') <1 by the previous arguments. We deduce
that ®p(m §) > 1. So in general &p(Mp) C Mo”, which implies that ®p is an embedding
of ordered groups Mp — Mo.

So ®p further extends uniquely as a strongly linear embedding of ordered fields Tp —
No which extends ®. Note that by definition, this embedding commutes with the logar-
ithm. We claim that ®p is a hyperserial embedding of force v.

By Lemma 3.7, we need only prove that L,n(®Pp(a)) = Pp(Lyn(a)) for all n < v with
n>0 and all a € (Mp)<,n. Consider such elements 7,a. We may assume that a ¢ 9, so
a=/{og for a certain g € &p and v < (ay)/,. We must have ag>w"” and v>w"- because
ais Lo,n-atomic. Write ¥ =X, and rite y=~'+w" n where v’ > w"- and n € N.
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If ag=w", then v=0. So a=g and ®p(a) =V ' (g) = Eq(x) Px(z4). By Lemma 4.9,
we have

Lon(a)=ps1+ex e¥m (E(E/,I)Jr(sgl Lx,12g)) =0
Lemma 4.9 also yields
Lon(®p(a)) = @a(s)1+en1e’ N (S )+ (en1tm1 Px(zg))) ™"
= @(px1) +ex1 (™) (Ea(s ) (Enm1 Px(zg))) ™!
= Op(px1)+en1Pp("™) (Ea(x 0)h) B )+ (En1tm,129)) > (by (5.4))
= Op(pstexie?™1 (2 E )+En1ts,12)))
= ®p(Lyn(a)).
If ag=w", then v'=0s0 a=/{ 7, 0g and ®p(a) =4, 1,0 Eg(x) Px(zg) and Lyn(a)=
Lyn(g) —n. We have ¥f_, =% —1, and 21_, (g = 24 by Lemma 4.10. So

Pp(Lyn(a)) = Egs-—1)Pu-1(2rn(g) — 7

= Epm-1) Pu(zg) —n (by (5.5))
= Epx)-1Px(zg) —n

= Lu(Eos) Pu(zg) —n (by Lemma 4.10)
= Lwn(@p(a)).

Finally, if ag>w"T!, then ®p(a) ="~y 0 ¥~ 1(g) and Ly(a) =Ly ynog—n so

p(Lu(a)) = 74010 (@) = n = Lun(®p(a)).

This proves that ®p is a hyperserial embedding of force v. In order to see that it is unique,
consider an embedding ®': Tp — Mo satisfying the conditions. We have ®’(loa) =10 ®’(a)
for all [€ £.,» and a € (Mp)<,» where g <. So it is enough to prove that ®'(m,) = Pp(m,)
for all a € No which is Y-nested for a certain ¥ € P. For such a ==y z where z € No, the
number m, is 3 -nested. So

(I)/(ma) = EE; (I)Z;Q-(Z) = mE@(E;")@E;"( z) = m_q)(za)q)za( )= (I)P(ma).

We deduce that &' = ®p. O

6 Embedding theorems

6.1 Atomic embeddings

Proposition 6.1. Let T =R[[9M]] be a subfield of force v and let @ : My —> Moy be a
strictly increasing function. If v is a successor, then we assume moreover that we have

®(Ly,, (a)) =Ly, (®(a)) (6.1)

for all ae M. Then there is a unique extension o of ® into an embedding H,(9Mx) — No
of force v.

Proof. Note that (6.1) insures that ®(91y) satisfies the premises of Lemma 3.4. Consider
the reciprocal ®~! of the co-restriction ®: 9ty — ®(9My). We have a group morphism

P1: Loy, — Loy i frofodl,
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which extends ®. Since @~ is a strictly increasing bijection, for f € Fon,, we have

f = 1<= fanins(y = 1 <= (Fo W)mins(fow) = 1 == fo ¥ > 1.

So @1 is a strictly increasing group morphism Loy, — Mo. By , there is a unique strongly
linear extension ® of ®, which is a field morphism. For f € £g, we have

d(logf) = &(Laeca(logfa)oa)

_ Zq>( S eyﬂoa)

ac 7<}‘/w

- Z Z (fﬂ)’y(bl(efy+loa)
acd 'y<}\/w

- Z Z (fu)7€7+10<1>(a)
acA 'y<}\/w

= ) (logfa) o ¥(a)
acA

= >~ (log(fo@ o) oa
acA

= log &(f).

For n<wv and b €0d,7(Lq), by (3.1), there are a €, y>w" and n€N with b=~ - oa.
We have

D(lynob) = (i moa—n)
= ®y(lyo(lumoa)) —n

= lyo®(lymoa)—n (by definition of ®;)
= lyolmoP(a)—n (by (6.1))
= fwn o (E,Hwn_n o <I>(a))

= Lyno (L4 -y 00)) (by definition of ®1)
= Lo d(b).

We deduce with Lemma 3.7 that ® is an embedding of force v. R
For f € Fon,, there are n € N and ag,...,a,—1 € S5(f) and ly,...,[,—1 € Lo with f=
H?:_Ol l;0a;. We thus have

n—1
U(5)=]] ¥(ioa) H[o\I’a, H[o(I)a, d(f)
=0
for any extension ¥ of ® which is a force v hyperserial embedding. So d is unique. O

6.2 General embedding theorem
Let v < On with v >0, write A :=w” and let T = R][[9M]] be a confluent subfield of force
v. We define an increasing sequence (T[p])peon of confluent subfields T} = R[[gn!)]] of

No of force (v,v) as follows. Set T := m Let p € On such that TH =R[[gmM]] is
defined for all ¢ < p.
If p is a limit, then define 9 := UKpEITI [, We set

Tl = (R[],
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which is a confluent subfield of force (v, v).

If p=1¢+1 is a successor, then consider the class P of all A-bounded positive good
sequences which lie over T, with Ney N TH =2 for all i € N. We claim that P!
satisfies (5.1,5.2,5.3) with respect to TH. Indeed, for &= (©iy iy Wiy Liy A4)ieN € P, we
have

Nez — ©0

Lo
Nes ., N Tl — La0< > NTHC z.

EO ewO

So X n€P, s0¥ »eP, for all i € N. Moreover, if ag= Bw for a certain additively
indecomposable ordinal 3y, then ¥ —n is good for all n € N. Let n € N and assume for
contradiction that there is m in T/ N Neyx_,. Then Eg,me Tl N Ney, because T

has force (v,v): a contradiction. So ¥ —n € P, We define
T = (TH) p) (<)-

We set TIO%:=J _q, TV and T’:=T N TO. We have TIO% = R[[MIO™]] where
mionl.— | el and TIO is a confluent subfield of force (v, v).
p€On

Proposition 6.2. We have TlOn =T

Proof. We prove this by induction on the hyperserial complexity. Let s € T, write ¢, (s) =:
n and assume that we have ¢t € T for all ¢ € T with cu(t) <mn. If supp s has no least
element, then we have supp s C T whence s € TIO".

Otherwise, let m =min (supp s, =) and write m=e¥ (Lg E%)" as a standard expansion.
We have ¢, (ssm) <7 50 55 m€ TIO and we need only prove that m e TIO%. I s, ¢ {—1,1},
then ¢, (m) <7 so me T, So we may assume that s, {—1,1}. We have also ¢, (1)) <7
so 1 € TIO 50 ¥ € TIO™. So we need only prove that LgEg € Tlon 1f Lg Ef €My, then
we have LgEg € Ty C TIO" So we assume that Lg E is not L.-atomic. In particular,
we have a <A and < A/, and (a, 3) #0. If 30, then we have ¢, (n) <71 where n:=Eg,
so n e TO", But we have B <A, whence LgE§ € O, So we may assume that 6=0. If
EY is not Y-nested for a nested sequence ¥, then we have ¢, (u) <n so u € T[O“], whence
EY e TOM since a < A.

Assume that EY is ¥ nested for a certain nested sequence X. We have ¢, (¢;), o (1) <
w(EY) for all i € N, so ¢;, ¥; € TIO" for all i € N. If there is a i € N, which we choose
minimal, with ax ;> X, then we have (Ey),; € TO a5 above. Given p€On with (EY).; €
Tl and v, i € TI#! for all j <i, we obtain so E¥ € (T["})(Q}) =T, So we may assume
that 3 is A-bounded.

Let ¢ € On be minimal such that there is a j € N with with ¢;, ¢; € TH for all i > j.
Choosing j minimal, we claim that ¥ »; € P,. Indeed ¥ ~; is a good A-bounded sequence
which lies over T,, so we need only prove that Ney ..., N TH =& for all i € N. Assume

for contradiction that there is i € N, and m € Ney ., ;N T, We cannot have ¢ =0 by
Lemma 3.5. Applying Lemma 3.11 to the path P:=(m.) — ¢x it j+k)ken in m, we see
that there are a k€ N and a p <t with m.p — s i1 j1x € T!#!. But then for I > k, we have
O, jtitl, Vs, jitl € T, This contradicts the minimality of ¢. Therefore ¥ € P,. We
deduce that E¥ € Tt This concludes the proof that T C TIO™. O

Theorem 6.3. Let T=R[[9]] be a subfield of force v and let ®: My — Moy be a func-

tion. If v is a successor, then we assume moreover that we have ®(Lx, (a))=Lx (P (a))
for all aeMy. Let P denote the class of A-bounded positive good sequences over T.
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Consider a family (Px)sep of order isomorphisms ®x: No — No with

@g(z) = 5271 L271@(2/1)+(5271 L2712) and (62)
Py _1(z) = Oy(2) (6.3)

for € P and z € No. There is a unique extension d of ® into a hyperserial embedding
T — No of force v with

d(Exz)= Ep(s) Oy (z) forall X€P and z € No with Zxz€T.

Proof. By Propositions 3.9 and 3.10, we may assume that T has force (v,v). For each
p € On, we define a hyperserial embedding ®,: T!P! — No of force v such that ¢, and
®, coincide on T whenever ¢« < p and that &g and ® coincide on 9. Recall that Tl . =

—_—

H,(My). By Proposition 6.1 we have a unique extension of ¢ into an embedding ®:
H, (M) — No of force On. We define @ as the unique hyperserial embedding extending
® of Proposition 3.10. Let p € On such that ®, is defined for all ¢ < p.

If pis a limit, then ¥,:=J p<I>L induces a unique hyperserial embedding ®,: Tl —s
No of force v.

If p=1¢+1 is a successor, then note that P{ CP. In view of (6.2,6.3), we may apply
Proposition 5.9 for (®,)y:= @y, for all ¥ € P, We deduce that there is a unique extension
U, of ®, to (TM)PM which satisfies (5.6). We then set ®,:=(¥,) ., using Proposition 3.10.

Lastly, we define ®on:=J ®,. So Pon, is a hyperserial embedding of force v. By

<

p€On
Proposition 6.2, the map & :=®gn| T is an embedding T — No of force v extending ®.
For > € P, as we have seen, there is « € On with X € P,. Given z € No with Zx; z € T, we have

b (Ex 2) = (€.)pu(Ex 2) = Eaym) (®)5(2) = Eg s Pr(2).

So ® satisfies the condition.

Assume for contradiction that there is a distinct embedding ¥: T — No which extends
® and satisfies the condition. Let 7€ On be minimal such that there is a € T with ¥(a) #
®(a) and g, (s)=17. As usual we may assume that a is a monomial with standard expansion
a=LgEy. If a> X, then we write 3= '+ " where " < A/, and 3'> A /,. So Lg E§ €
M. We have ¥(a) = Lgn ‘lf(Lg/ E}) = Lgn (P(Lg/Eg) = @(a): a contradiction. So a <. We
may assume that ¢, (u) =17, so =0 and there is a A-bounded nested sequence ¥ such that
s is Y-nested. Let 2z € No with a=Zx 2. We deduce that ¥(s) =Zy ) Px(z). But we have
w(psi), w(¥nq) <nforall i €N, so U(X) = (). So ¥(a)=Ey(s) Px(z) =Egx) Pu(z) =
®(a): a contradiction. O

6.3 Automorphisms of No by scalar multiplication

We can readily define bijective embeddings No — No of force On. Let f € No~. A simple
example is that of embeddings whose effect on the hyperserial description of a number a is
to multiply each surreal label by f. Let P denote the class of all positive good sequences.
The family (®f x;)secp of order isomorphisms Ids s;: No — No given by

VzeNo,Idf x(z) := fz

satisfies (6.2) and (6.3). By Theorem 6.3, the mapping Id: {w} — {w} extends uniquely
into an embedding Ids: No — No of force On with Ids(Ex 2) =Eq,(x) f2 for all € P
and z € No. Note that for W =1Idyolds-1 or ¥ =1idNo, the function ¥ extends of Id into
an embedding of force On with V(25 2) =Ey(x) 2 or all ¥ € P and 2z € No. We deduce by
unicity that IdyoIdy—1=idNe, that is, the function Idy is bijective with functional inverse
Id;-1. Note lastly that Idy fixes I pointwise.
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7 Applications

We now apply our results by proving auxiliary facts that are crucial for defining derivations
and composition laws on No. We will first give a characterization of the hyperexponential
closure of a subclass (see below) in terms of properties of paths. We will then extend
the method described in [6, Section 5| in order to adapt it to the presence of nested
numbers. Lastly, we will define the fields of bounded surreal numbers and the canonical
right compositions with sufficiently atomic elements on those fields.

7.1 Hyperexponential closure of a subclass

Let v < On with v > 0. Let U=R|[[{]] be a subfield of No of force v. Given a subclass
X CU with XZ R, we write X, for the smallest subfield of U of force (v,v) containing
X. We show that this can be constructed as the union of subgroups R[[&,)]], 7 € On where

Sy = U supp s
seX
6(7> = 6<77> U U {(E:’fu)il pE RH@(%)H NUy wr} U U supp Ln(a)
n<v a66<77>ﬂﬂwu

if v is a successor, and
Sy = U Sy if v is a limit.
p<

Proposition 7.1. The class X(<y) =, con RIS ()l] is the smallest subfield of U of
force (v,v) that contains X.

Proof. It is easy to see by induction that any subfield of U of force (v,v) that contains
X must also contain X,y Writing &, := U760n6<7>’ we have X,y :=R[[6 )]
by [11, Lemma 2.1]. The class X, is closed under logarithms of infinite monomials,
additive opposites, exponentials of 1-truncated series and reciprocals of those exponentials.
Therefore &, is a group, so X, is a field of well-based series. We also deduce that
X (<) is closed under exponentials, and logarithms and real powers of strictly positive
elements. Given s € X\ R, we there is an u € supp s N4U#, whence Sy 2{1}, ie. X<y
is non-trivial.

It is enough in order to show that X (., is a subfield of force v to show that it is
closed under all hyperlogarithms L,x, u < v. We prove this by induction on p <v. We
already dealt with the case p =0, so we may assume that > 1 and that X (., is closed
under L, for all n < p. But then X(.,) is also closed under the action of L<,x. Given
s €X(<yp) and p<v, we have L(s) — L(a) <1 for an L #-atomic element a € th,x. Our
induction hypothesis implies that L, (a), as the dominant monomial of L(s), lies in X (,).
So €:= L,(s) — Ly(a) lies in X,y as well. Recall that

Tvy(k)
Lwl‘(S) = Lw#(a) + Z (EWH) k|o L’y(a) 6k7
k>0 ’

where (£17)#) e IL_u for each k> 0. So (¢/71)*) o L(a) € X(<,). We deduce that L,x(s) €
X (<v), which concludes our proof that X (., is a subfield of force v. Now X, is closed
under hyperexponentials of truncated elements, so X, has force (v,v). O
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7.2 Characterizing closure in terms of paths

Lemma 7.2. Assume that supp Lyr(a) C &gy for all a € UyrNX and all p<v. Let
m € S (<,) and let P be a A-bounded infinite path in m. Then we have mp ; € & gy for large
enough 1 € N.

Proof. Note that the hypothesis that supp Lyx(a) C & gy for all a€ U,»NX and all p<v
implies that for any infinite A-bounded path @ and any i € N, we have

mQ7i€6<0>:>(Vj>i,(mQ7j€6<0>)). (7.1)

We will prove the statement of the lemma by induction on the least v € On with me &,.
Consider an ordinal « such that the result holds for all n € Nex N &, and assume that
me &y \ Up<76<p>. Note that v is either 0 or a successor. If v=0 then m € X so we
are done. So we assume that v= p+1 is a successor. By definition of &, 1), there are
apu<v,an a€ &, N and a ¢ € R[[&,]] N U, ,» such that m € supp Lyx(a) or that
m=E7,.. In the first case, write o:= L,x(a). By [10, Corollary 5.17], there are a A-bounded
infinite path ) in 9ge, =a and a k>0 with P = s The induction hypothesis yields
an i € N with mg ; € (). We conclude with (7.1).

Consider the second case, when m= E7,., so ¢ = L,x(m). By [10, Corollary 5.17|, there
are a path R in ¢ and an [ >0 with P =R ». As previously, the induction hypothesis
gives an 7 € N with mg ; € ). We conclude with [10, Corollary 5.17] and (7.1). O

Proposition 7.3. Let & CAl be a subclass with supp L,u(a) CS for all a€ly,n NS and
all p<v. Set G:=R|[[G]]. Assume that each atomic element of U lies in G. Let C denote
the class of elements s € U such that any mazimal X-bounded path P in s satisfies up ;,
Yp,j €G for a certain i <|P|. Then C=G<y).

Proof. We first prove that each s € C lies in G(.,) by induction on ¢,(s). Let v be an
ordinal such that any t € C with ¢, (t) < lies in G(<,), and let s € C with ¢, (s) =~. We
may assume that s=m is a monomial with m ¢ G. Since G, contains all atomic elements
of U, we may assume that m is not atomic, so any maximal A-bounded path in m has length
>1. Write m=e"¥ (LgEY)" as a standard expansion. If P is a maximal A-bounded path in
1, then (m) x P is a A-bounded maximal path in m with up ;, ¥p_; € G for a certain i < |P].
Since m ¢ GG, the number i cannot be zero, therefore ¢ € C. But ¢, (1) <, so the induction
hypothesis yields ¢ € G(<,,), whence e¥ e G(<p). It remains to show that Lg Ey € G(<p).
Again we may assume that o <. If m is not X-nested for a nested and A-bounded sequence
Y, then ¢, (u) <~ and any maximal A-bounded path in u similarly yields a maximal A-
bounded path in m, so Ey € G(<,), whence LgEy € G(<,). We next assume that m is 3-
nested for a nested and A-bounded sequence ¥ = (y;, €, ¥, 1, @;)ieN, Whence in particular
B8=0. Let : € N and let P; be a maximal A-bounded path in ¢; or in ;. Then there is a
finite path P; o in m such that P; o* P; is a maximal A-bounded path in m. We deduce again
that ;, 1; € C. Since 6,(;), su(9i) <, the induction hypothesis gives @i, ¥; € G(<,).

Consider the rightmost path P in m. Since P is infinite, we have 7p ; € G for a certain
i € N. But then Ej lies in G(.,) since G, has force (v,v) and j, 1; € G(<,) for all
J <. This concludes the inductive proof that C C G(.,.

We now prove that s € C for each s € G(<,) by induction on ¢, (s). Let v € On such
that any t € G, with ¢,(t) < lies in C, and let s € G, with ¢,(s) =~. Note that
C =R][[9]] where 91=CnN4l. Therefore, we may assume that s =n is a monomial. Write

n=c? (LyE8)
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as a standard expansion. If | P|=0 then n is atomic, so n€ G C G(,,). Assume that [P|>0
and 7p 1 €supp 1. Then since ¢, (1) <, the path P i in ¢ is maximal and A-bounded.
So there is an ¢ € N with up ;41 =up i€ G and Ypiy1= Yp i € G.

If |P|>0 and 7p 1 € supp u, then in particular o < X. Assume that (LgEy)" is X-
nested for a A-bounded sequence ¥ = (;, €, Vi, i, @4)ieN, so f=0. Note that ¢,(¢;),
(i) < for all i €N, so ¢;, ¥; € C for all i € N. Thus it suffices to show that the
right-most path R in (Ej)* satisfies 7 ; € G for a certain ¢ € N. But this follows from
Lemma 7.2. Assume now that (LgE§)" is not ¥-nested for a A-bounded sequence ¥ or that
B#0. Then ¢ (u) < (LgEg)", so u€ C. As previously, we have up ;11 =up ., ;€ G and
Ypitv1=1p .,,i € G for a certain ¢ < |P|. This concludes our inductive proof that ne C.
Therefore C=G(<,). O

7.3 A proof method, revisited

We next generalize the approach used throughout [6] (see [6, Section 5]), as an important
step toward defining the composition law on No.

Theorem 7.4. Let G be a subgroup of (U,+) with 1 € G. Consider the class E(G) =
R[[2U(G)]] where A(G) is the class of log-atomic monomials Ly EZ €4 where « is additively
indecomposable with w < a <\, yw <a, and ¢ €GN U, o. Assume that G(<1)CS G for all
transserial subgroups of U with G C G and that E(G) CG.

Let & CAl be a subclass with {1} C & such that supp L,u(SNUUyn) CS for all p<w.
Write G:=R][&]] and H:=E(G)+ G=R[2(G)US]]. If GCG, then

Geyy=H<1) 0.

Proof. Since 1€ G, we have G — 1 =G, and consequently the class [E(G) is a transserial
subgroup of U. It follows that H is a transserial subgroup of U. Since E(G) and G are
contained in G, so is H. Therefore IH(<1) cg.

We claim that H<1)=G(<,). We have H.1)C G(<,) by Proposition 7.1. We prove
the inclusion G<,)C H(<1) by induction on the hyperserial complexity. Let v € On such
that any t C G, with ¢,(t) <+ lies in H( ) and let s € G(.,) with ¢, (s) =~. We may
assume that s =m is a monomial. Write m=e¥ (LzEY)" as a standard expansion. We have
() <7y so0ep,e¥ e H(<1), and we may assume that m= Lg F.

If m is X-nested for a certain A-bounded nested sequence ¥ = (;, €, 1, L, @), then
applying Lemma 7.2 to the right-most path R in m, we obtain an i € N with mg ; € G.
Therefore mg ; € G. Now for j <i, we have ¢, (), o (e?) <7, so @;,e% € H(< 1), whence
in particular ¢, e% e G. We deduce by induction on j <i that m.;_; € E(G), whence in
particular m € [E(G). So m € H ).

Assume now that m is X-nested for no A-bounded nested sequence Y. This implies that
Su(u) <7, so u€G. But then m= LgEy €E(G), so m € H(.y). This concludes our proof
that I[’I(< )= G(<,/). O

Proposition 7.5. Let p be a limit ordinal and let Ul o < p be an increasing family of
subgroups of U such that each Ul :=R[[UN)] is a subfield of U of force (v,v). Let A:
UU<pU[G] — No such that each restriction A1 UL Ul — No for o <\ is a right
composition of force v as per |6, Definition 7.2| with a well-based relative near-support.
Finally, consider a subclass & C i with {1} C & such that supp Lyn(G NUyw) C S for all
p<v. If A6 is well-based, then N &<, is well-based.
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Proof. Set G:=R[[6]]. Write G for the class of series s € G, such that (A(m))mesupps is
summable. So G CG. Each element of 2(G) is log-atomic, so [6, Lemma 1.16] implies that
A is well-based on 2((G). Thus E(G) CP. Given any transserial subgroup T =R/[[X]] C P,
the function A 1H extends uniquely into a transserial right composition Ay on Ty by
[6, Proposition 4.7]. But /A1 must coincide with A, which implies that A is strongly linear
on T(.1), whence T(.1)CP. We can thus apply Theorem 7.4 and obtain that G(<,)C P,
hence that A1 &<, is well-based. O

7.4 Surreal numbers of bounded strength

Let v be a non-zero ordinal and write A:=w". In this section, we define the force v analogue
No, of surreal numbers. Roughly speaking, the field Noy contains all numbers which can
be constructed using hyperexponentials and hyperlogarithms of force <v, and arbitrary
surreal indexes for nested numbers.

Set T .= L.yow. As in Section 6.2, we have a tower of confluent subfields T[p],
p € On of force (v,v). We define Noy, to be the field TIO™ = UpEOnT[p}’ which is thus a
confluent subfield of force (v,v). We write Mo(\) for the group of monomials in Noy, i.e.
Noy)=R][[Mo(M)]].

Lemma 7.6. The L_-atomic elements in Noy are w if v is a limit, and among {L()\/w)nw,
E()\/w)nw :n € N} if it is a successor.

Proof. Assume that v is a limit. By [6, Lemma 7.25|, the only atomic element of L. ) ow is
w. It follows by induction using [6, Lemma 7.25] and Lemma 5.7 that w is the only atomic
element of No,.

Assume now that v= p+ 1 is a successor. Then by [6, Lemma 7.25], the set {L()\/w)nw,
E W inE N} is the set of atomic elements of L.y ow. It follows by induction using

[11, p. 66] and Lemma 5.7 that {L(,\/w)nw, E nwin€ N} is the set of atomic elements
of No,. O

Lemma 7.7. Consider a property X of paths such that if every path in a number a € No
satisfies X, then every subpath in a satisfies X. Assume that every L.y-atomic number
whose paths all satisfy X lie in Noy. Let a € No such that every path in a satisfies X. Then
a € Noy.

Proof. We prove this by induction on ¢,(a). Write X for the class of numbers whose
paths all satisfy X. Let v € On such that a € X with ¢,(a) < lie in Noy. Let a € No
with ¢,(a) =~. We may assume that ¢ =m is a non-trivial monomial. If m is L. -atomic,
then m € Noy by the hypothesis on X'. We next assume that m is not L.y -atomic. Write
m=e¥ (LgEY)" as a hyperserial expansion. Every path P in v or u, is a subpath in m.
Since ¢, (1) < 7, we deduce that ¢ € Noy. If 5#0 or m is not X-nested for a A\-bounded
nested sequence ¥, then we also have ¢,(u) < v whence u € Noy, whence m € Noy. So we
may assume that m is Y-nested for a \-bounded nested sequence ¥ = (¢, €4, Vi, L, ;)ieN-
Given i € N, we have (i), s,(1;) < y. Furthermore any path in ¢; or 1; is a subpath in
m. We deduce by the induction hypothesis that ¢;, 1; € Noy. Let « € On be minimal such
that ;, ¥; € TM(I/) for large enough i € N, and fix the least corresponding index ig € N.

So ¥ i€ Pl where TIH1(1) = ((T[L](u))P[b])Ky). But me (T[‘}(y))P[L], someNoy. O

Lemma 7.8. Let a € wP™ and a € Mo,,,. Then one of the following cases occurs:

a) The standard expansion of ES is ELewot!,
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b) There are a k € N~ and a b € Mo,,,2 with a= Ly b.

Proof. Note that Eﬁg“’ “t1— E2. If this is a standard expansion then we are done. Oth-
erwise, we have Ej € L.y, Mo,,2 so there is n € N with b:= E,, E§ € Mo,. Setting
k:=n+1€N, we have a= L, b as in b. O

Proposition 7.9. We have the following characterization of Noy.

a) If v is a non-zero limit, then a number a lies in Noy if and only if every path in a

18 A-bounded.

b) If v=p+1 is a successor, then a number a lies in Noy if and only if path in a is
either \-bounded or satisfies

IneZ, (up |p|-1,ap |p|-1) = (Law +n, \).

for the first index i < |P| with opi11=1 and (ap i =X or Bpi = N).

Proof. We write Nox= U .o, TU¥l(v) as above, irrespective of the nature of v. Sup-

pose that v is a limit. Every path in elements of IL.) ow is A-bounded. We deduce with
Proposition 7.3 that every path in T[O](u) is A-bounded. It follows by induction using
Proposition 7.3 that every path in elements of Noy is A-bounded.

Consider the property Xy of paths of being A-bounded. Consider a L. )-atomic number
a all of whose paths satisfy Xp. Write a= L E;, as a hyperserial expansion, where yw < a.
By [10, Lemma 5.5(a)], we have v > A/, =\, and we either have & =0 or a > A. The
path (a) is A-bounded so we must have a =0 and v <\, whence =0 and a=w € No,.
Therefore Lemma 7.7 applies for Xy and entails that numbers with only A-bounded paths
lie in Noy. This concludes the proof of a).

Assume now that v=p+ 1 is a successor and write §:=w*. Consider the property X
of a path P of being A-bounded or satisfying

n €Z, (up p|-1,ap,|p|-1) = (Law +n, A).

for the first index i < |P| with op;11=1 and ap; >\ or Bp; > A. Let P be a path in
L.)ow and assume that P is not A-bounded. Let i <|P| be minimal to witness this. So
opit1=1and ap; >\ or Op;>\. Then in particular a:= LﬁP,iEgi:j+1 is L -atomic,
so there is an n € Z with a= Lg,w. Therefore 8p ;=0 and the hyperserial expansion of

ais a=Lg,, Ei0 " = B by Lemma 7.8. So P satisfies . It follows by induction

ap i
on p using Proposition 7.3 that every path in elements of No) satisfies Xj. As we’ve seen,
each path in Lg,w for n € Z satisfies &;. We deduce with Lemma 7.6 that we can apply
Lemma 7.7 for X;. So any path in an element of No), satisfies Xj. O

7.5 Right compositions with atomic elements

Let v € On~, write A\:=w” and fix an a € Mo)y. We now define an embedding A,: Noy —
No of force v which is to be thought as the canonical composition on the right with a. Recall
by Lemma 7.6 that (Mo(A))x={w} if v is a limit and that (Mo(A))x={E( )nw:n€Z}
if v is a successor. Consider the function Ag: (Mo(A))y — Moy defined by Aq(w) :=a
if v is a limit, and Aa(E(,\/w)nw) =E(, )na for all n € Z if v is a successor. If ¥ is a A-
bounded nested sequence over Noy, then we define (Aq)x to be the identity map on No.
The family (Aq, ((Aq)s)) satisfies the premises of Theorem 6.3. So A extends uniquely
into a hyperserial embedding

Aq:Noy — No
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of force v. We call Aq the canonical right composition with the atomic element a.

Example 7.10. Suppose that v=1 and a=logw. Then A, should be thought as a formal
substitution of log w for w in hyperserial representations (see [10, Section 7]) of numbers
in Noy,. The unicity property of Theorem 6.3 entails that for n € N, the n-fold iterate of
Aq (taking inverses if n <0) is Ar, (-
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