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Strong Structural Controllability Analysis of Structured Networks
with Identical Nodes

Guangchen Zhang, Jiajia Jia∗, Junjie Jiao, and Yahao Chen

Abstract— In this note, necessary and sufficient rank conditions
are proposed for checking the strong structural controllability of
structured networks with identical nodes. More specifically, for
a network with multi-input multi-output (MIMO) nodes, under an
assumption called the strong invertibility for the nodal systems,
the strong structural controllability of a given structured network
is shown to be solely determined by its own topology. For the
single-input single-output (SISO) case, such an assumption is
allowed to be dropped by incorporating certain controllability and
observability conditions for the nodal systems. Additionally, we uti-
lize a recently developed graph-theoretical method for structured
systems to verify the proposed rank conditions.

Index Terms— Controllability analysis, strong structural
controllability, homogeneous networks, graph theory

I. INTRODUCTION

OVER the past few decades, controllability analysis of large-
scale networks has captured considerable interests from a

multitude of scholars, leading to a substantial amount of literature,
see, e.g., [1]–[4] and the references therein. Research on network
controllability encounters significant challenges due to the incom-
plete information on the network interconnection structure and the
dynamical behaviors exhibited by nodal systems. Due to such reasons,
some scholars use structural analysis methods [5], [6] to model
the aforementioned incomplete information, which facilitates the
controllability analysis on such networks [7]–[10]. In particular, by
utilizing zero/nonzero/arbitrary pattern matrices [11], [12] to describe
such incomplete information, the controllability analysis of a single
network is transformed into that of a family of networks, which is
called the structured networks [13], [14].

Two types of controllability, namely, weak and strong structural
controllability, have been studied extensively for structured networks.
We call a member of the family related to a given structured network
a realization of it. A structured network is called weakly structurally
controllable [15] if it contains at least one controllable realization.
On the other hand, it is called strongly structural controllable [16] if
all realizations of the structured network are controllable. To our
best knowledge, the majority of existing literature simplifies the
dynamics of network nodes into one-dimensional integrators, leading
to conditions depending on network graphs in order to verify the
weak or the strong structural controllability. These conditions can be
formulated with the help of graph-theoretical concepts such as cactus
graphs, maximum matching, zero-forcing sets, and colorability (see
e.g., [7]–[9], [11] and the references therein).
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Nevertheless, it has been shown in [17] that oversimplifying the
nodal dynamics may cause inaccurate controllability analysis because
most network nodes are of higher dimensions than integrators. In
some recent studies [13], [14], [18], researchers have undertaken
investigations on the controllability of structured networks while
taking into account both network graphs and internal dynamics of
nodal systems. Related research can be roughly categorized into
two main directions. The first direction explores heterogeneous
structured networks, where nodal systems are allowed to exhibit
different dynamical behaviors [13], [14]. For example, researchers
have proposed necessary and sufficient conditions for the con-
trollability of a heterogeneous network composed of single-input
single-output (SISO) nodes, presenting a scalable analysis method
[13]. The second direction revolves around structured networks with
identical nodes, wherein all nodes are restricted to have the same
dynamical behavior. For instance, the weak structural controllability
of structured networks with identical SISO nodes has been studied
in [18]. However, the strong structural controllability of structured
networks with identical nodes remains an open problem, which will
be addressed in this note. In particular, our main contributions are
shown as follows.

• Firstly, we outline two necessary conditions for network strong
structural controllability, which are rooted in the full rank
properties of pattern matrices linked to the network. Moreover,
we demonstrate that these conditions are not only necessary but
also sufficient for networks with SISO nodes.

• Secondly, a necessary and sufficient condition, depending only
on interconnection topology, for checking network strong struc-
tural controllability is proposed, under an assumption that the
nodal systems are strongly invertibile (see Definition 4 below).

• Lastly, a recently proposed [11] color change rule on network
graphs is adopted to verify the aforementioned controllability
conditions, which facilitates the practical procedure of checking
network controllability.

This note is organized as follows. In Section II, we model the
structured network with identical nodes and formulate the problem.
Our main results are stated in Section III. Section IV contains the
proofs of the main results. Finally, we give the conclusions and some
discussions of our results in Section V.

Notations and symbols: Let R and Rn denote the set of real
numbers and the space of n-dimensional real vectors, respectively.
Likewise, denote by C and Cn the set of complex numbers and
the space of n-dimensional complex vectors, respectively. For a real
vector u ∈ Rn, the transpose of u is denoted by u⊤, and for a
complex vector v ∈ Cn, the conjugate transpose of v is denoted by
v∗. In addition, for a given set of vectors {v1, . . . , vk}, we denote
col(v1, . . . , vk) = [v∗1 . . . v∗k]

∗. The set of n ×m real matrices is
denoted by Rn×m. We denote the identity matrix of size n× n by
In. Denote by ⊗ the Kronecker product of matrices. By a pattern
matrix, which plays an important role throughout this note, we mean
a matrix with entries in the set of symbols {0, ∗, ?}. The set of all
p× q pattern matrices will be denoted by {0, ∗, ?}p×q . For a given
pattern matrix M ∈ {0, ∗, ?}p×q , the pattern class of M is defined
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as the subset of Rp×q given by

P(M) = {M ∈ Rp×q |Mij = 0 if Mij = 0,

Mij ̸= 0 if Mij = ∗}.

This means that for a matrix M ∈ P(M), the entry Mij is equal to
the real number 0 if Mij = 0, a nonzero real number if Mij = ∗,
and an arbitrary real number if Mij =?. We say that a pattern matrix
M has full row rank if every matrix M ∈ P(M) has full row rank.

II. PROBLEM FORMULATION

In this note, we study structured networks with all nodes being
identical. Specifically, consider a network composed of N identical
node systems of the form

ẋ(k) = Ax(k) +Bv(k),

y(k) = Cx(k),
(1)

where x(k) ∈ Rn, v(k) ∈ Rp and y(k) ∈ Rp are vectors of states,
inputs, and outputs1 , respectively, and k = 1, . . . , N . The system
matrices are given by A ∈ P(A), B ∈ P(B), C ∈ P(C), where A,
B, C are pattern matrices of appropriate dimensions. Following the
notations in [19], we denote system (1) by (A,B,C), and the family
of systems which has the same pattern with (1) by (A,B, C).

Next we introduce the so-called structured interconnection law:

v(k) =

N∑
j=1

Wkjy
(j) +

m∑
ℓ=1

Hkℓu
(ℓ), (2)

where u(ℓ) ∈ Rp represents the ℓ-th external input signal with ℓ =
1, . . . ,m, W ∈ P(W), H ∈ P(H), W ∈ {0, ∗, ?}N×N and H ∈
{0, ∗, ?}N×m. By (2), the N node systems are interconnected into a
global system of state dimension nN × nN with m control signals,
which can then be represented in a compact form as

ẋ = (IN ⊗A+W ⊗BC)x+ (H ⊗B)u, (3)

where x = col(x(1), . . . , x(N)) ∈ RnN , u = col(u(1), . . . , u(N)) ∈
RmN . With a slight abuse of notations, system (3) is denoted by
(A,B,C,W,H). Moreover, the family of systems with the same
pattern as (3) is denoted by (A,B, C,W,H) 2.

To exemplify structured networks with identical nodes, we examine
a network of electrical circuits. This example highlights the advantage
of using structured systems in modeling. In particular, the parameters,
such as resistance, capacitance, and inductance, cannot be precisely
measured due to potential changes during system operation. However,
it is still possible to determine if these parameters are zero or not.

Example 1: The network consists of three circuits as depicted
in Figure 1. Each circuit contains a resistor, an inductor, and two
capacitors. Moreover, we assume that the components within the
three circuits are sourced from the same batch and have identical
parameter values r, ℓ, c1, and c2, which are nonzero but not known
exactly. Denote the voltages across the capacitors c1, c2 and the
current through the inductor ℓ in Circuit k, by V

(k)
c1 , V (k)

c2 and I
(k)
ℓ ,

respectively, with k = 1, 2, 3.
To excite the circuits, the independent voltage source V and current

source I are added to Circuit 1. Moreover, to enhance the excitation
and to protect the circuits, we adapt V and I into hV and hI ,

1To simplify the system description, we will assume that the input and
output dimensions of the node system are equal. This assumption can be
conveniently implemented by introducing virtual inputs or outputs if needed.

2The notation (A,B, C,W,H) is also used in [13] to denote structured
networks with heterogeneous nodes, which is different from the networks
studied in this note.
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Fig. 1: A network of electrical circuits.

respectively, with a scale parameter h ̸= 0. In addition, to interact
the three circuits, we introduce current-controlled current sources

g1s1I
(1)
ℓ , g2s1I

(1)
ℓ , g3s1I

(2)
ℓ , g4s1I

(2)
ℓ , g5s1I

(3)
ℓ ,

and voltage-controlled voltage sources

g1s2V
(1)
c1 , g2s2V

(1)
c1 , g3s2V

(2)
c1 , g4s2V

(2)
c1 , g5s2V

(3)
c1 ,

where s1, s2 and gi with i = 1, . . . , 5 are nonzero parameters.
Denote the states and the outputs by x(k) = [I

(k)
ℓ V

(k)
c1 V

(k)
c2 ]⊤

and y(k) = [s1I
(k)
ℓ s2V

(k)
c1 ]⊤ with k = 1, 2, 3, respectively.

Moreover, the external inputs are denoted by u = [I V ]⊤ and the
inner inputs among the three circuits by, respectively,

v(1) = [hV + g1s2V
(1)
c1 hI + g1s1I

(1)
ℓ ]⊤,

v(2) = [g2s2V
(1)
c1 + g3s2V

(2)
c1 g2s1I

(1)
ℓ + g3s1I

(2)
ℓ ]⊤,

v(3) = [g4s2V
(2)
c1 + g5s2V

(3)
c1 g4s1I

(2)
ℓ + g5s1I

(3)
ℓ ]⊤.

By Kirchhoff’s current and voltage laws, the Circuit k is then
represented by the following system

ẋ(k) = Ax(k) +Bv(k),

y(k) = Cx(k),
(4)

where k = 1, 2, 3, and

A =

 0 − 1
ℓ

1
ℓ

1
c1

− 1
c1r

0

− 1
c2

0 0

 , B =


1
ℓ 0
1

c1r
0

0 1
c2

 , C =

[
s1 0 0
0 s2 0

]
.
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Define v = col(v(1), v(2), v(3)), and thus we have

v = (W ⊗ I2)y + (H ⊗ I2)u, (5)

where W =

g1 0 0
g2 g3 0
0 g4 g5

 and H =

h0
0

 .

Recall that the parameters r, c1, c2, ℓ, s1, s2, h and gi with i =
1, . . . , 5 are nonzero but not known exactly. So the global network
system is represented as

ẋ = (I ⊗A+W ⊗BC)x+ (H ⊗B)u, (6)

where A ∈ P(A), B ∈ P(B), C ∈ P(C), W ∈ P(W), H ∈ P(H),
in which

A =

0 ∗ ∗
∗ ∗ 0
∗ 0 0

 , B =

∗ 0
∗ 0
0 ∗

 , C =

[
∗ 0 0
0 ∗ 0

]
,

W =

∗ 0 0
∗ ∗ 0
0 ∗ ∗

 and H =

∗0
0

 .

Therefore, we have obtained an example for structured networks with
identical nodes (A,B, C,W,H).

In this note, we say that a given structured network
(A,B, C,W,H) is strongly structurally controllable, or shortly, con-
trollable, if all the linear time-invariant systems (A,B,C,W,H) ∈
(A,B, C,W,H) are controllable in the classical sense [20]. The main
problem in this note is stated as follows.

Problem: Find necessary and sufficient conditions under which the
structured network (A,B, C,W,H) is controllable.

III. MAIN RESULTS

In this section, we will establish several conditions for controllabil-
ity of a given structured network (A,B, C,W,H). First, we will pro-
vide two necessary conditions for controllability of (A,B, C,W,H)
with respect to the structured interconnection laws (W,H) and
nodal dynamics (A,B, C), respectively. Moreover, by introducing
the concept of strong invertibility of the nodal systems (A,B, C), a
necessary and sufficient condition for controllability of the network is
then established. Note that all of the above conditions are expressed as
full rank conditions on pattern matrices associated with the network.

A. Necessary conditions for controllability of the network
(A,B, C,W,H) and their sufficiency in the SISO case

On one hand, we will elucidate a relationship between the struc-
tured interconnection laws and the controllability of the structured
network, as stated in the following proposition.

Proposition 1: Consider a structured network (A,B, C,W,H).
Suppose that (A,B, C,W,H) is controllable. Then, we have that
both the pattern matrices

[
W H

]
and

[
W̄ H

]
have full row rank,

where W̄ is the pattern matrix obtained from W by modifying the
diagonal entries of W as

W̄ii :=

{
∗ if Wii = 0,

? otherwise.
(7)

Proof: The proof is given in Section IV.
On the other hand, the dynamical behavior of the node system

(A,B, C) also has a significant influence on the controllability of
structured networks. Now we present another necessary condition
for the controllability of the network (A,B, C,W,H), based on the
perspective of nodal dynamics.

Proposition 2: Consider a structured network (A,B, C,W,H).
Suppose that (A,B, C,W,H) is controllable. Then, we have that

both the pattern matrices
[
A B

]
and

[
Ā B

]
have full row rank.

Moreover, if there exist matrices B ∈ P(B) and H ∈ P(H) such
that rank(H ⊗ B) < N , then the matrices [A⊤ C⊤] and [Ā⊤ C⊤]
have full row rank.

Proof: The proof is given in Section IV.
Remark 1: Note that by Theorem 6 of [11], for a given network

(A,B, C,W,H), the full rank properties of [A B] and [Ā B] mean
that the nodal system (A,B, C) is controllable. Moreover, due to the
duality of controllability and observability, the full rank properties of
[A⊤ C⊤] and [Ā⊤ C⊤] imply the observability of (A,B, C).

After presenting necessary conditions for network controllability,
a natural following question is whether these conditions are also
sufficient. Actually, for structured networks with SISO nodes, these
conditions are indeed sufficient as shown in the following theorem.

Theorem 3: Consider a structured network (A,B, C,W,H) with
identical SISO nodes, i.e., p = 1. Two cases are possible,

1) when H has full row rank, the network is controllable if and
only if both matrices

[
A B

]
and

[
Ā B

]
have full row rank;

2) when H does not have full row rank, the network is controllable
if and only if all the matrices[

A B
]
,

[
Ā B

]
,

[
A⊤ C⊤

]
,

[
Ā⊤ C⊤

]
,[

W H
]

and
[
W̄ H

]
have full row rank.
Proof: The proof is given in Section IV.

Next, we will provide a counterexample to show that the conditions
in Propositions 1 and 2 are not sufficient for controllability of
structured networks with identical MIMO nodes.

Example 2: Consider the structured network (A,B, C,W,H) in
which

A =

[
0 ∗
∗ 0

]
, B =

[
∗ ∗
0 0

]
, C =

[
∗ 0
0 ∗

]
,

W =

[
0 0
∗ 0

]
and H =

[
∗
0

]
.

First, one can verify that all the pattern matrices [A B], [Ā B],
[A⊤ C⊤], [Ā⊤ C⊤], [W H] and [W̄ H] have full row rank.
Therefore, the conditions in Propositions 1 and 2 are satisfied.

However, we will show that the network (A,B, C,W,H) is not
controllable. More explicitly, consider the matrices

A =

[
0 1
1 0

]
, B =

[
1 1
0 0

]
, C =

[
1 0
0 1

]
,

W =

[
0 0
1 0

]
and H =

[
1
0

]
.

Clearly, it holds that A ∈ P(A), B ∈ P(B), C ∈ P(C), W ∈ P(W )
and H ∈ P(H), which implies that the system (A,B,C,W,H) ∈
(A,B, C,W,H). Choose a number λ = −1, we can verify that[
I2 ⊗A+W ⊗BC − λI4 H ⊗B

]
does not have full row rank.

Hence, by the Hautus test [20], (A,B,C,W,H) is not controllable,
which implies that (A,B, C,W,H) is not controllable.

B. Necessary and sufficient conditions in the MIMO case

In the preceding subsection, we have shown that the proposed
necessary conditions for controllability of (A,B, C,W,H) are not
sufficient for networks with MIMO nodes. In order to establish
sufficient conditions in the MIMO case, we introduce the following
novel property for the nodal system (A,B, C).
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Definition 4: For a given network (A,B, C,W,H), the nodal
system (A,B, C) is called strongly invertible if both the pattern
matrices [

A B
C 0

]
and

[
Ā B
C 0

]
have full rank in which Ā is the pattern matrix obtained from A by
modifying the diagonal entries of A as follows

Āii :=

{
∗ if Aii = 0,

? otherwise.
(8)

Remark 2: Note that the notion of strong invertibility is relevant
(but not equivalent) to the classical left/right invertibility [20] in
linear control theory. More explicitly, a linear system (A,B,C)
is called left/right invertible if there exists a number λ ∈ C such

that
[
A− λIn B

C 0

]
has full column/row rank. However, it will be

shown in Lemma 9 below that the node system (A,B, C) is strongly

invertible if and only if
[
A− λIn B

C 0

]
has full rank for every

(A,B,C) ∈ (A,B, C) and for all λ ∈ C. Furthermore, strong
invertibility of (A,B, C) implies that the node is both controllable
and observable, but the reverse statement is not true.

Next, we provide the following example to illustrate that a network
with strongly invertible nodes can be made controllable via simple
structured interconnection laws.

Example 3: Consider a structured network (A,B, C,W,H), in
which (A,B, C) is strongly invertible, and

W =

[
0 0
∗ 0

]
and H =

[
∗
0

]
.

Clearly, the condition in Proposition 1 is satisfied, i.e., both [W H]
and [W̄ H] have full row rank. It turns out that the network
(A,B, C,W,H) is controllable. Indeed, by the definition of pattern
class associated with the given pattern matrices, the matrices in
P(W) and P(H) have the form

W =

[
0 0
w 0

]
and H =

[
h
0

]
,

where w ̸= 0 and h ̸= 0. Let (A,B,C) ∈ (A,B, C), λ ∈ C and
z = [z∗1 z∗2 ]

∗ ∈ C4 such that

[z∗1 z∗2 ]

[
A− λI2 0 hB
wBC A− λI2 0

]
= 0.

Since h and w are nonzero, it follows that

[z∗1 wz∗2B]

[
A− λI2 B

C 0

]
= 0.

By Definition 4, the strong invertibility of (A,B, C) implies that[
A B
C 0

]
and

[
Ā B
C 0

]
have full row rank. It then follows that[

A− λI2 B
C 0

]
has full row rank. We thus have z1 = z2B = 0

which in turn implies that z2 = 0. Hence the system (A,B,C,W,H)
is controllable. Since the matrices A, B, C, W and H are chosen ar-
bitrarily, the structured network (A,B, C,W,H) is also controllable.

Generally speaking, when the nodal systems are strongly invertible,
the necessary condition in Proposition 1 turns out to be also sufficient
for structured network controllability, as stated in the theorem below.

Theorem 5: Consider a structured network (A,B, C,W,H). Sup-
pose that the nodal system (A,B, C) is strongly invertible. Then,
the network (A,B, C,W,H) is controllable if and only if both the
pattern matrices

[
W H

]
and

[
W̄ H

]
have full row rank.

Proof: The proof is given in Section IV.

To conclude this section, we will apply graph-theoretic methods to
verify the conditions in Theorem 5. To this end, we need to check the
full rank property of given pattern matrices. Fortunately, the latter can
be checked efficiently by [11, Theorem 10]. More explicitly, we recall
some graph theoretic preliminaries from [11]. Define the directed
graph associated with M ∈ {0, ∗, ?}p×q as G(M) = (V,E). Here
the node set V is given by V = {1, . . . ,max(p, q)} and the edge
set E is defined as

E = {(i, j) ∈ V × V | Mji = ∗ or ?}.

To distinguish the entries ∗ and ? in M, we partition the edge set E
into two disjoint subsets E∗ and E?, given by, respectively,

E∗ = {(i, j) ∈ E | Mji = ∗}

and

E? = {(i, j) ∈ E | Mji =?}.

Consider the following coloring procedure which was defined in [11]:

1) Initially, color all nodes of G(M) white.
2) If a node i has exactly one white out-neigbor j and (i, j) ∈ E∗,

change the color of j to black.
3) Repeat step 2 until no more changes are possible.

The derived set S(M) of G(M) is defined as the set of all black
nodes obtained by applying the above procedure to G(M). It has
been shown in [11, Theorem 10] that M has full row rank if and
only if S(M) = {1, . . . , p}.

Finally, let us revisit the network (A,B, C,W,H) in Example 1
and illustrate that its controllability can be checked using a graph-
theoretic method.

Example 4: In this example, we will verify the controllability
of such network by the conditions in Theorem 5 in terms of col-
orability of graphs associated with pattern matrices. More explicitly,

consider the graphs G(

[
A B
C 0

]
), G(

[
Ā B
C 0

]
), G(

[
W H

]
), and

G(
[
W̄ H

]
), as depicted in Figures 2a, 3a, 4a and 5a. By applying

the color change rule repeatedly as shown in Figures 2-5, one can
verify that all the above graphs are colorable, which means that the

matrices
[
A B
C 0

]
,
[
Ā B
C 0

]
,
[
W H

]
and

[
W̄ H

]
have full row

rank. By Theorem 5, the circuit network in Example 1 is controllable.

1
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Fig. 2: The coloring procedure on G(

[
A B
C 0

]
).
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Fig. 3: The coloring procedure on G(

[
Ā B
C 0

]
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Fig. 4: The coloring procedure on G([W H]).
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Fig. 5: The coloring procedure on G([W̄ H]).

IV. PROOFS

In this section, we will provide the proofs of the results proposed
in this note. To facilitate this, we will first review the following result
on the full rank properties of pattern matrices, which will serve as a
foundation for the subsequent proofs.

Proposition 6: [11, Theorem 6] Consider two given pattern ma-
trices A ∈ {0, ∗, ?}n×n and B ∈ {0, ∗, ?}n×m. Then, both the
pattern matrices [A B] and [Ā B] have full row rank if and only if
the structured system (A,B) is controllable.

A. Proof of Proposition 1

Proof: Suppose that the network (A,B, C,W,H) is control-
lable. Assume that either the pattern matrix

[
W H

]
or

[
W̄ H

]
does not have full row rank. By Proposition 6 and the Hautus test,
there exist matrices W ∈ P(W), H ∈ P(H) and a complex number
λ ∈ C such that

[
W − λIN H

]
does not have full row rank.

This means that there exists a nonzero vector ξ ∈ CN such that
ξ∗

[
W − λIN H

]
= 0. Consider matrices A ∈ P(A), B ∈ P(B),

and C ∈ P(C) such that A+ λBC has an eigenvalue β ∈ C with a
nonzero eigenvector ζ ∈ Cn, which indicates ζ∗(A+λBC−βIn) =
0. It then holds that

(ξ∗ ⊗ ζ∗)
[
IN ⊗ (A− βIn) +W ⊗BC H ⊗B

]
=
[
ξ∗ ⊗ (ζ∗(A− βIn + λBC)) (ξ∗H)⊗ (ζ∗B)

]
= 0,

which implies that (IN ⊗A+W ⊗BC,H ⊗B) is not controllable
by the Hautus test, and thus the network (A,B, C,W,H) is not
controllable. Therefore, we reach a contradiction.

B. Proof of Proposition 2

Proof: Suppose that (A,B, C,W,H) is controllable, which
means that for every (A,B,C,W,H) ∈ (A,B, C,W,H) and λ ∈ C,
the matrix

[
IN ⊗ (A− λIn) +W ⊗BC H ⊗B

]
has full row

rank. By Proposition 1, it follows immediately that both [W H] and
[W̄ H] have full row rank. Next, assume that either [A B] or [Ā B]
does not have full row rank, which implies that there exist a pair
(A,B) ∈ (A,B), a complex number λ and a nonzero vector ζ ∈ Cn

such that
ζ∗

[
A− λIn B

]
= 0.

Choose a nonzero vector ξ ∈ CN and any triple (C,W,H) ∈ P(C)×
P(W)× P(H). It then holds that

(ξ∗ ⊗ ζ∗)
[
IN ⊗ (A− λIn) +W ⊗BC H ⊗B

]
= 0,

which implies that
[
IN ⊗ (A− λIn) +W ⊗BC H ⊗B

]
does

not have full row rank, and thus we reach a contradiction.
Furthermore, suppose that there exist matrices (B,H) ∈ P(B)×

P(H) such that rank(H⊗B) < N . We assume that either [A⊤ C⊤]
or [Ā⊤ C⊤] does not have full row rank, which implies that there
exist (A,B) ∈ P(A)× P(B) and λ ∈ C such that

rank(
[
A⊤ − λIn C⊤

]
) ≤ n− 1.

Thus, we obtain that

rank
([
IN ⊗ (A− λIn) +W ⊗BC H ⊗B

])
≤ rank (IN ⊗ (A− λIn) +W ⊗BC) + rank (H ⊗B)

≤ N · rank
([

A− λIn
C

])
+ rank(H ⊗B)

≤ Nn− 1.

Hence, we reach a contradiction and complete the proof.
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C. Proof of Theorem 3
The proof of case 1) in Theorem 3 is trivial and is thus omitted.

In addition, by Propositions 1 and 2, the ‘only if’ part of case 2) in
Theorem 3 is proved immediately. Therefore, we only need to prove
the ‘if’ part of case 2). To this end, we need the following lemmata.

Lemma 7: Consider the network (A,B,C,W,H), given by (3),
where A ∈ Rn×n, B ∈ Rn×p, C ∈ Rp×n, W ∈ RN×N , H ∈
RN×m. Suppose that the matrices[

A− λIn B
C 0

]
and

[
W − µIN H

]
have full row rank for all λ ∈ C and µ ∈ C. Then the network
(A,B,C,W,H) is controllable.

Proof: Suppose that the matrices[
A− λIn B

C 0

]
and

[
W − µIN H

]
have full row ranks for all λ ∈ C and µ ∈ C. Choose a complex
number λ and a vector z ∈ CnN such that

z∗[IN ⊗ (A− λIn) +W ⊗BC H ⊗B] = 0. (9)

In the following proof, we aim to prove that z = 0. To this end, we
will first prove that

z∗
[
H ⊗B WH ⊗B · · · WN−1H ⊗B

]
= 0. (10)

We now use mathematical induction method, first it holds that z∗H⊗
B = 0, and we then assume that

z∗(WH ⊗B) = . . . = z∗(W kH)⊗B = 0

with 1 ≤ k ≤ N − 1. By right-multiplying a matrix[
W kH ⊗ In 0

0 Im ⊗ Ip

]
to both sides of (9), it follows that

z
∗
[
WkH ⊗ (A − λIn) + Wk+1H ⊗ BC H ⊗ B

]
= z

∗
[
WkH ⊗ In Wk+1H ⊗ B

] [
IN ⊗ (A − λIn) IN ⊗ B

IN ⊗ C 0

]
= 0,

which implies that z∗(W k+1H ⊗ B) = 0, and thus (10) holds.
Moreover, since

[
W − µIN H

]
being full row rank for all

µ ∈ C implies that the matrix
[
H WH · · · WN−1H

]
has

full row rank, it holds that z∗(IN ⊗ B) = 0. Thus, we have
z∗

[
IN ⊗ (A− λIn) IN ⊗B

]
= 0, which implies z = 0. There-

fore, by the Hautus test, it follows that the network (A,B,C,W,H)
is controllable, and the proof is completed.

Lemma 8: Consider a network (A,B,C,W,H) in which A ∈
Rn×n, B ∈ Rn×1, C ∈ R1×n, W ∈ RN×N and H ∈ RN×m.
Suppose that the system (A,B,C) is controllable and observable,
and

[
W − µIN H

]
has full row rank for all µ ∈ C. Then the

network (A,B,C,W,H) is controllable. 3

Proof: Suppose that the system (A,B,C) is controllable and
observable, and

[
W − µIN H

]
has full row rank for all µ ∈ C. It

follows that for all λ ∈ C , the matrices[
A− λIn B

]
and

[
A⊤ − λIn C⊤

]
(11)

have full row rank. Let (λ, z) ∈ C× CNn such that

z∗
[
IN ⊗ (A− λIn) +W ⊗BC H ⊗B

]
= 0. (12)

We then prove that z = 0. To do so, we distinguish two cases: a) λ ∈
σ(A) and b) λ /∈ σ(A), where σ(A) denotes the spectrum of A. In

3In Corollary 10 of [1], similar conditions for homogeneous networks
with SISO nodes have already been presented, along with a proof using the
behavioral approach. We offer an alternative proof utilizing the Hautus test.

case a), the matrix A−λIn is singular, and B and C are independent
of the columns and rows in A − λIn, respectively. Therefore, the

matrix
[
A− λIn B

C 0

]
has full rank. By Lemma 7, it follows that the

matrix
[
IN ⊗ (A− λIn) +W ⊗BC H ⊗B

]
has full row rank,

and thus z = 0. In case b), the matrix A − λIn is nonsingular,

by right-multiplying the matrix
[
IN ⊗ (A− λIn)

−1B 0
0 IN

]
to the

both sides of (12), we obtain that

z∗
[
IN ⊗B +W ⊗ δB H ⊗B

]
= 0, (13)

where δ = C(A − λIn)
−1B. We then distinguish two cases:

1) δ = 0, and 2) δ ̸= 0. We will show that in both cases
z∗

[
IN ⊗ (A− λIn) IN ⊗B

]
= 0, and thus z = 0. In case 1), we

have z∗(IN ⊗B) = 0, and thus z∗
[
IN ⊗ (A− λIn) IN ⊗B

]
=

0. Since
[
A− λI B

]
has full row rank, we have z = 0. In

case 2), by (13), we have z∗(
[
W + 1

δ I H
]
⊗ B) = 0. Since[

W − µIN H
]

has full row rank for all µ ∈ C, it follows that
z∗(IN ⊗ B) = 0, and thus z∗

[
IN ⊗ (A− λIn) IN ⊗B

]
=

0. Therefore, we have proved z = 0, which implies that
(A,B,C,W,H) is controllable, and the proof is completed.

We are now ready to prove the ‘if’ part of case 2) in Theorem 3.
Proof: Suppose that all the matrices[

A B
]
,
[
Ā B

]
,
[
A⊤ C⊤

]
,
[
Ā⊤ C⊤

]
,[

W H
]

and
[
W̄ H

]
have full row rank. By Proposition 6 and the duality of observability
and controllability, we have that for every (A,B,C,W,H) ∈
(A,B, C,W,H), the system (A,B,C) is controllable and observ-
able, and

[
W − µIN H

]
has full row rank for all µ ∈ C. By

Lemma 8, we have that the network (A,B,C,W,H) is controllable.
Therefore, the structured network (A,B, C,W,H) is controllable,
and we complete the proof.

D. Proof of Theorem 5
Before proving of Theorem 5, we need the following result.
Lemma 9: Consider a structured node system (A,B, C) with

A ∈ {0, ∗, ?}n×n, B ∈ {0, ∗, ?}n×p and C ∈ {0, ∗, ?}p×n.
Then, (A,B, C) is strongly invertible if and only if the matrix[
A− λIn B

C 0

]
has full rank for every (A,B,C) ∈ (A,B, C) and

for all λ ∈ C.
Proof: We omit the proof since it follows a similar line as that

of [11, Theorem 6].
It is now ready to provide the proof of Theorem 5.

Proof: Since the ‘only if’ part follows immediately from Propo-
sition 1, we only need to prove the ‘if’ part. Suppose that both [W H]
and [W̄ H] have full row rank. By Proposition 6 and the Kalman rank
test, it holds that the matrix

[
H WH · · · WN−1H

]
has full

row rank. Let (A,B,C,W,H) ∈ (A,B, C,W,H). Since the node
system (A,B, C) is strongly invertible, i.e., both the pattern matrices[

A B
C 0

]
and

[
Ā B
C 0

]
have full row rank, by Lemma 9 we have that the matrix[

A− λIn B
C 0

]
has full row rank for all λ ∈ C. Moreover, by Lemma 7, we have
that the network (A,B,C,W,H) is controllable. Since the matrices
(A,B,C,W,H) are chosen from (A,B, C,W,H) arbitrarily, the
structured network (A,B, C,W,H) is controllable, and thus we have
completed the proof.
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V. CONCLUSIONS AND DISCUSSIONS

In this note, we have focused on the strong structural control-
lability issue for structured networks with identical nodes denoted
by (A,B, C,W,H). Firstly, we have constructed a general form of
structured networks with identical nodes, illustrated by a network of
electrical circuits. Secondly, two necessary conditions for controlla-
bility have been established. It has been shown that these conditions
are only sufficient for networks with SISO nodes, but not for those
with MIMO nodes. Thirdly, a novel notion named strong invertibility
of node systems has been introduced. By assuming node systems
being strongly invertible, we have proposed a necessary and sufficient
condition for controllability of networks with MIMO nodes. Finally,
by adopting a recently proposed color change rule on graphs, we
have checked the controllability of the network of electrical circuits
to demonstrate the effectiveness of our results.

Note that while the nodal systems satisfying strong invertibility
can render the condition in Theorem 5 necessary and sufficient for
achieving controllability of the network, it is not a prerequisite for the
structured networks to be controllable, as illustrated by the following
counterexample.

Example 5: Consider a network (A,B, C,W,H), where

A =

[
0 ∗
∗ 0

]
, B = C⊤ =

[
∗
0

]
, W =

[
0 0
∗ 0

]
and H =

[
∗
0

]
.

One can verify that the matrix[
A B
C 0

]
=

0 ∗ ∗
∗ 0 0
∗ 0 0


does not have full row rank. However, it turns out that the network
(A,B, C,W,H) is controllable. Indeed, consider the matrices

A =

[
0 c1
c2 0

]
, B =

[
c3
0

]
, C =

[
c4 0

]
,

W =

[
0 0
c5 0

]
and H =

[
c6
0

]
,

where ci ∈ R \ {0} with i = 1, . . . , 6. It follows that the
system (A,B,C,W,H) is controllable because the determinant of its
controllability matrix det(

[
B̂ ÂB̂ Â2B̂ Â3B̂

]
) is nonzero for

all choices of ci with i = 1, . . . , 6, where Â = IN⊗A+W⊗BC and
B̂ = H⊗B. Since the matrices A,B,C,W,H are chosen arbitrarily,
we have that the structured network (A,B, C,W,H) is controllable,
and thus we found a counterexample.

We conclude this section by presenting several potential directions
for future research. Based on the above discussion, a natural direction
is to explore necessary and sufficient conditions for checking network
controllability without the strong invertibility assumption. Given
that the structured networks studied in this note are constrained to
having identical nodes, a further exploration involves extending these
findings to structured networks with heterogeneous nodes [21], [22].
Last but not least, one can explore other structural properties of
networks, such as input-state observability [23], output controllability
[24], and fault detection and isolation [25], within the context of
structured networks with identical nodes.
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