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Abstract—The emergence of new maritime activities, such as
the search for mines with AUVs or wind turbine monitoring,
requires more and more long-range, high-speed communica-
tions. However, in the underwater environment, no conventional
wireless communication means allow this. We propose a data
muling solution, i.e. the use of mobile agents spread between the
data source and the data destination. These agents communicate
using short range wireless communication and carry the data
in internal memory from one point to another. By doing this,
we show we can significantly increase the throughput of long-
range communication. In this article, we will mainly focus in a
2D plan and the study of theoretical gain of this method and
expose a example where data muling is interesting. In addition,
we introduce a metric to choose the characteristic quantities for
designing and implementing such a solution.

I. INTRODUCTION

The exploration of the seabed has become a strategic issue
due to military, scientific or commercial use. With technologi-
cal progress, these missions are increasingly carried out using
Autonomous Underwater Vehicles (AUVs). This represents
advantages in terms of area coverage rate, discretion, but also
in terms of human resources, thus reducing costs and human
risks.

However, the use of AUVs for such missions means that
the data is not accessible immediately. It is common to carry
out long campaigns with long periods of time below the
surface, meaning a large amount of data is generated, but not
immediately sent to the surface. Radio waves propagate poorly
underwater and acoustic communication generally has a fairly
low data rate. Thus quickly communicating a large amount of
data, over a long distance is a real problem.

On the one hand, with a range of 100 m up to several
hundred of km, acoustic waves are the most energy efficient
communication mode, however the data rate is of the order
of 100 kb/s.km [4] that is not suitable to transfer of a large
amount of data. On the other hand, Underwater Wireless
Optical Communications (UWOCs) can reach 1000 Mb/s on
a typical range of the order of ten meters [5][3] depending on
the turbidity of the water. Directional UWOC systems using
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lasers can reach farther but they require to align the transmitter
and the receiver, which adds an additional layer of complexity.
A third approach is the use of Radio Frequency (RF) commu-
nications. Such systems have a performance figure of the order
of 10 Mb/s over a range on dozens of centimeters [5] [4] due
to strong attenuation of RF waves is salt water. As a result,
wireless underwater transfer of large amount of data over a
range of few kilometres is not feasible on a reasonable time
with the existing communication technologies.

To tackle the problem of retrieving large amount of data
from underwater sensor nodes or AUVs, interest in data
muling solutions is rising. The key idea is the use of a
mobile vector such as an AUV, hereafter called “agent” to
physically carry data in its internal memory. An agent is
characterised by its ability to move, relocate other agents or
nodes, and to communicate with a high bandwidth, short range
communication system [7] involving docking or not.

Several muling scenarios are studied in literature. A first one
considers the case of Underwater Sensors Networks (USNs)
where a series of sensing nodes (such as environment monitor-
ing stations) gather data which is stored locally, and an agent is
periodically sent to visit the nodes and collect the data to bring
it to the surface. This is a specific instance of the Travelling
Salesman Problem (TSP), solved using classical optimisation
algorithms (simulated annealing, genetic algorithms, etc.) with
constraints such as the node coverage or the energy used [2].
Energy constraints for this problem are handled either by
putting a reloading station on the sea floor at the middle of the
sensor network, or by using a larger ship at the surface having
some means of energy production (solar panels, generators)
and a surface docking station to reload the AUV [2].

A second use case, is the long range communication in
the vertical plane (bottom-surface) using one or more mobile
agents. Two experimental results presented in [6] and [9],
tackle the problem of developing a solution where a few AUVs
go down to the node, download its data and come back to
the surface. Texeira et al. [9] developed a generic protocol
called Underwater Data Muling Protocol (UDMP) protocol to
retrieve data from a node or an AUV over a long range. In this
protocol, they considered that the node always has a secondary
acoustic communication link with the destination point in
order to request data; this is feasible in the vertical plane when
the channel depth is not too important (a few hundred meters).
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They provided a comparison of the impact of the size of the
batch of data transported, the number of mules and the distance
travelled by the mule on the overall throughput of the whole
system. Then they showed experimentally that their solution
solves their problem. A limitation of their approach is that
mules cannot communicate with each other but only with the
sensor node and the surface ship.

In this paper, we focus on a study where moving agents are
used as relays. Each agent in the relay system is assigned to
a specific area, which can be fairly large. At the edge of its
area it can communicate with the agent of the neighbouring
area. The agent can travel within its assigned area to physically
transport the data and act as the moving relay. To put things
into perspective, this is nothing more but a transposition of
the short-lived Pony Express mail service (April 3, 1860 –
October 26, 1861) to the marine case! This has not been
studied in the literature to the best of our knowledge. Our study
analyses the pros and cons of such a system and compare it
to an other one detailed in [9]. We will show that for different
parameters this solution is suitable and adapted to extend the
range and data rate of a communication link.

The rest of the paper is organised as follows: in section
II we present the data muling system model. In section III,
simulation results are analysed and compared with the state
of the art. Section IV concludes the paper.

II. SYSTEM MODEL

We use a similar model to what is exposed in [1]. Let the
set of agents be designated as N = {n0, n1, ..., nN+1}, where
agent n0 and nN+1 are the data source (S) and destination (D)
respectively. The others will be referred to as “mules”. The
source is the agent producing the data while the destination
is the agent waiting for the data. Furthermore, all agents have
the ability to communicate over a maximum range d with a
data rate R. Furthermore, mules have a limited memory m.
Figure 1 is a graphical representation of the scenario.

We assume that the agents are distributed along a polygonal
line, thus the position of agent ni is solely described by a
curvilinear abscissa pi. Without loss of generality we may con-
sider this polygonal line to be a simple line. We further assume
that the source and destination are static, with p0 = 0 and
pN+1 = D. We shall denote by vector p = {p0, p1, ..., pN+1}
the positions of all agents at a given time; the dependence
on time is implicit and left out for the sake of brevity. We
assume that the other agents have the ability to move at speed
of modulus vmule and that they are are evenly distributed
between p0 and pN+1 in non-overlapping areas of length
L. This length L shall be characterised in section II-A. For
this paper, navigation range and positioning accuracy are not
considered to be an issue, meaning navigation range is infinite
and positioning is accurate. This is a way to simplify the study.
Also, we consider that agents never fail and the environment
disturbs neither communication nor navigation.

A. Distribution of the mules in the area

In order to create a communication link between agents
n0 and nN+1, mules are distributed in non overlapping areas
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Fig. 1. Linear data muling scenario to transmit data from agent n0 to nN+1

over the distance D

of length L. The space between the areas is equal to the
communication range d. By dividing distance D in N equal
chunks separated by the communication range d, we end up
with:

L =
D − (N + 1)d

N
(1)

So, for i ∈ [1, N ], the i−th mule lies in interval [id + (i −
1)L, id+ iL].

B. Communication time

As we modelled our agents with the ability to communicate,
the communication time will be taken as:

Tcom =
m

R
+

d

c
(2)

where c is the celerity of the communication channel: c is
about 1500 m.s−1 for acoustic communication and about
2.25 × 108 m.s−1 for UWOC, which we focus on. In the
following, we will neglect the channel latency term d/c for
convenience and because, for most of the cases, it is negligible
for short range communication, being small in front of the time
to transmit all data.

C. Equivalent throughput

In order to characterise the performance of the model, we
use the metric introduced in [9]: the equivalent throughput
Rb,eq defined as the total amount M of data to transfer over
the time, Ttotal, it took to be delivered:

Rb,eq =
M

Ttotal
(3)

The expression of Ttotal will be developed in the next
section.

D. Data muling scenario

For our study, we consider the following generic operational
scenario where mules are distributed over a straight line
joining the source to the destination:

1) Problem: There is an amount M of data in agent n0

to send with our data muling protocol. This amount of data
is divided in P ∈ N∗ packets, in order to be adapted to the
memory capacity m of the mules.
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Fig. 2. State machine describing the behaviour of a mule

2) Initialisation: The agent n0 is set at the abscissa 0 and
agent nN+1 at D. Then we compute the position and the
bounds for the roaming area of each mule, as defined in II-A.
After that, mules are initialised at their lower bound:

∀i ∈ 1..N, pi(t = 0) = id+ (i− 1)L

3) Behaviour of a mule: The behaviour of each mule fol-
lows the state machine shown at figure 2. After initialisation,
each mule is in the state “Wait to receive”, on the lower bound
of its area. Once a mule is fully loaded with data, the mule
switches to state “Going forward” and starts moving towards
the other bound of its area. If the mule sends all its data
loaded to the next mule, its state changes to ”Going back”,
to go back to the lower bounds, to wait for an other batch
of data. Otherwise, if the mule, being in the “Going forward”
state, reaches the upper bound, the state switches to “Waiting
to send”, until all data has been sent, before switching to
“Going back”. We are sure we are not locked in state “Wait
to transmit” because of our hypotheses of perfect navigation
and communication and by the definition of the areas.

With the scenario presented above we can express a latency
as the delay between the moment when the first bit of a packet
is emitted by the source, and the moment when the last bit of
this packet has been received at the destination:

Tlatency = (N + 1)× (Tcom + Trdv) +N × Ttravel (4)

...with Tcom referring to the communication time, Ttravel the
travel time of a mule over its zone L, and Trdv an arbitrary
time modelling the rendezvous delay, i.e. the delay for two
mules to meet and be ready to transfer data.

In most of the cases we have more than one packet to trans-
mit; if P is the total number of packets, the total transmission
time becomes:

Ttotal = Tlatency+(P−1)(2×(Tcom+Trdv)+2×Ttravel) (5)

Here Ttotal represents well the total time of data transmis-
sion but fails to express the total number of trips and short
range data transfers. Those two quantities are equal to:

Ncom = P × (N + 1) (6)
Ntravel = 2N (7)

III. RESULTS

According to the model above, we have the possibility to
calculate the time to send a quantity of data divided in packets
for various configuration of mule speed or communication
interface.

A. Latency

We recall that our latency above is the delay from the first
bit of a packet sent by the source n0 to the last bit of this
packet received by the destination nN+1. By developing and
factorising equation 4, Tlatency evolves with the sign of k =
m
R + d

c −
d

vmule
+Trdv . This criterion is composed by the time

to transmit a packet, the data time of flight, the time taken
by the mule if it has to travel over the communication range
d and the time to gather before starting to exchange data. So
depending of the sign of k it will be better to lower the number
(k > 0) of mules or to maximize their number (k < 0). In
the second case, the optimum is reached when the number of
mules is large enough so that they do not have to move, i.e.
N = D

d − 1, meaning we have evenly spaced static relays.
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Fig. 3. Variation of apparent data rate Rb,eq of the data muling approach,
with the distance D between the source and the destination
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Fig. 4. Variation of apparent data rate Rb,eq of the data muling approach as
a function of the number P of packets, each packet being m = 1000 MB
large.

B. Performance comparison in the underwater environment

To compare with other underwater solutions, we will con-
sider the following scenario (see table I). Distance D between
agent n0 and agent nN+1 is 300 m and mules will be equipped
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Fig. 5. Variation of the transfer time Ttotal of the data muling approach with
the size of data divided in packets of 1000 MB

with an UWOC system. Those parameters are taken from [4]
and [8], and are compatible with the value of what can be
operated in the underwater environment.

Parameters Value
D 300 m

Roptical 27.1 Mb/s
Racoustic 300 kb/s

d 10 m
Trdv 0 s

TABLE I
PARAMETERS FOR THE UNDERWATER COMMUNICATION SCENARIO

1) Direct link: Since we want to achieve a long range
communication with mules, we can compare it with the
equivalent setup that could be built at the same range without
using mules. Currently, the only system that can achieve the
300 meters range is a pair of acoustic modems, which are
known to not have a high data rate. Indeed, according to
[4] an indicative figure for the throughput is rate × range =
100 kb/s × km. So Racoustic = Rb,eq ≈ 300 kb/s in our
case. The data muling scenario with N = 2 mules, using
UWOC at Roptical = 27.1 Mb/s yields an equivalent result of
Rb,eq = 9.26 Mb/s. Thus, data muling is far more efficient in
terms of data rate and latency (see table II).

Solution Latency 100 GB Data Rate
Acoustic 7.4 h 740 h 300 kb/s
2 mules 0.31 h 23.98 h 9.26 Mb/s

TABLE II
COMPARED RESULTS IN THE UNDERWATER COMMUNICATION SCENARIO

2) With the data muling from [9]: In literature we found a
similar muling system theorised and experimented by Teixeira
et al. [9]. Our model is pretty close to theirs but differs in the
approach. Their solution considers a circular approach where
each mule travels distance D, that is, all the way from the
destination to the source and back. In the solution we expose
here, distance D is divided into N zones each having one
mule. Our results with perfect navigation and rendezvous show
that we achieve better results in terms of achievable data rate.
That said, we have only considered perfect navigation, infinite
energy, and instantaneous rendezvous. Future work we plan,
is to carry out an experiment to address this issue.

IV. CONCLUSIONS, FUTURE WORK

Extended ranges and data rate for underwater network is a
crucial for underwater operations. Our results show that data
muling is theoretically effective. We provide a simple model
to predict performance: we provide a criterion to characterise
latency, which allows to play on the variables affecting it. for
the moment strong hypotheses were used, but our future work
aims at relaxing these hypotheses to better match reality.

ACRONYMS

AUV Autonomous Underwater Vehicle.
Gb/s Gigabits per second (109 bits per second).
kb/s kilobits per second (103 bits per second).
Mb Megabits (109 bits).
Mb/s Megabits per second (106 bits per second).
RF Radio Frequency.
TSP Travelling Salesman Problem.
UDMP Underwater Data Muling Protocol.
USN Underwater Sensors Network.
UWOC Underwater Wireless Optical Communication.
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