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Abstract29

The Dynamic Cone Penetrometer (DCP) provides local soil resistance informa-30

tion. The difference in the vertical and horizontal data resolution (centimetric31

vs. multi-metric) makes it difficult to spatialize the DCP data directly. This32

study uses high-resolution Vs section, extracted by the seismic surface-wave33

method, as the auxiliary and physical constrain for mapping the DCP Index34

(DCPI). Geostatistical formalism (kriging and cokriging) is used. The asso-35

ciated measurement error of the seismic surface-wave data is also included in36

the cokriging system, i.e. the CoKriging with Variance of Measurement Error37

(CKVME). The proposed methods are validated for the first time on a test site38

designed and constructed for this study, with known geotechnical perspectives.39

Seismic and high-intensity DCP campaigns were performed on the test site. The40

results show that with the decimating number of DCP soundings, the kriging41
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approach is no more capable to estimate the lateral variation in the test site,42

and the RMSE value of the kriging section is increased by 87%. With the help43

of Vs sections constraining the lateral variability model, the RMSE values of the44

cokriging and the CKVME sections are increased by 25% and 17%.45

Keywords: cone-penetration-test, geotechnical, inversion, shallow subsurface,46

surface wave47
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1 Introduction53

The bearing capacity is the main parameter to assess in order to design stable54

and safe structures. Among numerous in situ test to estimate this parameter55

directly or indirectly, the Dynamic Cone Penetrometer (DCP) is the standard-56

ized technique the most used for the civil engineering structure design, e.g.57

Nazarian et al. (2000); Mohammadi et al. (2008). The common application58

of DCP is to convert the raw penetration depth of the tip after each blow, i.e.59

DCP Index (DCPI), into bearing capacity or resistance ratio through empirical60

formulas (Porter, 1939). As every in situ geotechnical tests, a DCP sounding61

provides local information, and its implementation at meso scale faces the dif-62

ficulty of combining good resolution and continuous mapping; currently, there63

is no way to map the bearing capacity directly and continuously other than by64

implementing intensive and dense DCP campaigns (Sastre Jurado et al., 2021).65
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Many studies have been devoted to the combination of geotechnical and66

geophysical methods for site scale surveys (Cosenza et al., 2006; Haines et al.,67

2009; Masoli et al., 2020) benefiting from the capacity of geophysical methods68

to provide physical properties of the subsurface over large areas. The S-wave69

velocity (Vs) cross-section extracted by the multi-channel analysis of seismic70

surface-wave methods (MASW) (Hayashi and Suzuki, 2004; Pasquet and Bodet,71

2017) is particularly interesting in this context as it is directly connected to72

the ground mechanical properties (Mayne and Rix, 1995; Mola-Abasi et al.,73

2015; Adama et al., 2023). Examples can be found by combining the cone74

tip resistance data obtained during CPT (Cone Penetration Test) and Vs data75

extracted by MASW in Xu et al. (2022) with data fusion methods, and in Huang76

et al. (2018) with Bayesian statistical methods. In this study, the geostatistical77

approaches (Chiles and Delfiner, 2009) are applied for the mapping of DCPI78

data with the help of MASW. Before applying geostatistical analyses on the79

MASW and DCP data, several issues must be addressed.80

A first issue concerns the requirement to have a comparable resolution in81

both vertical and horizontal directions between DCP and seismic measurements82

because they need to be resampled on the same grid. DCP soundings are83

much more densely sampled vertically than horizontally (centimetric vs. multi-84

metric), while MASW surveys have a resolution that degrades rapidly with85

depth and integrate the spread corresponding to the length of the setup due to86

the one dimensional assumption for the inversion model (Socco and Strobbia,87

2004; Bodet et al., 2005). A second issue concerns the difficulty to describe the88

very near surface at a sub-decimetric resolution while using classical geophones89

and seismic sources. This is due to the requirement of measuring high frequency90

content emitted from the source in addition to minimum distance between geo-91

phones, which leads to an inevitable shadow zones from the surface (Socco and92

4



Strobbia, 2004). The sub-decimetric resolution is considered as the minimum93

realistic objective to reach the vertical resolution of the DCP. Consequently the94

errors due either to the geometrical setup or to external noise should be included95

as constraints into the mapping process of DCP.96

The main objective of this study is therefore to test a protocol for mapping97

a set of sparse DCP soundings using data from MASW surveys as auxiliary and98

physical constraints. The ability to map DCP data under seismic constraints will99

be specifically evaluated, particularly in the case with very few DCP available100

soundings. In the present study, a test site was built with a silty-clay material101

and a lateral gradient of compaction, on a rigid natural ground constituted102

of historical gravel fill. The size of the test site, 29 × 5m2, was chosen to103

be sufficient to carry out realistic classical high-resolution seismic survey with104

standard seismic instruments.105

In order to avoid introducing errors using empirical formulas, the DCPI106

values instead of the bearing capacity or cone tip resistance are used for the107

mapping. Lateral and vertical mapping of DCPI constrained by Vs is assessed108

using co-kriging (Goovaerts, 1998), which assesses and then uses the spatial109

correlation between different types of data through the cross-variogram once a110

common grid is defined. Vertically, the contribution of the MASW data in the111

geostatistical formalism is comparable to that of the DCP, owing to the smooth-112

model inversion based on the Non-Linear Least Square Method (NLLSM) (Feng113

and Sugiyama, 2001; Hayashi, 2008). But laterally, one can only use the a priori114

information provided by the inverted Vs profile to constraint the interpolation115

between DCP soundings. Moreover, the CoKriging with Variance of Measure-116

ment Error (CKVME) (Wackernagel, 2003; Christensen, 2011) is also applied117

in the proposed approach. The errors of the extracted Vs values are estimated118

for each profile and integrated into the cokriging formula. These errors include119
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the measurement errors due to the seismic set-ups and the external noise, as120

well as the uncertainties in the inversion model related to the sensitivity of the121

MASW approach.122

2 Methods and material123

2.1 Test site description124

The test site was constructed in 2019 at Cerema (Centre for Studies on Risks,125

the Environment, Mobility, and Urban Planning) Normandie-Centre facilities,126

near Rouen, Normandie, France at position 358020E, 5472975N (the coordinate127

system is WGS84 UTM31N in meter). It was designed to have three distinct128

areas, named Area 1, Area 2, and Area 3, corresponding to three levels of129

compaction (Area 1>Area 2>Area 3, California Bearing Ratio between 3 and130

10). Each area is 7m long, 5m wide, and 0.75m deep, and they are separated131

by two 4m long dead zones to allow landfill compactor to access the site during132

its construction (Fig. 1 (a) and (c)). The material used for the test site was a133

clayey-sandy silt of type A1 (French standard NF P11-300). Fig. 1 (d) gives134

the location of the DCP soundings and of the seismic profile for the surface-135

wave measurements. Three soil cores were extracted from the test site and one136

TDR (Time-Domain Reflectometer) sensor is buried in Area 3. Their locations137

are presented in Fig. 1 (d) and details on the measurements are available in138

Appendix A.139

2.2 DCP measurements140

DCP tests were acquired at the test site on a dense 50 × 50 cm2 grid in both141

X and Y directions (X ∈ [0, 4.5]m, Y ∈ [0.3, 28.3]m, Fig. 1 (c)). Kessler142

DCPs were used (Fig. 1 (b)). Each instrument has a standard hammer mass of143
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(a) (b)

(c)

(d)

Figure 1: (a) Photograph of test site at CEREMA in Rouen, France. (b)
Geotechnical campaign with Kessler DCP. (c) Schematic diagram of the test
site with dimensions. Black: Area 1; red: Area 2; blue: Area 3. (d) Schematic
of the DCP and seismic measurements.
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8 kg, and its free-fall of 57.5 cm causes the tip of the DCP to penetrate the soil.144

More details of DCP designs, standards and applications can be found in ASTM145

D6951 (2009); Webster et al. (1992). The raw DCP data, i.e. DCPI, were used146

as proxy for the soil resistance in this study. Fig. 2 (a) shows the raw DCPI147

values at the centerline of test site (X = 2.5m, 57 DCP soundings). Small148

values of DCPI represents high bearing capacity or resistance of the soil, and149

vice versa. DCPI variations can be observed inside each area in both the lateral150

(Y ) and vertical (Z) directions. A layer of relatively low soil resistance exists at151

approximately 200−400mm in Area 1, and its thickness varies laterally. Area 2152

also contains a layer of low resistance between 100 − 250mm and its position153

and thickness are constant across the area. Area 3 exhibits lateral variations,154

but its overall DCPI values show a large difference from those of Area 1 and155

Area 2.156

Fig. 2 (b) shows the mean and standard deviation values of DCPI in each157

area (126 soundings in each area), as a function of depth. Among the three158

areas, Area 3 has the largest DCPI values indicating the lowest soil resistance.159

Although the construction design aimed for a higher level of compaction in160

Area 1 than in Area 2, the raw DCPI values show a high degree of similarity161

between them. Table 1 resumes the mean and standard deviation (STD) values162

of DCPI in each of three areas. Area 3 has a mean value of DCPI equal to163

20mm/blow which is 1.5 times greater than that of Area 1 and Area 2, and the164

STD of DCPI in Area 3 is more than double that of the other two zones, which165

is due to the significant difference in DCPI at the test site and the natural166

ground interface.167

The mean and STD values of the cumulative DCPI were calculated for DCP168

soundings acquired in each area and are shown in Fig. 2 (c). The penetration169

rate of the DCP, i.e. the slope of each line, named SDCP hereafter, is therefore a170
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Mean [mm/blow] Standard deviation [mm/blow]
Area 1 12 7
Area 2 13 8
Area 3 20 18

Table 1: Mean and standard deviation values of DCPI for each area.

proxy for evaluating the soil resistance of each area. The Knee Point Detection171

(KPD) method (Satopaa et al., 2011) is applied on the penetration depth curve172

of DCP sounding in order to detect the ”knee” of each DCP sounding where173

SDCP flattens, i.e. the depth of test site. The estimated depths are presented in174

Fig. 2 (a) as red curve. The black curve is the depth measurement provided by175

Cerema technical team during the construction of test site. The difference be-176

tween two curves is mainly due to the residual roughness and slight topographic177

variations of the ground base.178

To compare DCP soundings with the seismic surface-wave profile and to179

reduce the impact of local anomalies, the mean values of the cumulative DCPI180

at the centre and its adjacent lines (X = 2.0m, 2.5m and 3.0m, Fig. 1 (d))181

are calculated with a total number of 58 DCP soundings. The corresponding182

DCPI values are are used in the following.183

2.3 Surface-wave methods184

2.3.1 Seismic data acquisition and processing185

Three seismic profiles of identical spread lengths were acquired in the three186

areas on the central line at X = 2.5m (Fig. 1 (d)). Each profile consists in 24187

vertical 10Hz geophones spaced of 30 cm to form a 6.9m profile in the centre188

of each 7m-long area. For each profile, seismic shots were obtained using a189

1 kg hammer hitting an iron ingot between two adjacent geophones. The first190

shot was taken at 15 cm offset before the first geophone (1/2 inter-geophone191

9



(a)

(b) (c)

Figure 2: (a) Raw values of DCPI at each measurement position, and the
site test thickness estimated by KPD method (red) and measured during the
construction (black). (b) Mean and STD values of DCPI as a function of depth.
(c) Mean and STD values of the cumulative DCPI in each area as a function
of the cumulative number of blows. A number of 140 DCP soundings were used
for the calculation of the mean and STD values in each area.
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spacing). To improve the signal-to-noise ratio, the recorded data at each shot192

position were obtained after stacking four hammer impacts. The time length of193

the recorded data was 2 s with a sampling period of 0.25ms and a pre-triggering194

delay of −0.025 s.195

The Common Mid-Point Cross-Correlation (CMPCC) method (Hayashi and196

Suzuki, 2004) was applied to reconstruct high-resolution pseudo-2D cross-sections197

of Vs, using the software SeisImager (Geometrics Inc.). The CMPCC method,198

like many other surface-wave methods for the (pseudo-)2D Vs cross-section con-199

struction (Bergamo et al., 2012; Pasquet and Bodet, 2017), applies the local200

1-D layered Earth hypothesis. Cares must be taken for the parametrization201

of, e.g. the window size in which the 1D hypothesis is considered with respect202

to the seismic set-ups and the lateral variation of the site, the number of data203

stacked in the window, and some classical issues of application of surface-wave204

methods, such as the mode consideration, the source energy and its frequency205

range, the inversion parameterization, etc. The picks of the dispersion curves206

of the fundamental mode are available in Fig. 3, after the data transformation207

from the Vph − f domain to pseudo-depth (λ/2.5)-apparent Vs (Vph × 1.1) do-208

main (O’Neill, 2004), with f being the frequency, Vph being the phase velocity,209

and λ being the wavelength. The lack of dispersion data is observed for the small210

wavelength (pseudo-depth < 200mm) because of the poor energy distribution211

at f > 200Hz, and for deep medium (pseudo-depth > 1000mm) owing to the212

maximum measurable wavelength related to the length of seismic profile (Bodet213

et al., 2005). The raw seismic data and the details of surface-wave processing214

and analyses are available in the Supporting Information.215

2.3.2 Inversion of surface-wave data216

Smooth-model inversion of MASW data has been performed using the 2D217

Surface-Wave modules in SeisImager (Geometrics), which is based on NLLSM218
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parameter value definition
Niter 10 number of iteration
α 0.15

stabilizers
β 1
e 0.1 damping factor
rv 0.5 vertical regularization parameter
rh 0.5 horizontal regularization parameter

Table 2: Inversion parameters and their values for the inversion of the site test
in SeisImager.

approach (Feng and Sugiyama, 2001; Hayashi, 2008). In order to compare the219

inverted Vs profile with DCP data, initial models were set with 20 layers of 5 cm220

thickness each. According to the measured Vph, homogeneous models were used221

as initial models with Vs = 133m/s for Area 1, Vs = 142m/s for Area 2, and222

Vs = 129m/s for Area 3. The values of Vs corresponds to the mean values223

of measured Vph × 1.1 in each area. The P-wave velocity Vp = 500m/s and224

the density ρ = 1800 kg/m3 were fixed in the inversion of which the values are225

obtained by the seismic refraction analysis and geotechnical measurements on226

samples. Inversion parameters are available in Table 2.227

The inverted Vs (pseudo) cross-sections of three areas by the NLLSM are228

presented in Fig. 3 (d)-(f). They are coherent with the design of the test site229

but with inherent variations. Vs variations are observed in Area 1 and Area 2 in230

both the vertical and horizontal directions: one layer with low Vs (≈ 120m/s) is231

observed between [250, 500]mm bgs; lateral variations are not significant from232

600mm bgs with Vs ≈ 170m/s. Compared to Area 1 and Area 2, Area 3233

shows better homogeneity (Vs ≈ 150m/s) in both the horizontal and lateral234

directions below the first 200mm. Fig. 3 (g) presents the mean and STD values235

of the inverted Vs in each area. All three curves show higher STD values for236

the first 200mm, because of the limitation of dispersion data at f > 200Hz.237

At 200− 450mm bgs, the Vs spindles overlap, which means that Vs has similar238

values across the three area, and the lateral variations are significant. Below239
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450mm bgs, the similarity of Area 1 and Area 2 is again observed where Vs240

value increases as function of depth and is separated from that of Area 3.241

2.3.3 Seismic data error estimation242

In order to obtain accurate errors analysis, a systematic global optimization243

approach is applied, which is based on the Neighborhood Algorithm (NA) and244

has been performed with Dinver (Geopsy) open source software (Sambridge,245

1999; Wathelet, 2004). Comparing to the 2D NLLSM inversion procedure to246

extract smooth Vs models at each location, the NA inversion gives the possibility247

to estimate the error of the corresponding Vs profiles. Defining the parameter248

space in which the models will be searched pseudo-randomly, the error will be249

defined as the STD of the selected acceptable models.250

The NA inversion of seismic data was performed on each extracted dispersion

curve. Each inversion performs 10 identical runs with same parametrization and

each run searched 10000 models in the defined parameter space. The accept-

able models are the best 10% models in each run with minimum misfit values,

which gives 10000 models for each inversion. Based on the inversion results in

Fig. 3 (g), 4-layer models were searched with the first three layers representing

the test site and the last semi-infinite space representing the fill layer below.

The parameter space and inversion setting are available in Table 3. According

to the 10000 selected models, the Vs error is defined as the ratio between the

STD (std(Vs)) and the mean value (V̄s) of the selected models

error(Vs) =
std(Vs)

V̄s
. (1)

The mean Vs values of selected models at each location are presented in251

Fig. 4 (a), and (b) the associated error sections. Fig. 4 (c) and (d) show the252

median value of the Vs cross-section in each area, and the boxplots show the253
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(a) Area 1 (b) Area 1

(c) Area 2 (d) Area 2

(e) Area 3 (f) Area 3

(g)

Figure 3: The picking dispersion curves in pseudo-depth(λ/2.5)-apparent Vs

domain in (a) Area 1, (c) Area 2, and (e) Area 3. (b), (d), and (f): Inverted
pseudo-2D cross-section of Vs in Area 1 (RMSE = 2.1%), Area 2 (RMSE =
1.6%) , and Area 3 (RMSE = 1.1%). (g): Mean and STD values of Vs in each
area. RMSE: Root-Mean-Square Error.
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layer Vs [m/s] Vp [m/s] ρ [kg/m3] depth [cm]
1 [50, 200] [200, 700] 1800 [10, 20]
2 [50, 200] [200, 700] 1800 [40, 50]
3 [50, 300] [200, 700] 1800 [60, 100]
4 [100, 300] [150, 1000] 2000 ∞

Table 3: Parameter space settings for the NA inversion. 10 identical runs are
performed and each run has the generated modelsNs = 10000, the initial models
Ns0 = 100, and the best cells Nr = 100.

lateral variations in each area at different depth. Due to the lack of information254

on the high frequencies, all three areas have significant Vs errors (above 15%)255

in the first layer. In the second layer, the three areas have similar median Vs256

values, and Area 1 and Area 2 have more significant lateral variations than257

Area 3. In the third layer, the lateral variations in Area 1 and Area 2 are still258

more significant than Area 3, but differences are observed between the median259

values of Area 1&2 and Area 3.260

In the following section, Vs cross-sections with smooth inverted models in261

Fig. 3 (d)-(f) are used as auxiliary variable for the mapping of DCP soundings,262

and Vs error sections in Fig. 4 (b) are the associated measurement error of the263

auxiliary variable. Considering the limited resolution for the near-surface and264

the thickness of the test site, only the inverted Vs values and its associated error265

in the depth range of [200, 800]mm bgs are used.266

2.4 Geostatistical workflow267

Fig. 5 presents the workflow of the geostatistical study. First, the total number268

of 58 DCP soundings, placed on the center line (X = 2.5m) of the test site269

with 29m of length and 50 cm of inter-sounding space, were used to generate270

reference sections, which are considered as the ”true” DCPI section of the271

test site. Then the DCP soundings are decimated progressively, i.e. keep one272

DCP sounding for every 1m, 1.5m, 2m, ..., 10m. The distance between two273
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(a)

(b)

(c) (d)

Figure 4: (a) Inverted pseudo-2D cross-section of Vs using NA approach and (b)
associated Vs error. Median Vs values in each area are presented as a function
of depth with boxplots representing the quantile and extreme values of Vs in
(c) and of depth in (d) of each layer. The depth variation of the first and the
second layers are less than 1 cm.
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Figure 5: Workflow of the geostatistical study.

adjacent DCP soundings is defined as dDCP hereafter. The remaining DCP274

soundings were used for the mapping of DCPI at the whole test site scale.275

Three geostatistical approaches are applied for the mapping of DCP data. The276

first approach is the ordinary cokriging using DCPI as principal variable and277

inverted Vs values as auxiliary variable; the second approach is CoKriging with278

Variance of Measurement Error (CKVME) (Wackernagel, 2003; Christensen,279

2011) which introduce the Vs error into the cokriging system; the third method280

is the ordinary kriging without the use of Vs as auxiliary variable. Finally, the281

kriging or cokriging sections of DCPI are compared with the reference sections282

in order to estimate the errors. The geostatistical analyses and calculations were283

performed using Isatis.neo (Geovariance Inc.).284

2.4.1 CoKriging with Variance of Measurement Error285

The formulations of kriging with variance of measurement errors can be found286

in studies such as Wackernagel (2003); Christensen (2011). Considering the287

measurement errors are available only for the auxiliary variable, the formulations288
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for cokriging are expanded as follows.289

Defining Z(u) the principal variable at location u, and the measurable aux-

iliary variable Y (u′) = y(u′) + ϵ(u′) at location u′. y(u′) is the intrinsically

stationary variable representing the true value that we wish to measure, and

ϵ(u) is its measurement error. By definition, ϵ(u) is the site-specific zero-mean

measurement error and its variance var(ϵu) = σ2
u. Moreover, the measurement

errors are uncorrelated with principal and auxiliary variables, which means:

cov(Z(ui), ϵ(u
′
j)) = 0,

cov(y(u′
i), ϵ(u

′
j)) = 0,

and they are independent, i.e.

cov(ϵ(u′
i), ϵ(u

′
j)) = 0, if i ̸= j,

with cov being the covariance.290

By the ordinary cokriging method (Goovaerts, 1998), the principal variable

is estimated as

Z∗(u0) =
∑
α

λZ
αZ(uα) +

∑
β

λy
βy(uβ), (2)

with λZ
α and λy

β being the cokriging coefficients for the principal and auxiliary

variables. The CKVME system is


CZZ(ui,uj) CZy(ui,u

′
j) 1

CyZ(u
′
i,uj) Cyy(u

′
i,u

′
j) 1

1 1 0




ΛZ

ΛY

−µ

 =


CZZ(ui,u0)

CyZ(u
′
i,u0)

1

 , (3)

where CZZ, Cyy and CyZ are covariance and cross-covariance matrix, ΛZ and291

ΛY are cokriging coefficient vectors, µ is the Lagrange multiplier. The elements292
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in the covariance and cross-covariance matrix are:293

CZZ(ui,uj) = cov[Z(ui), Z(uj)], (4)

Cyy(u
′
i,u

′
j) =

 cov[Y (u′
i), Y (u′

j)], if i ̸= j

cov[Y (u′
i), Y (u′

j)]− σ2
ui
, if i = j

, (5)

CyZ(u
′
i,uj) = cov[Y (u′

i), Z(uj)]. (6)

With Z(u) representing the principal variable DCPI, and Y (u′) being the294

auxiliary variable Vs, the variance of measurement error σ2
u is std(Vs)

2 from the295

NA inversion in section 2.3.3.296

Note that the ordinary kriging and cokriging (without the measurement er-297

ror) systems are similar to CKVME, which can be found in many literature such298

as Goovaerts (1998); Wackernagel (2003). Therefore the detailed formulations299

are not given in this study. The fundamental steps of the three geostatistical ap-300

proaches are the same: (1) using measured variables to calculate the covariance301

or cross-covariance matrix on the left-hand of Eq. 2.4.1; (2) fitting theoretical302

variogram or cross-variogram based on the experimental data and calculate the303

vector right-hand side of Eq. 2.4.1; (3) resolving Eq. 2.4.1 to obtain kriging304

or cokriging coefficients and using Eq. 2.4.1 to calculate estimated variables at305

position u0.306

2.4.2 Error estimation307

To estimate the errors of the kriging and cokriging sections, the error section and308

the RMSE value are calculated regarding to the reference section as follows:309
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errori =
DCPIesti −DCPIrefi

DCPIrefi

∗ 100%, (7)

RMSE =

√√√√ 1

N

N∑
i

error2i , (8)

where DCPIesti and DCPIrefi are estimated and the reference DCPI values at310

the i− th grid cell, in which i is the grid cell index, and N is the total number311

of cells of the section of the test site.312

3 Results313

3.1 Relation between DCP and surface-wave data314

In order to analyze the relationship between the DCP and surface-wave data,315

the measured MASW dispersion data before inversion, apparent Vs, was first316

compared with the slope of cumulative DCPI, SDCP , because both data inte-317

grate information from the surface to a given depth. SDCP was estimated by318

the linear regression method on the cumulative DCPI of each DCP sounding,319

from the surface to the pseudo-depth of MASW dispersion data. Then the cor-320

relation between apparent Vs and SDCP at the same (pseudo-)depth in each321

area was analyzed and shown in Fig. 6 (a)-(c). Although there is a high degree322

of similarity between Area 1 and Area 2, Area 2 has a higher correlation co-323

efficient than Area 1, benefiting from higher SDCP values for the first 300mm324

and greater DCP penetration depths detected by KPD method. The correlation325

coefficient equal to −0.34 in Area 3 owing to the highly dispersed SDCP values326

caused by the strong DCPI variations in the vertical direction.327

Fig. 6 (d)-(f) show the relationship between the raw DCPI data and the328

inverted Vs values with respect to depth. The correlation coefficients of three329
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(a) (b) (c)

(d) (e) (f)

Figure 6: (a)-(c): SDCP and apparent Vs correlation. (d)-(f): DCPI and
inverted Vs correlation. The correlation coefficient between two variables X
and Y is calculated using formulation corr = E[(X−E[X])(Y−E[Y ])]

σXσY
with E[·] and

σ being the average and the standard deviation values.

areas are close while Area 3 has different pattern compared to the other two330

areas, because of the dispersed DCPI and smaller range of Vs values.331

Fig. 7 estimates the spatial correlation between DCPI and Vs data by calcu-332

lating the bi-directional experimental variograms and cross-variogram (Gringarten333

and Deutsch, 2001; Oliver and Webster, 2014), applying the Gaussian anamor-334

phosis (Wackernagel, 2003). The fitted theoretical models are the black solid335

curves. The nugget effect was not observed in the experimental (cross-)variograms336

which ensured the spatial correlation and non-randomness in the data (Gringarten337

and Deutsch, 2001). The spatial correlation decreases as a function of the lag338

distance despite the slight increasing trend in the DCPI variogram after the339

sill. This is because of the size of the test site, which is not long enough to show340

the disappearance of the spatial correlation after the range. Discontinuities are341

observed in the variogram of Vs and the cross-variogram at 6− 7m, which are342

caused by the lack of Vs data in the dead zones; a local peak is observed at a343
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(a) (b)

Figure 7: Bi-directional variograms and cross-variogram of DCPI and Vs for
the test site. Red triangle: experimental (cross-)variograms; black solid line:
theoretical (cross-)variograms. Several triangles are shown in blue with their
corresponding number of pairs.

lag of 7m – size of each area.344

3.2 Mapping of DCP soundings345

Fig. 8 (a) shows the RMSE values of the three geostatistical methods, as a346

function of dDCP . When the dDCP increases, the number of remaining DCP347

soundings used for the mapping decreases (Fig. 8 (b)). The cokriging and348

CKVME approaches have higher RMSE values when dDCP < 4.5m. When349

dDCP ≤ 7.0m, RMSE values of the kriging increase slowly from 19% to 60%.350

From dDCP = 7.0m to 7.5m, the RMSE value of kriging increases sharply by351

87%, while the RMSE values increase 25% and 17% for cokriging and CKVME352

respectively. The use of measurement error in the cokriging system produces353

slightly smaller RMSE values than without the measurement error.354

Fig. 9 shows the DCPI sections using the three methods respectively. For355

each method, the reference section was obtained using all the 58 DCP soundings;356

the section 1 was estimated using 29 DCP soundings (dDCP = 1m); and the357

section 2 used only three DCP soundings (dDCP = 10m) and their locations are358

shown by black dots. Error sections were calculated using Eq. 7. Comparison359
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(a)

(b)

Figure 8: (a) RMSE curves of kriging, cokriging and CKVME as a function of
dDCP . (b) Locations of decimated DCP soundings, using six different dDCP

values as example.
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of the section 1 for the three methods shows that when no auxiliary variable360

is introduced, the DCPI sections are smoother and the change in DCPI is361

continuous. When auxiliary variables are used, DCPI changes become sharper.362

When only three DCP soundings are used in the kriging method, the vari-363

ation of DCPI in the total test site is badly estimated. With the help of364

auxiliary variable, the cokriging method reduces the RMSE value (65.77%) to365

almost a half of the kriging method (119.75%), but high errors are observed366

across the test site. For example, the DCPI values are overestimated in the367

shallow medium in Area 1 with error > 40%, and underestimated in the deep368

medium in Area 2 and the entire Area 3 with error < 40%. The section 2 of369

the CKVME method shows more continuity compared to the cokriging method,370

and the corresponding errors are reduced inside of all three areas.371

4 Discussion372

In Fig. 8, the cokriging and CKVME methods show no advantage when dDCP ≤373

7m, i.e. the length of each area. There are several reasons. First, Fig. 9 shows374

that the kriging method produces smoother and more continuous DCPI section375

than the cokriging and CKVME methods. With smaller values of dDCP , a large376

number of DCP soundings are used for the kriging which helps to reduce the377

error of DCPI sections. Second, at least one DCP sounding is located in each378

area. Because each area was constructed homogeneously with limited variations,379

the remaining DCP soundings can roughly represent the DCPI data in each380

area. Besides, numerous DCP soundings being uniformly distributed in three381

near-rectangular areas also helps to reduce the kriging errors (Li and Heap,382

2008, Chapter 6.1). The above reasons complete each other and together result383

in the small RMSE values of kriging with dDCP ≤ 7m. Fig. 8 (b) shows that384

when dDCP varies from 7m to 7.5m, there is still at least one DCP sounding385
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(a)

(b)

(c)

Figure 9: DCPI and error sections estimated by (a) kriging, (b) cokriging
and (c) CKVME methods, using the total 58 DCP soundings (reference sec-
tion), 29 DCP soundings (section 1, dDCP = 1m) and 3 DCP soundings (sec-
tion 2, dDCP = 10m) respectively. Black triangles: position of DCP soundings.
Dashed rectangles: Vs sections referring to Fig. 3.
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in each area but the RMSE of kriging method increases sharply. The reason386

lies in the uneven distribution of DCP sounding locations inside of each area.387

In summary, the small RMSE values demonstrated by kriging with the data388

obtained on the test site are not guaranteed in field measurement tests.389

From dDCP = 7.5m, the RMSE values of kriging stay high because the390

horizontal variability of DCPI cannot be correctly described only with very391

limited number of DCP soundings. When no or very little a priori information392

is available, any kind of variogram model with any sill value can be used in the393

kriging system. Depending on the fitted theoretical variogram, the final result394

of kriging can be completely different and untrustworthy. While introducing the395

Vs values as auxiliary and physical constrain, the theoretical variogram model in396

the horizontal direction is constrained by the Vs variability, i.e. the variogram397

model and sill values of DCPI are fixed by the calculated variogram of Vs.398

Therefore, the RMSE value still increases with dDCP but not as sharply as the399

kriging results in Fig. 8 (a).400

When dDCP = 10m, although CKVME produces smooth sections, its cor-401

responding RMSE value is still 66%, mainly due to the high values of error402

(|error| > 30%) at the bottom of Area 1 and the entire Area 3. This means that,403

with the constrains of Vs, the lateral variations of DCPI are described, but ex-404

treme values, i.e. DCPI ≤ 5mm at the bottom of Area 1, and DCPI ≥ 40mm405

in Area 3, cannot be correctly estimated. Therefore, during field measurements,406

it is strongly recommended that at least two DCP tests are performed in areas407

where MASW data show strong variations, either the change of layer depth or408

the Vs values, in order to obtain the extreme values of DCPI within the areas.409

The discontinuity of DCPI variation in the section 2 of cokriging method410

(Fig. 9 (b)) is caused by the discontinuous Vs sections. By introducing the411

measurement error in the cokriging system, the CKVME method becomes a412
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spatial smoother (Christensen, 2011) which gives smaller values of RMSE than413

the cokriging method in Fig. 8 (b). Cares must be taken on the nugget effect in414

the variogram and the cross-variogram of CKVME. In general, the nugget effect415

is affected by the measurement error and the microscale variation. Considering416

only the variance of measurement error will cause over-smoothed results (Chris-417

tensen, 2011).418

The applied MASW methods are limited to provide high-resolution Vs cross-419

section at the first 20 cm, due to the lack of information at very high frequencies420

(f > 200Hz). Using a controlled vibrometer, e.g. a magnetostrictive vibroseis421

source as in Wawerzinek et al. (2022), is one possible solution to achieve this422

resolution. Reducing the inter-geophone spacing would be another option, but423

too small spacing would lead to signal saturation problems. Another issue is the424

miniaturization of the plate and the source for precise positioning. For these425

considerations, wireless geophones oe distributed setups such as the fiber op-426

tic, e.g.Vantassel et al. (2022), could be tested. However, a compromise should427

be made between the propagation distance and the required high resolution,428

because of the high attenuation of the seismic waves at high frequencies (Aki429

and Richards, 2002). For field measurement, towed land streamer seismic de-430

vice (Van der Veen and Green, 1998; Pugin et al., 2004) can be used to increase431

the speed and efficiency. In the cases where a strong lithological contrast or a432

low-resistant layer between two high-resistant layers is observed in the geotech-433

nical data at shallow depths, the fundamental mode is no more dominant there-434

fore the higher modes of surface-waves should be considered (Foti et al., 2018).435

The measurement error of the auxiliary variable can also be defined as the a436

posteriori probability density function of the inverted parameter through the437

application of Bayes’ theorem, such as the study of Burzawa et al. (2023) in the438

application of the railway earthworks.439
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The variable SDCP , introduced for the observation of acquired DCP data in440

the test site, is used in geotechnics for the identification of soil layers and their441

thickness. Examples can be found in the Tri-Service Pavements Working Group442

Manual TSPWG 3-260-03.02-19, Airfield Pavement Evaluation Standards and443

Procedures. SDCP calculates the slope of the cumulative DCPI (i.e. the pene-444

tration depth of the tip) as a function of the cumulative number of blows, thus445

integrates information from the top surface to the penetration depth. The vari-446

able DCPI, however, corresponds to the penetration depth of each blow and447

provides information of a local area. The use of KPD method can efficiently448

determine the number of layers and their thickness. Such information can be449

applied as a priori information for the inversion of the in situ geophysical data.450

As for the apparent Vs, it represents the propagation velocity of surface-waves451

at different wavelength, whereas the wavelength is directly related to the max-452

imum reachable depth of surface-waves. Therefore the apparent Vs integrates453

the information of the medium from the top surface to the maximum reach-454

able depth. The comparison between SDCP and apparent Vs in Fig. 6 (a)-(c),455

proves that it is possible to estimate the correlation between the DCP data and456

the surface-wave data before inversion. But it should be pointed out that the457

inversion is necessary to obtain the exact relation between the two data.458

5 Conclusion459

Seismic surface-wave data, Vs section, is used as auxiliary and physical con-460

strains in this study for the mapping of DCPI, by the application of geostatis-461

tical methods. The proposed approach is validated on a test site for the first462

time, which contains three areas with different compaction levels. Seismic and463

high-density DCP campaigns were performed on the test site, and the mathe-464

matical and geostatistical analyses are established on the acquired data in order465
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to estimate their relationship. Using the high-density DCP tests to produce466

reference sections of DCPI, the kriging and the cokriging methods are both467

applied for the mapping of decimated number of DCP soundings. Furthermore,468

the CKVME method is also proposed in order to include the estimated measure-469

ment error of the auxiliary variable in the cokriging formulas. The advantage470

of using Vs values as auxiliary and physical constrains emerges when dDCP in-471

creases, because of the constrains of DCPI variations in the lateral direction by472

Vs. When dDCP is larger than the size of each area (7m), the kriging method473

can no more estimate the lateral variation of the test site and the RMSE value474

of the kriging section increases sharply by 87%. With the constrain of the Vs475

sections, the cokriging and the CKVME approaches have increasing RMSE val-476

ues by 25% and 17% respectively. The CKVME approach provides smoother477

sections than the cokriging method because the latter has abrupt variation sec-478

tions due to the discontinuous Vs section of each area. When dDCP is too large479

to ensure at least one DCP sounding in each area, neither of the cokriging nor480

the CKVME approaches can correctly estimate the extreme values of DCPI.481

Therefore, for the field measurement application, it is recommended to perform482

at least two DCP tests in the areas where significant variations are observed on483

the MASW data.484
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date depth [cm] VWC [%]

2021/06

13
23
33
48
73

33.68
36.67
36.45
34.34
36.27

2021/10

13
23
33
48
73

33.75
37.24
37.25
34.85
37.67

Table A.1: Volumetric water content measured by TDR Soilvue in Area 3.
Values in June and October are averaged values for the day(s) where DCP and
seismic measurements were occurred.

A Geotechnical data of test site599

A TDR (Time-Domain Reflectometer) sensor (SoilVUE101) is buried in Area 3600

(X = 3.5m, Y = 25m) to monitor the soil variations in time. Four parameters,601

i.e. volumetric water content (VWC), permitivity, temperature and electric602

conductivity, are measured at five depths (13 cm, 23 cm, 33 cm, 48 cm and 73 cm)603

with a measurement frequency every 15 min from Feb. 2021. Table A.1 gives604

the mean VWC values during DCP measurement in June 2021 and seismic605

measurement in October 2021.606

In order to obtain the soil structure and composition of each area, three soil607

cores, P1-2, P2-1 and P3-1, ware taken from the boreholes, one for each area.608

Analyses of specimens are available in Table A.2. Granulometric analysis and609

the X-ray diffraction analysis on the samples of test site show that the material610

contains approximately 20% of clay and the rest of mixed feldspar and quartz.611

Due to the unavailability of some extracted specimens, the number of samples612

and thickness of the three cores differ. VWC and porosity (ϕ) of specimens are613

calculated using the following formulas: VWC = Vwater/Vsolid = GWC ∗ ρdry614

1https://www.campbellsci.com/soilvue10
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Core depth [cm] GWC [%] VWC [%] ρdry [g/cm3] ϕ

P1-2
18-25
25-31
43-50

15.6
18.4
16.5

27.92
31.10
27.89

1.79
1.69
1.69

0.33
0.36
0.36

P2-1

6-10
10-14
14-18
31-35
35-39
39-43
50-54
54-59
59-63

17.5
15.5
17.8
17.7
15.5
17.9
15.4
17.9
17.7

30.98
26.90
31.15
30.80
26.82
30.97
26.49
30.79
29.74

1.77
1.74
1.75
1.74
1.73
1.73
1.72
1.72
1.68

0.33
0.35
0.34
0.35
0.35
0.35
0.35
0.35
0.37

P3-1
18-25
25-31
50-56

14.4
18.2
17.3

24.48
32.40
27.85

1.7
1.78
1.61

0.36
0.33
0.40

Table A.2: Parameters of specimens for three cores at different depths. GWC:
gravimetric water content (mwater/mdry); VWC: volumetric water content;
ρdry: dry solid density; ϕ: porosity.

and ϕ = 1 − ρdry/ρparticle, with ρparticle = 2661.4 kg/m3 being the particle615

density of soil. The average porosity of three areas are 0.35, 0.35 and 0.36616

respectively, which gives the highest porosity in Area 3 owing to its lowest617

compaction level. Besides, variations of water content and porosity between618

specimens from one core imply that there are possible but not significant vertical619

variations in each area.620

The locations of the soil core and the TDR sensor are available in Fig 1 (c).621
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