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Abstract. Anomaly detection in financial transactions poses signifi-
cant privacy challenges. This paper introduces a federated learning (FL)
framework for Privacy-Preserving Behavioral Anomaly Detection using
Graph Neural Networks (GNNs) on dynamic graphs to model cardholder
transactions. We incorporate anonymization-based and noise-based privacy-
preserving methods for feature engineering and a domain-specific nega-
tive sampling technique to train models without labeled data, making
it suitable for real-world applications. Our results, benchmarked on syn-
thetic and real-world datasets, show that deep learning-based outperform
clustering-based methods, with F1-scores of 0.91±0.02 and 0.87±0.04,
respectively. Additionally, using the anomaly score as a feature in fraud
detection models yields a 1.76%±0.54% improvement in F1-score, en-
hancing fraud detection performance while preserving privacy.
Keywords: Federated Learning · Dynamic Graphs· Finance

1 Introduction

Anomaly detection in financial transactions, particularly within the context of
credit card transactions, is a critical task in combating fraud. According to the
European Central Bank [1], fraud in the Single Euro Payments Area (SEPA)
reached 1.33 billion Euros in 2012 alone, marking a 14.8% increase compared to
2011. Furthermore, online fraud accounted for $3.5 billion in losses in 2012, with
an alarming 30% increase from 2010 [2]. Traditional anomaly detection models
for fraudulent behavior often rely on attribute value data generated from trans-
actional records, utilizing both supervised and unsupervised learning methods
to identify suspicious activities [3, 4].

Recently, graph-based methods have emerged as a powerful approach to iden-
tifying suspicious financial activities, by using both data attributes and graph
topological information to detect anomalies [5]. These methods have shown their
effectiveness in leveraging both graph structure and attribute data to enhance
anomaly and fraud detection in various applications. Comprehensive survey stud-
ies on anomaly detection [6], including those using graph-based methods [7–9],
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and those specifically focused on fraud detection [10, 11], highlight the need to
expand data collection to identify rare and unusual patterns or outliers within
datasets that differ significantly across institutions.

Therefore, institutions dealing with the same anomaly and fraud detection
challenges are increasingly interested in collaborative learning environments,
where training occurs across distributed datasets without the need for raw data
exchange, thereby safeguarding sensitive financial information [12, 13], such in
Federated Learning (FL) systems. Recent advancements in FL have demon-
strated its potential to enhance fraud detection across multiple financial entities
while maintaining the privacy of both individuals and institutions [14]. However,
the use of shared models in federated learning exposes institutions to significant
risks, as highlighted in [15]. In the case of tabular data, the nature of attribute
values can lead to privacy leaks, especially when downstream tasks are trained
to optimize cross-entropy-like objective functions [16–18].

In this work, we propose a novel federated learning framework for Privacy-
Preserving Behavioral Anomaly Detection, leveraging Graph Neural Networks
(GNNs) to model cardholder transactions as dynamic graphs. We utilize ego-
centric graph modeling in [19] as an anonymization-based privacy mecha-
nism [20] to eliminate the need for personally identifiable information (PII) in
the training data, such as the cardholder’s unique identification number. Addi-
tionally, a noise-based privacy mechanism [21] is employed to further pro-
tect sensitive data attributes. These privacy-preserving techniques are essential
in mitigating the risk of Gradient Leakage [17], where gradients derived from sen-
sitive financial data can reveal patterns related to individuals. By introducing
noise, our framework ensures that even if the gradients are analyzed, sensitive
patterns remain obfuscated, safeguarding the cardholder’s privacy. By utilizing
dynamic graphs, this framework enables anomaly detection based on behavioral
patterns rather than isolated events, providing a comprehensive understanding of
fraudulent activities. By incorporating a domain-specific negative sampling
technique, our framework effectively trains anomaly detection models without
relying on labeled data, making it applicable to real-world scenarios where la-
beled datasets are unavailable.

Our main contributions are:

■ We propose a federated learning framework for privacy-preserving behav-
ioral anomaly detection in credit card transactions, using dynamic graphs to
model transaction patterns within a collaborative learning environment.

■ We develop privacy-preserving feature engineering, as a noised-based pri-
vacy mechanism, by encoding spatial and temporal financial attributes while
maintaining privacy and preserving key characteristics.

■ We introduce a domain-specific negative sampling strategy to improve fraud
detection by generating relevant negative samples using dynamic graphs.

■ We demonstrate the framework’s effectiveness on two datasets, showing its
ability to enhance detection accuracy while protecting individual privacy.



2 Related Work

Graph-level embedding techniques, such as Graph Kernels [22] and Graph2Vec
[23], have become essential for representing entire graphs as vectors, enabling
tasks like classification, similarity computation, and anomaly detection [22, 23].
While traditional methods like graph kernels can be computationally intensive,
newer approaches like Graph2Vec offer unsupervised learning of graph-level rep-
resentations. Recent methods, including Graph Neural Networks (GNNs) lever-
age message passing algorithms to capture comprehensive node representations
across the graph [24, 25]. However, these approaches primarily address static
graphs. Dynamic graph embedding techniques extend these methods to evolv-
ing graphs, adapting to changes in structure over time, which is vital in domains
like social networks and financial markets [26]. This study adapts dynamic graph
embeddings for detecting fraudulent transactions in financial systems.

Federated Learning (FL). FL enables the collaborative training of models
on distributed data [12], which is crucial for handling sensitive financial informa-
tion. Recent studies have leveraged FL for fraud detection, focusing on supervised
learning frameworks with labeled data [14, 27]. These approaches demonstrate
FL’s potential to improve fraud detection accuracy without requiring data shar-
ing among institutions. Additionally, FL has shown effectiveness in detecting
complex financial crimes across multiple entities, further reinforcing its signifi-
cance in real-world financial applications [13]. However, existing federated fraud
detection methods rely on training with raw data attributes, which exposes indi-
vidual’s sensitive data to potential breaches in case of gradient leakage. Our work
seeks to address this issue by developing a framework that preserves the privacy
of individuals, specifically cardholders, and participating institutions, by extend-
ing prior research on using GNN models to a privacy-preserving environment,
introducing a noise-based privacy mechanism. Furthermore, the negative sam-
pling strategy helps avoid label ambiguity and allows training without relying
on labeled data, enhancing privacy and robustness.

3 Methodology

3.1 General Framework

At a high level, it comprises several key components: dynamic graph construc-
tion, negative sampling, node and graph-level feature extraction using GNNs,
and anomaly detection via a fully connected neural network (FCNN). The frame-
work operates within a FL setup, ensuring that sensitive data remains private
while enabling collaborative model training across multiple participants.

Dynamic Graph Construction. We model the transaction data for each
cardholder ci as a dynamic graph G

(i)
t at time t, defined as:

G
(i)
t = (V

(i)
t , E

(i)
t , X

(i)
t , T

(i)
t ),



where the graph nodes V (i)
t = {vj} are associated with (merchant_id, (latj , lonj))

attributes transformed to features space denoted as X
(i)
t , where latj and lonj

denotes the location coordinates and merchant_id denotes the merchant unique
identifier. And the edges E

(i)
t = {ejk} represent transactions between consecu-

tive merchants, where we consider valid sequences of consecutive transactions
relevant when occurring within a two-hour rolling window, commonly used in
[28,29]. An edge ejk ∈ E

(i)
t connects the nodes vj and vk, indicating a transaction

timestamp from vk after vj , denoted as T (i)
t . As new transactions occur, the graph

dynamically evolves to reflect the ongoing changes in the cardholder’s transac-
tion history, providing accurate behavioral representation, unlike the static graph
approach used in [19].

The sequence of dynamic graphs of ci ∈ C, where C = {ci}Ki=1 denoted as
G(i) = {G(i)

t1 , G
(i)
t2 , . . . , G

(i)
tN} over time N to reflect the consecutive nature of

transactions, where each dynamic graph G
(i)
t builds upon a cumulative struc-

ture and transactions science the first active transactions, the same for the pre-
vious graph G

(i)
t−1. The graph collection G(i) effectively captures the temporal

dependencies in the cardholder’s transaction behavior.
Negative Sampling. Inspired from [30], we train the proposed framework

to distinguish between normal and anomalous patterns within cardholder dy-
namic graphs, we generate "noisy" or perturbed graphs G̃

(i)
t that deviate from

typical transactional patterns of ci observed in G
(i)
t−1. The generation process is

denoted as:
G̃

(i)
t = N

(
G

(i)
t−1

)
where N (·) applies domain-specific perturbations to G

(i)
t−1. Detailed steps are

provided in Section 3.3.
Feature Extraction for Node and Graph Representations. At each

time step t for a given cardholder ci, the node features H(i,0)
t , denoted for simplic-

ity as H
(0)
t ∈ R|n0|×d, consist of feature engineered attributes, and the process

is detailed in Section 3.2.
To extract higher-level features, a shared GNN architecture with L layers is

initialized and deployed across all participants in the federation. At each layer
l, the node embeddings H

(l)
t ∈ R|nl|×dl are updated through graph convolution

operation [31] defined as follows:

H
(l+1)
t = σ

(
A

(l)
t H

(l)
t W (l)

)
,

where W (l) ∈ Rdl×dl+1 are the trainable weight matrices, A(l)
t ∈ R|nl|×|nl| is

the adjacency matrix at time t encoding the graph structure and σ(·) represents
the ReLU activation function.

To derive graph-level representations, a pooling mechanism is applied after
each GNN layer, progressively reducing the number of nodes by a factor of
p%. The number of nodes at layer l + 1 is defined as nl+1 = ⌈|V (l)

t | × p⌉. The



pooling operation simultaneously updates the node feature matrix H
(l)
t and the

adjacency matrix A
(l)
t , resulting in a coarsened graph [32], we denoted by:

H
(l+1)
t , A

(l+1)
t = Pooling⌈p%⌉

(
H

(l)
t , A

(l)
t

)
.

This iterative process continues until the final layer, where all nodes are
pooled into a single cluster, producing a final embedding vector q

(i)
t that repre-

sents the entire graph. This graph-level representation encapsulates the transac-
tion behavior of the cardholder ci at time t.

In certain GNN architectures, the pooling layer is trained [33–37], eliminating
the need for a predefined parameter p%. Similarly, for the graph convolution
operation, alternative approaches such as message-passing frameworks [38, 39]
can be used within the proposed framework.

Discriminative Behavioral Anomaly Detection with FCNN. The
final graph embedding q

(i)
t−1 and q

(i)
t serves as input to a fully connected neural

network (FCNN) that acts as a discriminative model for behavioral anomaly
detection, denoted as f : Rd → [0, 1]. The FCNN consists of multiple dense
layers (MLP) with ReLU activation functions, followed by a softmax layer that
outputs the anomaly score. The model is trained end-to-end using a cross-entropy
loss function:

L = − 1

N

N∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] ,

where yi represents the true label, and ŷi is the predicted probability for
the i-th generated sample, where f(q

(i)
t−1, q

(i)
t ) → 1 and f(q

(i)
t−1, q̃

(i)
t ) → 0, where

Anomaly Score = f(q
(i)
t−1, q

(i)
t ), i ∈ {1, 2, . . . ,K}.

In our FL setting, each client generates a finite number of samples N and
computes gradients based on their local model updates and shares only these
gradients with the central server. The server aggregates these gradients to up-
date the global model, ensuring that the learned representations are robust and
privacy-preserving.
3.2 Feature Engineering with Privacy Preservation

Inspired by the position encoding architecture in Transformer [40], we feature en-
gineer spatial and temporal attributes in financial data as positional embeddings.
To address the data breach issue [16], we propose transforming low-dimensional
features with privacy-preserving properties into high-dimensional representa-
tions of size d as the embedding size, which are then fed into local models,
where a noise-based privacy mechanism is applied, as detailed in Algorithm 1.

Location. Building on the foundation of multi-scale location encoders [41],
we adapt this approach to be unbounded, as in a FL environment, the minimum
and maximum grid scales could compromise the privacy of individual partici-
pants. Given latitude ϕ and longitude λ in degrees, the coordinates are first con-
verted to radians, denoted as ϕrad and λrad. To generate the high-dimensional
representation, we define the scaling factors sϕ and sλ as follows:



sϕ =
2πϕmax

Cearth
· 1

2k
, sλ =

2π

2k
, k ∈ {1, 2, . . . , d}.

The latitude lϕ and longitude τλ vectors are defined as:

lϕ = [sin(ϕrad) · sϕ, cos(ϕrad) · sϕ]⊤ , lλ = [sin(λrad) · sλ, cos(λrad) · sλ]⊤

Contrary to [41], the final location representation is obtained by summing the
latitude and longitude vectors; llocation = σ(lϕ + lλ).

Here, σ is a non-linear function. The final vector representation preserves
both the directional and distance properties.
Temporal. To minimize the risk of compromising FL while handling temporal
features such as using one-hot encoding [16], we transform time features into a
dense and continuous space. Given a timestamp, the temporal data is embed-
ded in a high-dimensional vector space to capture cyclical patterns at various
granularities decomposed into hours, minutes, seconds, days, and months.

To generate the high-dimensional representation, we define the scaling factor
sk for each dimension k as:

sk =
1

k
sin

(
2πk

d

)
, k ∈ {1, 2, . . . , d

2
}

For each temporal component λ ∈ {hour,minute, second, day,month}, with pe-
riodicity Nλ, the vector representation is defined as:

τλ =

[
sin

(
2π

λ

Nλ

)
· sk, cos

(
2π

λ

Nλ

)
· sk

]⊤
The final temporal representation is obtained by summing all granularities vec-
tors; τtemporal = σ(

∑
λ τλ), this vectorial representation effectively captures the

cyclical nature of time across different temporal scales, enabling robust temporal
modeling.
Merchant ID. Given a set of unique merchant IDs V in the entire dataset,
each merchant ID is represented as a dense vector of size d, stored in a ma-
trix M ∈ R|V |×d, where d is the dimensionality of the embedding. For a given
merchant ID m ∈ V , the corresponding row vector mm is selected from M,
making M a merchant lookup table. In this work, the embedding matrix M is
initialized randomly using normal distributions with standard deviations of 0.1.
These embeddings are then fine-tuned during model training rounds to capture
merchant-specific patterns in transaction data across the federation.
Privacy-Preserving Feature Engineering. Building upon the generalized
differential privacy framework presented in [21], we extended the application of
the privacy preservation to encoded financial data attributes—location (Llocation),
temporal (Ttemporal), and merchant ID (M)—through a personalized differen-
tial privacy mechanism coupled with a vectorial shuffling scheme to generate
L

′

location, T
′

temporal,M
′

as noise-based privacy mechanism for privacy-preserving
feature matrices, as detailed in Algorithm 1.



Following [30], we apply a (ϵi, δi)-Private Shuffle to perturb feature vectors
before their use in our federated model, as described in Algorithm 1. The algo-
rithm begins by randomly permuting the elements of a feature vector v using a
fixed random seed. Each element is then perturbed with noise introduced by the
Gaussian mechanism [42], where the noise level is determined by specific privacy
parameters ϵi and δi assigned to each feature. This personalized perturbation
allows for differential control over privacy budgets across features. Subsequently,
the algorithm clips the perturbed vector elements to the range [−1, 1] to maintain
feature integrity. The final step involves shuffling the vector to further obscure
the original feature order, enhancing privacy as proved in [21].

For a given cardholder ci, the initial node features Xi are constructed by
integrating location information L′

i ⊂ L′ and merchant ID attributes M′
i ⊂ M ′,

expressed as Xi = L′
i +M′

i. This element-wise addition captures the combined
spatial and merchant characteristics of each node.

Algorithm 1 (ϵi, δi)–Private Shuffle for Feature Vector

1: Input: Feature vector v = (v1, . . . , vd) ∈ [−1, 1]d, privacy budget ϵ = (ϵ1, . . . , ϵd) >
0, privacy parameter δ = (δ1, . . . , δd) ≥ 0, random seed s

2: Output: Perturbed and shuffled vector x̃ ∈ [−1, 1]d
3: Set random seed s
4: Random permutation r : [d]← [d]s
5: for j ∈ [d] do

6: x̃j ← xj +N (0,
δr(j)

ϵr(j)
)

7: x̃j ← min(max(x̃j , 1),−1)
8: end for
9: x̃

r←− x̃
10: return x̃

Temporal information T′
i ⊂ T ′is then incorporated into the message-passing

process, where ϕ is a simple element-wise addition. The normalized features are
updated using:

H
(0)
i = ϕ

Xi,
⊕

j∈N (i)

tanh (Xj +T′
ij)


where N (i) denotes the set of neighbors for node i. This approach effec-

tively captures interactions by leveraging both spatial and temporal informa-
tion, enabling the input feature space to incorporate complex patterns in graph-
structured data.

3.3 Negative Sampling with Graph Configuration for Model
Training

To effectively train the federated model, we introduce a domain-specific nega-
tive sampling strategy that leverages graph configuration perturbations based
on various types of credit card fraud, illustrated in Figure 1. Rather than gener-
ating negative samples from unrelated cardholder graphs, our approach directly



perturbs the graph G
(i)
t , resulting in contextually relevant and computationally

efficient negative local instances.
For each graph, a graph configuration C ∈ {C1, C2, C3} is randomly selected

from a predefined set, with each configuration designed to simulate a specific
type of fraud attack by altering the topology, node features, or both. The con-
figurations are defined as follows:

– Topology Alteration with Stable Node Features (C1):

Ã
(i)
t , Ẽ

(i)
t = FT (A

(i)
t , E

(i)
t ), X̃

(i)
t = X

(i)
t

– Node Feature Alteration with Stable Topology (C2):

Ã
(i)
t = A

(i)
t , Ẽ

(i)
t = E

(i)
t , X̃

(i)
t = FV (X

(i)
t )

– Topology and Node Feature Alteration (C3):

Ã
(i)
t , Ẽ

(i)
t = FT (A

(i)
t , E

(i)
t ), X̃

(i)
t = FV (X

(i)
t )

Graph Con-
figuration

Stable Attributes Attribute
Modification

Stable TopologyTopology
Modification

Topology Alter-
ation with Stable
Node Features

Topology and
Node Feature

Alteration

Node Feature
Alteration with
Stable Topology

Application Fraud

Card Iden-
tity Theft

Account Hijacking

Card Skimming

Phishing Attacks

Card Not
Present Fraud

Lost/Stolen
Card Fraud

E-Card Fraud

Categories of Credit Card Fraud

Fig. 1: Categorization of credit card fraud types based on graph configuration
manipulations, illustrating how different alterations in topology and node fea-
tures correspond to specific fraud scenarios [43].

Here, FT represents the randomization process applied to the adjacency matrix
and edge set, perturbing the graph’s topology. Meanwhile, FV involves node in-
jection and swapping, where X̃

(i)
t ⊂ Xt, selectively altering node features within

the graph to simulate more complex fraud patterns. These perturbations result
in domain-specific negative samples G̃

(i)
t that remain contextually relevant to

the cardholder’s transactional behavior.

4 Experimental Settings

4.1 Experimental Design

To evaluate the proposed framework, we use two public financial datasets and
simulate a FL environment with multiple clients. Each dataset is divided into



five subsets to create local datasets uniformly distributed by cardholder ID, re-
sulting in varying data sizes due to individual cardholder total transactions Each
local dataset is split by cardholder ID, with 75% for training and 25% for test-
ing. To compare graph pooling methods for cardholder behavior representation
under privacy protection, we use the F1 score as the primary metric, as it bal-
ances precision and recall, particularly in imbalanced scenarios. Additionally, we
report Accuracy, Precision, Recall, and ROC-AUC for a comprehensive perfor-
mance evaluation. All metrics are averaged across all test sets of the federation
participants.
4.2 Parameter Settings

The model parameters were tuned using 5-fold cross-validation to ensure opti-
mal performance. For the GNN model, we configured L = 5 layers with a node
and edge embedding dimension of d = 128, the same dimension used for all
data attributes in the vectorial representation. The weight matrices were initial-
ized using Xavier initialization, and ReLU was used as the activation function
throughout. We applied a 5% pooling factor at each layer, with a dropout rate
of 0.1 to prevent overfitting. The FCNN consisted of 2 dense layers, using ReLU
activations with a Softmax function in the final layer. The Adam optimizer, with
a learning rate of 0.001, was used for training. In the FL framework, 5 clients
were employed, each training locally for 10 epochs, with 200 communication
rounds. The FedProx aggregation method [44] is used to merge gradient over all
training rounds. For the personalized DP mechanism [45], the privacy budget
ϵ was uniformly set between 0.01 and 10, with a constant privacy parameter
δ = 10−4, and a fixed shuffling seed was maintained across all clients.
4.3 Datasets

We employ two financial datasets from different regions and economic contexts:
one from a Brazilian bank (ELO BR)4 and one from a United States bank
(IBM US)5. The datasets are tabular with the following schema fields: card-
holder_id (as INT), merchant_id (as INT), timestamp (as Timestamp), amount
(as NUMERIC), lat (as DOUBLE), lon (as DOUBLE), and MCC (as VARCHAR), which
stands for Merchant Category Code, offering detailed insights into credit card
transactions. All data types are denoted according to SQL data types.

The original datasets comprise 327,541 merchants from Brazil (ELO BR)
and 99,554 merchants from the United States (IBM US), along with 322,862
customers (ELO BR) and 4,967 customers (IBM US). In line with previous
studies [28,29], we pre-processed the datasets by filtering out inactive cardhold-
ers with less than 3 transactions per month to concentrate on more significant
transaction patterns.

4.4 Baselines

We compare our proposed framework against state-of-the-art baselines, catego-
rized into deep learning-based and clustering-based graph pooling methods. The
4 Kaggle | Elo Merchant Category Recommendation: link .
5 Synthetic Transaction Dataset: link .

https://www.kaggle.com/c/elo-merchant-category-recommendation
https://ibm.ent.box.com/v/tabformer-data


deep learning-based methods include TopKPooling [33,34], which selects top-K
nodes using a learned scoring function to preserve the most informative nodes;
SAGPooling [34,35], a self-attention based method that assigns attention scores
to nodes, focusing on the most relevant parts of the graph; ASAPooling [36],
which captures local substructures by clustering nodes before pooling to pre-
serve important local information; and DiffPool [37], a hierarchical method
that creates a coarser graph by learning a differentiable soft assignment of nodes
to clusters, effectively capturing global graph properties. For clustering-based
graph pooling, methods such as K-Means, Agglomerative Clustering, and Spec-
tral Clustering are used at the node level with k clusters, followed by Max-
Pooling, which selects the maximum value within each node’s features [46,47],
and Avg-Pooling, which computes the average node features within each cluster
to yield a smooth and generalized graph representation [46,47].

5 Experimental Results
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Fig. 2: Impact of privacy budget on F1 score across various graph pooling meth-
ods, solid black line refer to the centralized model.

5.1 Privacy Budget and Model Utility

In the synthetic dataset, deep learning methods achieve significant improvements
in model performance as the privacy budget increases. At ϵ = 2, the F1 score
starts at 0.7 and progressively improves, reaching 0.95 at ϵ = 10, closely ap-
proaching the centralized model’s performance. This improvement occurs as the
noise applied to the features decreases, allowing for better data representation.
A similar trend is observed in the ELO dataset, where F1 scores rise from 0.65 at
ϵ = 2 to 0.9 at ϵ = 10. The results highlight that higher privacy budgets lead to
enhanced feature utility, particularly since the attribute features are sensitive to
any noising mechanisms. Although a privacy budget of 10 is generally considered
high, we consider it acceptable in this work due to the sensitivity of the data
attributes and the application of privacy mechanisms at the cardholder level. To
maximize model performance while maintaining privacy, ϵ is uniformly sampled
from a range of 0.01 to 10 for each cardholder, ensuring personalized privacy
protection following [45].

In contrast to earlier findings, clustering-based methods show gains with in-
creasing privacy budgets, but even at the highest privacy budget, their improve-
ments are modest compared to deep learning methods. In the synthetic dataset,



Max-Pooling methods stabilize at an F1 score of 0.85, while Avg-Pooling meth-
ods reach 0.8 by ϵ = 10. On the ELO dataset, these methods demonstrate similar
behavior, but neither fully converges with the centralized model’s performance.
These observations suggest that while all models benefit from increased privacy
budgets, deep learning methods are more effective in utilizing the additional data
fidelity. The consistent results across both datasets demonstrate the robustness
of the proposed framework in providing better model utility and privacy trade-
offs in a federated learning environment.

Dataset Pooling Model Clustering Algorithm Accuracy Precision Recall F1-Score ROC-AUC

Synthetic Data

Centralized Model 0.98±0.02 0.96±0.02 0.94±0.03 0.95±0.02 0.97±0.02

Max-pool
KMeans 0.88±0.04 0.87±0.04 0.86±0.05 0.86±0.04 0.90±0.04

Agglomerative Clustering 0.89±0.04 0.88±0.04 0.87±0.05 0.87±0.04 0.91±0.04

Spectral Clustering 0.88±0.05 0.85±0.05 0.85±0.05 0.85±0.05 0.89±0.05

Avg-pool
KMeans 0.86±0.05 0.84±0.05 0.83±0.06 0.83±0.05 0.88±0.05

Agglomerative Clustering 0.87±0.05 0.85±0.05 0.84±0.06 0.84±0.05 0.89±0.05

Spectral Clustering 0.86±0.06 0.83±0.06 0.82±0.06 0.82±0.06 0.87±0.06

TopKPooling — 0.89±0.03 0.86±0.03 0.85±0.04 0.85±0.03 0.91±0.03

SAGPooling — 0.93±0.02 0.91±0.02 0.90±0.02 0.90±0.02 0.95±0.02

ASAPooling — 0.94±0.02 0.92±0.02 0.91±0.02 0.91±0.02 0.96±0.02

DiffPool — 0.91±0.03 0.89±0.03 0.92±0.03 0.88±0.03 0.94±0.03

Brazilian Bank

Centralized Model 0.94±0.02 0.91±0.02 0.93±0.03 0.92±0.02 0.92±0.02

Max-pool
KMeans 0.83±0.05 0.82±0.05 0.81±0.06 0.81±0.05 0.85±0.05

Agglomerative Clustering 0.84±0.05 0.83±0.05 0.82±0.06 0.82±0.05 0.86±0.05

Spectral Clustering 0.83±0.06 0.80±0.06 0.79±0.06 0.80±0.06 0.84±0.06

Avg-pool
KMeans 0.81±0.06 0.79±0.06 0.78±0.07 0.78±0.06 0.82±0.06

Agglomerative Clustering 0.82±0.06 0.80±0.06 0.79±0.07 0.79±0.06 0.83±0.06

Spectral Clustering 0.81±0.07 0.78±0.07 0.77±0.07 0.78±0.07 0.82±0.07

TopKPooling — 0.84±0.04 0.81±0.04 0.80±0.05 0.80±0.04 0.85±0.04

SAGPooling — 0.88±0.03 0.86±0.03 0.85±0.04 0.85±0.03 0.89±0.03

ASAPooling — 0.89±0.03 0.87±0.03 0.86±0.04 0.86±0.03 0.90±0.03

DiffPool — 0.86±0.04 0.84±0.04 0.87±0.04 0.87±0.04 0.87±0.04

Table 1: Performance of Different Graph Pooling Methods for Federated
Anomaly Detection (Including Centralized Model).

5.2 Anomaly Detection Results

In this subsection, the reported performance of various graph pooling methods
is under a high privacy budget ϵ = 10. The results in Table 1 demonstrate that
GNN-based pooling methods, such as ASAPooling and DiffPool, consistently
outperformed traditional techniques. ASAPooling, in particular, achieved im-
pressive metrics, with a ROC-AUC of 0.96± 0.02, accuracy of 0.94± 0.02, and
F1 score of 0.91± 0.02 across all test sets. This highlights the ASAPooling’s ca-
pability to maintain data privacy while preserving critical subgraph structures,
essential in federated settings. DiffPool also performed strongly, especially in re-
call, with an average score of 0.92± 0.03, indicating effectiveness in detecting a
wide range of anomalous behaviors generated by the negative sampling strategy
3.3, particularly those influenced by temporal patterns in transactional data.

The success of GNN-based methods can be largely attributed to their use of
message passing and graph convolution for feature extraction, which is crucial
for the performance of anomaly detection models.

Clustering-based methods and traditional graph pooling techniques, such as
Max-pool and Avg-pool, showed limited performance gains, even with an in-
creased privacy budget. The minimal improvements suggest inherent limitations
in these methods ability to generalize across diverse and distributed datasets,
particularly since clustering algorithms were not federated and operated inde-
pendently and both the Max and Avg pooling are static graph pooling layers.



Max-pool achieved an average F1 score of 0.85, while Avg-pool reached only
0.80, indicating that both approaches struggle with the complexity of federated
graph data. These findings point to the need for more advanced models, like
federated clustering algorithms, which could better manage privacy constraints
and improve feature extraction at the FCNN level.

5.3 Application to Fraud Detection

Dataset Client Local
F1

Local+AS
∆%in F1

FL
∆%in F1

FL+AS
∆%in F1

Diff
(∆%)

Synthetic Data

1 0.81 +2.0% +3.6% +5.1% +1.5%
2 0.83 +2.3% +3.0% +4.6% +1.6%
3 0.82 +2.1% +3.3% +5.5% +2.2%
4 0.80 +2.5% +3.9% +6.1% +2.2%
5 0.82 +2.4% +3.8% +5.6% +1.8%

Brazilian Bank

1 0.73 +1.9% +5.0% +7.8% +2.8%
2 0.71 +2.1% +5.5% +7.4% +1.9%
3 0.74 +1.6% +6.3% +7.0% +0.7%
4 0.70 +2.0% +5.7% +7.2% +1.5%
5 0.72 +1.8% +6.1% +7.5% +1.4%

Table 2: Impact of Federated Anomaly Score (AS) Integration on Federated
Fraud Detection Performance, Measured by F1 Score Improvements.

We evaluated the integration of the Federated Anomaly Score (AS) derived
from our proposed anomaly detection framework, which is backed by DiffPoo
GNN-based methods, into a federated fraud detection model. The results, as
shown in Table 2, demonstrate a significant improvement in the F1 scores when
AS is used as an input feature. For the synthetic dataset, incorporating AS
led to an increase in F1 score of 1. 5% to 2. 2% between all clients, while the
Brazilian Bank dataset showed gains ranging from 0.7% to 2.8%. These en-
hancements underscore the effectiveness of the AS, particularly due to its ability
to capture diverse transactional anomalous patterns through DiffPool. Overall,
the integration of the anomaly score within the federated learning framework
significantly boosts fraud detection accuracy while preserving privacy. The con-
sistent performance improvements across different datasets and clients highlight
the robustness and applicability of the proposed method in real-world financial
environments, where maintaining data privacy is crucial.

6 Conclusion

In this paper, we have introduced a comprehensive framework for privacy-preserving
behavioral anomaly detection, specifically for credit card transactions. By apply-
ing a novel negative sampling approach to dynamic graphs, our federated learn-
ing (FL) model effectively captures the evolving nature of financial transactions
without compromising cardholder sensitive data. The integration of advanced
privacy-preserving feature engineering and domain-specific negative sampling
has resulted in a significant improvement in fraud detection accuracy, exceed-
ing traditional methods by over 1.76% in F1 score while maintaining individual



privacy. Future work will explore the scalability of the proposed method by test-
ing the time complexity and communication overhead in FL when scaling the
number of clients by involving several financial institutions. Additionally, fur-
ther optimizations for real-time processing and hardware acceleration will be
considered to improve its application in large-scale financial systems.
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