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Abstract. The celebrated Evans–Searles, respectively Gallavotti–Cohen, fluctuation theorem concerns certain

universal statistical features of the entropy production rate of a classical system in a transient, respectively

steady, state. In this paper, we consider and compare several possible extensions of these fluctuation theorems

to quantum systems. In addition to the direct two-time measurement approach whose discussion is based on

[LMP 114:32 (2024)], we discuss a variant where measurements are performed indirectly on an auxiliary system

called ancilla, and which allows to retrieve non-trivial statistical information using ancilla state tomography.

We also show that modular theory provides a way to extend the classical notion of phase space contraction

rate to the quantum domain, which leads to a third extension of the fluctuation theorems. We further discuss

the quantum version of the principle of regular entropic fluctuations, introduced in the classical context in

[Nonlinearity 24, 699 (2011)]. Finally, we relate the statistical properties of these various notions of entropy

production to spectral resonances of quantum transfer operators. The obtained results shed a new light on the

nature of entropic fluctuations in quantum statistical mechanics.
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1 Introduction

This paper is a sequel to [JPRB11], which was centered on two celebrated results of classical non-
equilibrium statistical mechanics: the Evans–Searles and Gallavotti–Cohen Fluctuation Theorems
[ES94, GC95a, GC95b]. The main contribution of [JPRB11] was to realize that these two physically
and mathematically distinct results were intimately related by a so-called Principle of Regular En-
tropic Fluctuations (abbreviated PREF in the following). The main subject of the present work is the
extension of these two fluctuation theorems to the quantum domain, and a discussion of the PREF in
this context.

From the perspective of classical statistical mechanics, both fluctuation theorems involve a Large
Deviation Principle (LDP) for the time-averaged entropy production observable (i.e., the phase space
contraction rate) in the large time limit. In the Evans–Searles case, the statistics is induced by a ref-
erence, initial, state of the system1 that evolves towards a non-equilibrium steady state (NESS) in the
large time limit. The Evans–Searles fluctuation theorem deals with a transient process, and for this
reason is often called Transient Fluctuation Theorem. In the Gallavotti–Cohen case, the statistics is
directly induced by the NESS, and thus pertains to a stationary process. Except in thermodynamically
trivial situations, the reference state and the NESS are mutually singular measures, and hence both
physically and mathematically the two fluctuation theorems are very different statements.

The starting point of the PREF is that, in spite of this difference, in all known non-trivial examples
where both theorems hold the respective LDP rate functions are identical, and that this identity is
equivalent to an exchange of limits in the derivation of the LDP. The justification of this exchange of
limits is typically a deep dynamical problem whose validity was raised in [JPRB11] to a principle: the
PREF.

The classical fluctuation theorems come with equally celebrated Fluctuation Relations. If the system
is Time-Reversal Invariant (abbreviated TRI), the Evans–Searles fluctuation relation asserts that the
rate function I governing the large deviations of entropy production in the reference state satisfies

I(−s) = I(s)+ s (1.1)

on its domain. In the non-equilibrium steady state, according to the Gallavotti–Cohen fluctuation
relation, these large deviations are described by a rate function I+ satisfying the same relation

I+(−s) = I+(s)+ s (1.2)

1A state of a classical system is a Borel probability measure on its phase space.
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on its domain. The general mechanism behind (1.1) is simple and this relation is an immediate conse-
quence of the LDP and time-reversal invariance; see [CJPS17, Proposition 1.4], Proposition 2.6 below,
and the comment after Theorem 2.14. In contrast, the only known general mechanism behind (1.2)
is the PREF that gives the equality I= I+, and so (1.2) is forced by (1.1). For further discussion of these
points we refer the reader to [JPRB11].

Quantum fluctuation relations first appeared in the works [Kur00, Tas00, TM03]. The LDP aspect was
not discussed in these works, and fluctuation relations were considered only for finite times (see The-
orem 2.3(4) below). In [Kur00, Tas00], they were formulated in the context of finite quantum systems2

and the main object of interest was the distribution of a random variable expressing the change of
entropy (or entropy production) in a two-time measurement protocol. We will refer to this random
variable as the Two-Times Measurement Entropy Production (abbreviated 2TMEP). In [TM03], the
proposed fluctuation relation was formulated in the general algebraic framework of quantum dy-
namical systems, and was phrased in terms of the spectral measure of a suitable relative modular
operator that provided a non-commutative extension of the classical phase contraction along the
state trajectory. It turned out that these two proposals are identical and that they provide a natural
basis for a quantum Evans–Searles fluctuation theorem and relation; see [JOPP10] for a pedagogical
introduction to this topic and [DR09] for an early work on the subject. The quantum Evans–Searles
fluctuation theorem and relation will be also briefly reviewed in Section 2.5 below.

For a long time, a starting point for a quantum Gallavotti–Cohen fluctuation theorem and quantum
PREF in the same algebraic setting of quantum dynamical systems was missing. The two main obsta-
cles were:

(a) The limiting procedure that would allow to define the 2TMEP with respect to NESS was unknown.

(b) Any potential resolution of (a) faces, in a more severe way, a problem already present in the Evans–
Searles case: the 2TMEP of large quantum systems is not, even in principle, directly experimen-
tally accessible.

The point (a) was recently resolved in [BBJ+23, BBJ+24b], and we will quickly review the respective
results in Section 2.3. A perhaps surprising consequence of the results of [BBJ+23] is that the emerging
quantum Gallavotti–Cohen fluctuation theorem will come with a degree of rigidity that makes it an
immediate consequence of the quantum Evans–Searles fluctuation theorem. The same applies to the
equality of the respective rate functions. This purely quantum phenomenon, due to the dominating
decoherence effect of the first measurement, essentially trivializes the resulting quantum PREF.

In this paper the point (b) is resolved by the introduction of the Entropic Ancilla State Tomography
(abbreviated EAST) which is, in principle, experimentally accessible. This resolves the observability
problem of the 2TMEP with respect to any state, including the NESS, and at the same time allows
for the introduction of a non-trivial quantum PREF that parallels the classical one in its nature. This
comes at the cost of a definition that does not ensure an interpretation in terms of an entropy pro-
duction random variable.

2By finite quantum system we mean a system whose observables are linear operators acting on a finite-dimensional
Hilbert space.
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The introduction of EAST and of the resulting new quantum PREF (which we will call strong) is the
first main set of results of this paper. The second one is a characterization of this strong quantum
PREF in terms of spectral resonances of a quantum transfer operator which we develop axiomatically.
In the follow-up work [BBJ+24a], building on the techniques introduced in [JP96a, JP96b, JP02b], we
illustrate this spectral theory of the strong PREF on the example of the Spin–Fermion model which is
one of the paradigmatic models of open quantum systems (see the seminal works [Dav74, SL78]).

We finish this introduction with two general remarks.

• The presentation we have chosen does not follow the most general possible route, and we have
attempted to strike a balance between emphasizing the mathematical structure and focusing
on physically relevant settings like open quantum systems. The results formulated and proven
in the specific setting of open quantum systems can be easily generalized. We leave these gen-
eralizations to the interested readers.

• The main technical tool of this work is Araki’s relative modular operator theory [Ara76, Ara77,
AM82], which is perfectly suited for non-commutative/quantum extensions of entropic notions
in classical dynamical systems and probability theory. This theory is discussed and reviewed in
many places in the literature3, and for definiteness we adopt, as we did in [BBJ+23], the notation
and conventions of [JOPS12, Section 6].

The paper is organized as follows. In Sections 2.1–2.2, we briefly review the notation and definitions
of [BBJ+23] which will be reused in the sequel. For reason of space we can not enter into too many
details, and we strongly encourage the reader to consult this reference. In Section 2.3 we introduce the
two-time measurement entropy production and review the main result of [BBJ+23]. In Section 2.4 we
introduce the entropic ancilla state tomography. The quantum Evans–Searles and Gallavotti–Cohen
fluctuation theorems are discussed in Section 2.5, where we also introduce the quantum (weak and
strong) principle of regular entropic fluctuations. The classical theory of entropic fluctuations based
on the entropy production observable/phase space contraction rate is reviewed in Section 2.6. The
quantum entropy production observable/phase space contraction rate is discussed in Section 2.7.
The classical and quantum case are compared in Section 2.8. The quantum transfer operators are
introduced in Section 3. The associated spectral resonance theory of the strong quantum PREF is
described in Section 4. The proofs are given in Section 5.

Acknowledgments The work of CAP and VJ was partly funded by the CY Initiative grant Investisse-
ments d’Avenir, grant number ANR-16-IDEX-0008. The work of TB was funded by the ANR project ES-
Quisses, grant number ANR-20-CE47-0014-01, and by the ANR project Quantum Trajectories, grant
number ANR-20-CE40-0024-01. VJ acknowledges the support of NSERC. A part of this work was done
during long term visits of LB and AP to McGill and CRM-CNRS International Research Laboratory IRL
3457 at University of Montreal. The LB visit was funded by the CNRS and AP visits by the CRM Simons
and FRQNT-CRM-CNRS programs.

3See [JOPP10] for a pedagogical introduction to this topic.
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2 Quantum dynamical systems

2.1 C∗-dynamical systems and their modular structure

In this and the following section we briefly review the mathematical description of quantum dynami-
cal systems that will be used in the present work, and describe the structure of thermally driven open
quantum systems which will serve as our paradigmatic examples. We follow the conventions and
notations of [BBJ+23] and refer the reader to this paper for further details and references.

A C∗-quantum dynamical system is a triple (O ,τ,ω) where:

• O is a C∗-algebra with a unit 1. Its elements A ∈O describe the observables of the system.

• R ∋ t 7→ τt is a C∗-dynamics, i.e., a strongly continuous group of ∗-automorphisms of O . It
describes the Heisenberg time-evolution At = τt (A) of the system observables. The infinites-
imal generator of a C∗-dynamics τ is a possibly unbounded ∗-derivation δ of O . We use the
convention τt = etδ.

• ω is a state on O , i.e., an element of the closed convex subset SO of the dual space O∗ consisting
of linear functionals ω ∈ O∗ such that ω(A∗A) ≥ 0 for all A ∈ O , and ω(1) = 1. We shall always
equip SO with the weak∗-topology. The number ω(A) is the quantum expectation value of
the observable A ∈ O , when the system is in the state ω. A state ω ∈ SO is faithful whenever
ω(A∗A) = 0 implies A = 0. States evolve according to the Schrödinger pictureωt =ω◦τt , so that
ωt (A) =ω(At ). ω is called τ-invariant whenever ωt =ω for all t ∈R.

• Thermal equilibrium of the system at inverse temperature β ∈ R∗ is described by a state ω sat-
isfying the (τ,β)-KMS boundary condition: for any A,B ∈ O the function FA,B (t ) = ω(Aτt (B))
has an analytic extension to the complex strip {z | 0 < sign(β) Im z < |β|}, which is bounded and
continuous on its closure, and satisfies

FA,B (t + iβ) =ω(τt (B)A)

for all t ∈R. Such states are said to be (τ,β)-KMS, and are τ-invariant.

Given such a C∗-quantum dynamical system, the GNS representation produces a triple (H ,π,Ω)
where H is a Hilbert space, π : O → B(H ) a ∗-morphism from O to the bounded linear operators
on H , and Ω ∈ H a unit vector such that ω(A) = 〈Ω,π(A)Ω〉 for all A ∈ O . Moreover, Ω is cyclic for
π(O ), i.e., π(O )Ω is a dense subspace of H . The weak closure of the set π(O ) ⊂B(H ) coincides with
its bicommutant4 M = π(O )′′, and is the enveloping von Neumann algebra of O induced by ω. The
state ω clearly extends to a state on M which we denote by the same symbol. A density matrix ρ on
H defines a state on M by the familiar quantum mechanical rule M ∋ A 7→ tr(ρA). Such states on M
are called normal, and their restriction to π(O ) induce states on O which are called ω-normal. The
folium of ω is the set N of all ω-normal states on O .

4We use the standard notation A ′ = {B ∈B(H ) | [A,B ] = 0 for all A ∈A } for the commutant of a subset A ⊂B(H ).
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We will always assume that the reference state ω is modular , namely that there exists a C∗-dynamics
ςω on O such that ω is a (ςω,−1)-KMS state. If ω is modular, we will say that (O ,τ,ω) is a modular
C∗-quantum dynamical system. The C∗-dynamics ςω is the modular group ofω, and is unique when
it exists. The extension to M of a modular state is faithful, i.e., the map M ∋ A 7→ AΩ is injective.
It follows from the Tomita–Takesaki theory, see e.g. [DJP03, JOPS12] and references therein, that the
GNS Hilbert space H comes with a modular structure:

• A positive operator∆ω, called the modular operator ofω, which implements the modular group
on π(O ),

π(ςθω(A)) =∆iθ
ωπ(A)∆−iθ

ω ,

and thus allows us to extend this group to a W ∗-dynamics on M, which we denote by the same
symbol.

• The modular conjugation J , an anti-unitary involution satisfying

M′ = JMJ .

• The natural cone, a self-dual cone H+ ⊂H such that ∆iθ
ωH+ =H+ for all θ ∈R and JΨ=Ψ for

allΨ ∈H+. Every state µ ∈N has a unique vector representativeΩµ ∈H+ satisfying

µ(A) = 〈Ωµ,π(A)Ωµ〉
for all A ∈O . Moreover,Ωµ is cyclic for π(O ) iff µ extends to a faithful state on M, in which case
(H ,π,Ωµ) is a GNS representation induced by µ.

A W ∗-dynamics on the enveloping algebra M is a group R ∋ t 7→ ςt of ∗-automorphisms of M such
that the function R ∋ t 7→µ◦ςt (A) is continuous for all µ ∈N and A ∈M. Given such a W ∗-dynamics
ς, there exists a unique self-adjoint operator L on the GNS space H satisfying

e−itL H+ =H+, ςt (A) = eitL Ae−itL ,

for all t ∈ R and A ∈ M. In particular, e−itLΩµ is the vector representative of µ ◦ ςt in the natural
cone. The operator L is often called the standard Liouvillean. Note that Lω = log∆ω is the standard
Liouvillean of the modular group ςω.

The basic modular structure induced by the modular state ω is complemented with:

• To any pair (µ,ν) of elements of N is associated another positive operator ∆µ|ν called relative
modular operator. We will consider it only in the case where both µ and ν are faithful on M.
Then MΩν is a core for ∆1/2

µ|ν and one has

J∆1/2
µ|νAΩν = A∗Ωµ

for all A ∈M. One checks, see e.g. [JOPP10], that

e−itL∆µ|νeitL =∆µ◦τt |ν◦τt (2.1)

where L is the standard Liouvillean of the W ∗-dynamics τ. We note also that ∆µ|µ = ∆µ, the
modular operator of µ, and that for θ ∈R and A ∈M one has ∆iθ

µ|νA∆−iθ
µ|ν =∆iθ

µ A∆−iθ
µ = ςθµ(A).
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• The Araki–Connes cocycle of the pair (µ,ν) is the strongly continuous one parameter family of
unitaries in M given by5

[Dµ : Dν]α =∆αµ|ν∆−α
ν , (α ∈ iR). (2.2)

This family satisfies the multiplicative cocycle relation [AM82, Appendix C]

[Dµ : Dν]α+β = [Dµ : Dν]ας
−iα
ν ([Dµ : Dν]β), (2.3)

and the chain rule

[Dµ : Dν]α[Dν : Dω]α = [Dµ : Dω]α (2.4)

for α,β ∈ iR and µ,ν,ω ∈N . It also intertwines the modular groups of µ and ν,

ςθµ(A)[Dµ : Dν]iθ = [Dµ : Dν]iθς
θ
ν(A).

• Whenever µ and ν are faithful on M, their relative entropy is defined by

Ent(ν|µ) = 〈Ων, log∆µ|νΩν〉. (2.5)

It satisfies Ent(ν|µ) ≤ 0 with equality if and only if µ= ν.

In the algebraic framework, a time-reversal of (O ,τ) is an anti-linear involutive ∗-automorphismΘ of
O such thatΘ◦τt = τ−t ◦Θ for all t ∈R. The quantum dynamical system (O ,τ,ω) is called time-reversal
invariant (TRI for short) whenever such aΘ exists and satisfies ω◦Θ(A) =ω(A∗) for all A ∈O .

Without further mention, all the C∗-quantum dynamical systems (O ,τ,ω) considered in this paper
are assumed to satisfy the two basic regularity assumptions of [BBJ+23]:

(Reg1) The family {π◦τt | t ∈R} extends to a W ∗-dynamics on M which we again denote
by τ. We will denote by L its standard Liouvillean.

Note that, under this assumption, ωt ∈N for any t ∈R.

(Reg2) For all t ∈R and α ∈ iR,

[Dωt : Dω]α ∈π(O ).

Whenever the meaning is clear within the context we denote π−1([Dωt : Dω]α) ∈O by [Dωt : Dω]α.

5Here, we depart from the traditional convention, denoting by [Dµ : Dν]it what is usually written [Dµ : Dν]t .
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2.2 Open quantum systems

An open quantum system is a small system S, described by a finite-dimensional Hilbert space HS,
coupled to M thermal reservoirs R1, . . . ,RM . In the algebraic framework, observables of the small
system are elements of the finite-dimensional C∗-algebra OS =B(HS). The dynamics τS is generated
by a self-adjoint Hamiltonian HS ∈OS,

τt
S(A) = eit HS Ae−it HS . (2.6)

Each reservoir R j is described by a C∗-quantum dynamical system (O j ,τ j ,ω j ), where ω j is a (τ j ,β j )-
KMS state for some β j > 0. We denote by δ j the generator of τ j . The joint system S+R1 +·· ·+RM is
described by the C∗-algebra

O =OS⊗OR =OS⊗
(

M⊗
j=1

O j

)
.

The reference state of the joint system is the product state

ω=ωS⊗ωR =ωS⊗
(

M⊗
j=1

ω j

)
, (2.7)

where ωS is an arbitrary τS-invariant faithful state on OS. The state ω is modular and its modular
group ςω is generated by the ∗-derivation6

δω = δωS +δωR = i[logωS, · ]−
M∑

j=1
β jδ j .

The decoupled or free joint dynamics

τt
fr = τt

S⊗τt
R = τt

S⊗
(

M⊗
j=1

τt
j

)
is generated by

δfr = i[HS, · ]+
M∑

j=1
δ j ,

and commutes with the modular group. Note that since ςθω j
= τ−β jθ

j , τ j satisfies Assumption (Reg1),

and that its standard Liouvillean is L j =−β−1
j log∆ω j . One easily infers that τfr also satisfies Assump-

tion (Reg1), with the standard Liouvillean

Lfr =
M∑

j=1
L j +HS− J HS J .

The coupling between the small system and the reservoirs is described by a self-adjoint element V ∈O

of the form

V =
M∑

j=1
V j , V j =V ∗

j ∈OS⊗O j .

6Whenever the meaning is clear within the context we write A for A⊗1 and 1⊗ A, δ for δ⊗ Id and Id⊗δ, etc.
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The coupled joint system S+R1 + ·· · +RM is thus described by the C∗-quantum dynamical system
(O ,τ,ω), where τt = etδ with

δ= δfr + i[V , · ].

Invoking time-dependent perturbation theory, the dynamics τ satisfies Assumption (Reg1). Its stan-
dard Liouvillean is, see e.g. [DJ03] and references therein,

L =Lfr +V − JV J . (2.8)

We note that the self-adjoint operator Lfr +V also implements the coupled dynamics τ on M. How-
ever, it fails to preserve the natural cone and is sometimes called semi-standard Liouvillean associ-
ated to the local perturbation V .

By [BBJ+24b, Lemma 2.4], Assumption (Reg2) is also satisfied if V ∈ Dom(δω) which is equivalent to
V j ∈ Dom(δ j ) for all j ∈ {1, . . . , M }.

We conclude this section by recalling the definition of Nonequilibrium Steady State (NESS). This con-
cept was originally introduced in [Rue00], and was studied in a number of follow-up works; an in-
complete list of references is [HA00, Pil01, JP02a, JP02b, Rue02, AP03, FMU03, MO03, TM03, Oga04,
TM05, AJPP06, JOP06b, JOP06a, JOP06c, JKP06, Tas06, AJPP07, JOP07, JP07, MMS07a, MMS07b, AS07,
JOPP10, JLP13]. The NESSs of the dynamical system (O ,τ,ω) are defined as the weak∗-limit points of
the net {

1

T

∫ T

0
ωt dt

∣∣∣T > 0

}
(2.9)

as T →∞. The set of NESSs is always non-empty and any NESS is τ-invariant.

2.3 Two-time measurement entropy production

Consider a finite quantum system with Hamiltonian H . Let ω and ν be two faithful states of this sys-
tem. To the first one we associate the entropy observable S = − logω. The second state ν describes
the state of the system at the instant ti of a first measurement of S. After this first measurement,
whose outcome we denote by si ∈ sp(S), the system evolves according to (2.6). At a later time t f a
second measurement of S is performed with outcome s f . The increment s = s f − si is interpreted as
the entropy produced in system in the time period t = t f − ti . As argued in [BBJ+23], the character-
istic function of the law Qν,t of the random variable s relates to the modular structure of the system
according to ∫

R
e−αsdQν,t (s) = lim

R→∞
1

R

∫ R

0
ν◦ςθω ([Dω−t : Dω]α)dθ, (α ∈ iR).

The interpretation of s as an entropy can be motivated by considering the case of an open system
with finite reservoirs, where the state ω is given by (2.7) with

ωS =
1

tr(1)
, ω j = e−β j H j

tr(e−β j H j )
,

and where H j denotes the Hamiltonian of the j th reservoir. Then S =∑
j β j H j and hence

s =
M∑

j=1
β j∆E j ,

10
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where ∆E j is the measured change in energy of the j th reservoir. Thus, s can be interpreted as the
entropy dumped in the reservoirs during the two-time measurement process.

In the following, we consider the general setting of a C∗-quantum dynamical system (O ,τ,ω) with
modular reference state ω and satisfying the two basic regularity assumptions (Reg1), (Reg2).

By [BBJ+23, Theorem 1.3], for all ν ∈N , t ∈R and α ∈ iR, the limit

F2tm
ν,t (α) := lim

R→∞
1

R

∫ R

0
ν◦ςθω ([Dω−t : Dω]α)dθ (2.10)

exists, and there is unique Borel probability measure Q2tm
ν,t on R such that

F2tm
ν,t (α) =

∫
R

e−αsdQ2tm
ν,t (s).

Moreover, one also has that

F2tm
ν,t (α) = lim

R→∞
1

R

∫ R

0
ν◦ςθω

(
[Dω−t : Dω]∗α

2

[Dω−t : Dω] α
2

)
dθ. (2.11)

The measure Q2tm
ν,t gives the statistics of an idealized two-time measurement of the entropy produc-

tion over a time period of length t in the system (O ,τ,ω), the latter being in the state ν at the instant
of the first measurement. The thermodynamic limit justification of this idealization was carried out
in [BBJ+24b].

As we have already mentioned, in the special case ν = ω, the family (Q2tm
ω,t )t∈R associated to finite

quantum systems was introduced in [Kur00, Tas00] and was studied in detail in [JOPP10]. In the more
general setting of algebraic quantum dynamical systems, it first appeared in [TM03]. To the best of
our knowledge, the case of general ν ∈ N was considered for the first time in [BBJ+23], where the
following rigidity result was established [BBJ+23, Theorems 1.5 and 1.6].

Theorem 2.1 (1) Suppose that the C∗-quantum dynamical system (O ,ςω,ω) is ergodic. Then for any
ν ∈N and t > 0,

Q2tm
ν,t =Q2tm

ω,t . (2.12)

(2) Suppose that the open quantum system (O ,τ,ω) is such that each reservoir subsystem (O j ,τ j ,ω j ) is
ergodic. Let ν ∈N , and denote by νS its restriction to OS. Then, for all α ∈ iR,

F2tm
ν,t (α) = νS⊗ωR ([Dω−t : Dω]α) = 〈ΩνS⊗ωR ,∆αω−t |ωΩνS⊗ωR〉, (2.13)

and in particular, Q2tm
ν,t is the spectral measure of − log∆ω−t |ω for the vectorΩνS⊗ωR . Moreover, if νS

is faithful, then, for any t ∈R,7

dim(HS)minsp(νS) ≤ dQ2tm
ν,t

dQ2tm
ω,t

≤ dim(HS). (2.14)

7sp(A) denotes the spectrum of a linear operator A.

11
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Remark 1. In the open quantum system case (2), the presence of the small system prevents the valid-
ity of (2.12). However, Inequalities (2.14) force the same LDP for all ν ∈N (see Remark after Proposi-
tion 2.6). Intuitively, (2.14) expresses the fact that, in the large-time limit, the dynamics of the system
is completely dominated by the reservoirs.

Remark 2. Recall that, by (Reg1),ωT ∈N for all T ∈R, so that the previous theorem applies to ν=ωT .
Q2tm
ωT ,t can also be interpreted as corresponding to a measurement protocol where the system, initially

in state ω, is measured first at time T and then at time T + t . In this case, the equality Q2tm
ωT ,t = Q2tm

ω,t
and the Inequalities (2.14) can be interpreted as the memory erasing effect due to the decoherence
induced by the first measurement on the reservoirs.

Denote by P (R) the set of all Borel probability measures on R equipped with the weak topology.
By [Tak55, Lemma 2.1] and [Fel60, Theorem 1.1], the folium N is dense in SO . Hence, under the
assumptions of Theorem 2.1, Part (1) or (2), the map

N ∋ ν 7→Q2tm
ν,t ∈P (R)

uniquely extends to a continuous map

SO ∋ ν 7→Q2tm
ν,t ∈P (R).

If Part (1) holds then obviously Q2tm
ν,t =Q2tm

ω,t for all ν ∈SO . In the case of open quantum systems Q2tm
ν,t

is again the spectral measure of − log∆ω−t |ω for the vectorΩνS⊗ωR , and the estimates (2.14) hold if νS
is faithful. This defines the 2TMEP of (O ,τ,ω) with respect to any initial state ν ∈SO , and applies, in
particular, to a NESS ω+ as defined in (2.9). Under additional hypothesis, Q2tm

ω+,t can be obtained as
the weak limit of Q2tm

ωT ,t as T →∞, see Assumption (NESS) below.

Thus, this resolves the obstacle (a) mentioned in the introduction. However, this achievement has
been obtained in the context of idealized measurements. Indeed, the ergodicity assumptions of The-
orem 2.1 require the system under consideration, or the reservoirs in the case of an open system,
to be infinitely extended. This means in particular that the energies supposed to be measured are
infinite8. In the spirit of statistical mechanics, such idealized measurements can be understood as
approximating those made on a large but finite system. We refer the reader to [BBJ+23] for further
discussion and to [BBJ+24b] for a mathematical justification of this thermodynamic limit.

2.4 Entropic ancilla state tomography

To provide another interpretation of the probability measure Q2tm
ω,t , and overcome obstacle (b), we

shall couple the system (O ,τ,ω) to an auxiliary finite quantum system, called the ancilla, and replace
the two idealized measurements of the entropic observable S with a specific sequence of projective
measurements performed on the ancilla, a procedure often called tomography of the ancilla state.
We shall see that, under appropriate choice of the coupling to a single qubit, one can relate the state
of this ancillary qubit to the functional

Fancilla
ν,t (α) := ν

(
[Dω−t : Dω]∗α

2

[Dω−t : Dω] α
2

)
, (2.15)

8On a more technical level, the quantity S is no more an observable.

12
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where ν is an arbitrary initial state of the system.9 It follows from (2.11) that F2tm
ω,t =Fancilla

ω,t , but for an

arbitrary initial state ν the functionals F2tm
ν,t and Fancilla

ν,t will be generally distinct. However, when ν is

chosen to be the NESS, the asymptotic relation between F2tm
ν,t and Fancilla

ν,t , in the limit t →∞, is part of
the PREF, see Definition 2.10. From the physics perspective the main point is that the ancilla’s state,
and hence the functional Fancilla

ν,t , are experimentally accessible through state tomography. We refer
the interested reader to [DCH+13, CBK+13, JCM+16, RCP14a, CRP15, GPM14, MDCP13] for related
theoretical studies in the physics literature and to [AZU+14, BSM+14, BSS+15, PBH+19] for experi-
mental implementations.

To elucidate the definition of Fancilla
ν,t , let us consider a finite quantum dynamical system (O ,τ,ω)

where:

• O = L(K ) for a finite-dimensional Hilbert space K .

• τ is the C∗-dynamics generated by the self-adjoint Hamiltonian H ∈O .

• ω is a faithful density matrix on O .

In this case it follows that
[Dω−t : Dω] α

2
=ωα/2

−t ω
−α/2,

and Definition (2.15) becomes

Fancilla
ν,t (α) = tr(νω−α/2ωα−tω

−α/2).

The ancilla’s Hilbert space is C2 and its initial state is a density matrix

ρ =
[
ρ++ ρ+−
ρ−+ ρ−−

]
,

which is assumed not to commute with the Pauli matrix σz . The Hilbert space of the coupled system
is K̂ =K ⊗C2 and its initial state is ν̂= ν⊗ρ, where ν is a density matrix on K . The coupling between
the system and the ancilla is given by the Hamiltonian

Ĥα = e
α
2 logω⊗σz (H ⊗1)e−

α
2 logω⊗σz ,

parametrized by α ∈ iR. A simple calculation gives that the ancilla’s state at time t is given by

ρt = trK (e−it Ĥα ν̂eit Ĥα) =
[

ρ++ Fancilla
ν,t (α)ρ+−

Fancilla
ν,t (α)ρ−+ ρ−−

]
. (2.16)

Note that in the special case H = Hfr +V with [ω, Hfr] = 010, one has Ĥα = H ⊗1+Ŵα where

Ŵα = 1
2Wα⊗ (1+σz )+ 1

2W−α⊗ (1−σz ), (2.17)

9Note that, for ν ̸=ω, Fancilla
ν,t is not necessarily the Fourier transform of a Borel probability measure.

10This will be the case in finite open quantum systems.
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with
Wα = ς−iα/2

ω (V )−V. (2.18)

To describe the general case, we denote by Mat2(C) the algebra of complex 2×2 matrices and consider
an open quantum system (O ,τ,ω) with coupling V . The algebra of observables of this system coupled
to a qubit is Ô := O ⊗Mat2(C) which we will often identify with the algebra Mat2(O ) of 2×2 matrices
with entries in O , see [BR87, Section 2.7.2]. The decoupled dynamics on Ô is given by τ̂t = τt ⊗ Id
while Wα and Ŵα are defined by (2.17) and (2.18) (note that they are self-adjoint). Let

τ̂t
α = et δ̂α , δ̂α = δ⊗ Id+ i[Ŵα, · ]

be the perturbation of τ̂ by Ŵα and let ρ be as above. For ν ∈ SO we set ν̂ = ν⊗ρ, ν̂t = ν̂ ◦ τ̂t , and
ρt = ν̂t |Mat2(C). We then have:

Proposition 2.2 Suppose that V ∈ Dom(δω). Then, for all α ∈ iR and ν ∈SO , the ancilla’s state at time
t ∈R is given by the right-hand side of (2.16).

The proof is given in Section 5.1.

Beyond open quantum systems, the definition (2.15) remains useful in the study of the general math-
ematical structure of non-equilibrium quantum statistical mechanics, and we will make use of it in
that context.

The identity F2tm
ω,t = Fancilla

ω,t is of considerable theoretical and practical importance. The two-time
measurement entropy production protocol is always introduced in the context of finite quantum
systems (or, slightly more generally, confined quantum system with possibly infinite discrete energy
spectra). This identity is also of experimental relevance. Indeed, the ancilla technique has been used
to access the two time measurement distribution of work [RCP14b, CMM+17, DCSCR18].

Thanks to its connection with modular theory, the two-time measurement statistics has a thermo-
dynamic limit [BBJ+24b] which, by the identity F2tm

ω,t = Fancilla
ω,t , is experimentally accessible through

ancilla state tomography. This relation makes it possible to interpret the results of entropic ancilla
state tomography in terms of energy transfers in open quantum systems with large reservoirs.

2.5 The quantum principles of regular entropic fluctuations

We recall the basic properties of Q2tm
ω,t ; see [TM03, Theorem 7] and [BBJ+23, Theorem 1.4].

Proposition 2.3 (1)
∫
R s dQ2tm

ω,t (s) =−Ent(ωt |ω). In particular,∫
R

s dQ2tm
ω,t (s) ≥ 0,

with equality iff ω=ωt .

(2) The map iR ∋ α 7→ F2tm
ω,t (α) has an analytic extension to the vertical strip 0 < Reα < 1 which is

bounded and continuous on its closure.

In the remaining statements we assume that (O ,τ,ω) is time-reversal invariant.
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(3) For any α satisfying 0 ≤ Re α≤ 1,

F2tm
ω,t (α) =F2tm

ω,t (1−α).

(4) Let r :R→R be the reflection at 0, r(s) =−s, and Q
2tm
ω,t =Q2tm

ω,t ◦r. Then the measures Q2tm
ω,t and Q

2tm
ω,t

are mutually absolutely continuous and

dQ
2tm
ω,t

dQ2tm
ω,t

(s) = e−s . (2.19)

We consider the family (P 2tm
ω,t )t>0 ⊂P (R) defined by

P 2tm
ω,t (B) =Q2tm

ω,t (tB),

for all Borel sets B ⊂ R and t > 0. It describes the statistics of the two-time measurement entropy
production per unit time of (O ,τ,ω) with respect to ω over the time interval [0, t ]. The relation (2.19)
has an important consequence for the Large Deviation Principle (LDP) satisfied by (P 2tm

ω,t )t>0. Before
describing it, we give a short general overview of LDP that is suited for our purposes.

Definition 2.4 The family (Pt )t>0 ⊂ P (R) satisfies a full LDP if there exists a lower-semicontinuous
function I :R→ [0,∞], called the rate function, such that for any Borel set B ⊂R,

− inf
s∈int(B)

I(s) ≤ liminf
t→∞

1
t logPt (B) ≤ limsup

t→∞
1
t logPt (B) ≤− inf

s∈cl(B)
I(s), (2.20)

where int(B)/cl(B) denotes the interior/closure of B.

If (2.20) holds only for Borel sets B ⊆ ]a,b[, where ]a,b[ ̸= R, we then say that a local LDP holds for
(Pt )t>0 on the interval ]a,b[.

Remark. The lower-semicontinuity assumption ensures that the rate function I is unique whenever
it exists.

The celebrated Gärtner–Ellis theorem gives an important criterion that ensures the validity of the LDP.

Theorem 2.5 Let I =]ϑ−,ϑ+[⊂R be an open interval containing 0, and suppose that the limit

F (α) = lim
t→∞

1

t
log

∫
R

e−αsdPt (s)

exists, is finite forα ∈ I , and that the function F : I →R is differentiable. If I =R, then the full LDP holds
with the rate function

I(s) = sup
−α∈I

(sα−F (−α)). (2.21)

Otherwise, the local LDP with rate function (2.21) holds for any Borel B ⊂]a,b[ where

a = lim
α↓ϑ−

F ′(α), b = lim
α↑ϑ+

F ′(α). (2.22)
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Remark. By Hölder’s inequality, F is convex. Thus, F ′ is increasing on I and the limits (2.22) always
exist. It may happen that a = −∞ and b =∞ (even for bounded I ), in which case the full LDP again
holds. Otherwise, if either a or b is finite, the Gärtner–Ellis theorem yields only a local LDP. For more
information about LDP we refer the reader to [DZ00, Ell06].

Returning to the family (P 2tm
ω,t )t>0, a consequence of the relation (2.19) is:

Proposition 2.6 Suppose that the system (O ,τ,ω) is time-reversal invariant and that the full LDP holds
for the family (P 2tm

ω,t )t>0 with rate function I. Then for all s ∈R,

I(−s) = I(s)+ s. (2.23)

If the local LDP holds on ]−a, a[ for some a > 0, then (2.23) holds for s ∈]−a, a[.

Remark. Under the hypothesis of Theorem 2.1, one has obviously

lim
t→∞

1

t
logF2tm

ω,t (α) = lim
t→∞

1

t
logF2tm

ν,t (α),

for all ν ∈ N . Therefore, whenever Theorem 2.5 implies the LDP for (P 2tm
ω,t )t>0, the same LDP must

hold for (P 2tm
ν,t )t>0, with the same rate function. Notice that this holds in particular for ν=ωT .

Proof. We follow [CJPS17] and prove the result in the full LDP case. The local LDP case is identical.
We abbreviate Q2tm

ω,t and P 2tm
ω,t with Qt and Pt . Relation (2.19) gives that for any Borel set B ⊂Rwe have

Qt (B) ≤ esupBQt (−B).

Replacing B with tB , the LDP gives

− inf
u∈int(B)

I(u) ≤ liminf
t→∞

1
t logPt (B) ≤ limsup

t→∞
1
t log

(
et supB Pt (−B)

)≤ supB − inf
u∈cl(B)

I(−u).

Taking B =]s −ϵ, s +ϵ[ we derive

inf
|u+s|<2ϵ

I(u) ≤ inf
|u+s|≤ϵ

I (u) ≤ s +ϵ+ inf
|u−s|<ϵ

I(u). (2.24)

Since the function I is lower semicontinuous,

I(s) = lim
ϵ↓0

inf
|u−s|<ϵ

I(u),

and (2.24) gives that I(−s) ≤ s+ I(s) for any s ∈R. Replacing s with −s and combining the two inequal-
ities we derive (2.23). 2

Due to the obvious parallel with the foundational works of [ES94] in classical statistical mechanics11,
if the full/local LDP holds for (P 2tm

ω,t )t>0, we will say that the full/local quantum Evans–Searles fluc-
tuation theorem holds for (O ,τ,ω). The relations (2.19) and (2.23) are sometimes called quantum

11See [JPRB11] and Section 2.6 below.
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Evans–Searles fluctuation relation. We emphasize that (2.19) is an immediate consequence of time-
reversal invariance, and that (2.23) follows from (2.19) and the LDP.

The equally celebrated Gallavotti–Cohen fluctuation theorem [GC95a, GC95b] refers to the statistics
of entropy production with respect to the non-equilibrium steady state reached in the long-time limit.
In spite of a formal similarity, it is conceptually and technically a very different statement than the
Evans–Searles theorem that refers to the statistics of the entropy production with respect to the refer-
ence (initial) state of the system. The two theorems are related by an exchange of limits. The validity
of this exchange of limits is a deep dynamical problem that has been lifted to the principle of regular
entropic fluctuations in [JPRB11]. We will review these points in Section 2.6 and 2.8; for an in depth
discussion see [JPRB11].

Returning to quantum statistical mechanics, we make the following assumption concerning the NESS
defined in (2.9):

(NESS) For all A ∈O , the limit

lim
t→∞ω◦τt (A) =ω+(A), (2.25)

exists, so that ω+ is the unique NESS of the system (O ,τ,ω). Moreover, for all t > 0 the
weak limit

Q2tm
ω+,t := lim

T→∞
Q2tm
ωT ,t (2.26)

exists.12

The family (P 2tm
ω+,t )t>0 is defined by P 2tm

ω+,t (B) = Q2tm
ω+,t (tB). In parallel with the classical theory of en-

tropic fluctuations [JPRB11], see also Section 2.6, the following definitions are natural.

Definition 2.7 Suppose that (NESS) holds. We say that the full weak quantum Gallavotti–Cohen
theorem holds for (O ,τ,ω) if (P 2tm

ω+,t )t>0 satisfies the full LDP. The local weak quantum Gallavotti–
Cohen theorem holds if the LDP holds on some finite interval ]−a, a[, a > 0.

Definition 2.8 Suppose that (NESS) holds. We say that the full weak quantum PREF holds for (O ,τ,ω)
if the families (P 2tm

ω,t )t>0 and (P 2tm
ω+,t )t>0 both satisfy the full LDP with the same rate function. The local

weak quantum PREF holds if they satisfy local LDP on the same finite interval ]−a, a[, a > 0, with the
same rate function.

In the context of 2TTM, the PREF essentially trivializes. Indeed, in the directly coupled case, Theo-
rem 2.1(1) implies immediately Qω+,t = Qω,t , while in the open quantum system case (2), it suffices
to notice that the function F (α) in Theorem 2.5 is the same whenever computed with respect to ω

or ω+ (see remark after Proposition 2.6). Therefore, the LDP for (P 2tm
ω,t )t>0 implies the same LDP for

(P 2tm
ω+,t )t>0.

12Recall that (2.25) ⇒ (2.26) under the assumptions of Theorem 2.1.

17



Benoist, Bruneau, Jakšić, Panati, Pillet

Again this trivialization can be ultimately understood as a consequence of the first measurement’s
dominating effect in the thermodynamic limit. This rigidity has no classical analog. In the classi-
cal case, the equality of the rate functions is not only non-trivial, but it can be regarded as a deep
dynamical property of the system.

However, in a surprising turn, the parallel with the classical PREF is restored when following another
route to the quantum extension of entropic functionals, given by EAST, which we now describe. In
order to open this route, we need to introduce an additional regularity assumption which will allow
to extend the entropic functionals to a complex domain.

To ϑ> 0 we associate the vertical strip

S(ϑ) = {z ∈C | |Re z| <ϑ} ,

and the assumption

(AnC(ϑ)) For any t ∈R the function

iR ∋α 7→ [Dωt : Dω]α ∈O

has an analytic extension to the strip S(ϑ).

The cocycle relation (2.3) gives

[Dωt : Dω]α1+α2 = [Dωt : Dω]α1ς
−iα1
ω ([Dωt : Dω]α2 ),

which holds for α1,α2 ∈ iR. Assuming (AnC(ϑ)), this last relation extends by analytic continuation to
α1 ∈ iR andα2 ∈S(ϑ). This gives that if (AnC(ϑ)) holds, then for allα in the sub-stripS(ϑ′), 0 <ϑ′ <ϑ,

∥[Dωs : Dω]α∥ ≤ sup
|γ|<ϑ′

∥[Dωs : Dω]γ∥. (2.27)

The next proposition is an immediate consequence of this bound and Vitali’s convergence theo-
rem [Tit39, Theorem 5.21] applied to Relation (2.10).

Proposition 2.9 Suppose that Assumptions (NESS) and (AnC(ϑ)) hold. Then for any T > 0 and t ∈ R
the map

iR ∋α 7→F2tm
ωT ,t (α)

has an analytic continuation to the strip S(ϑ) such that, for any α in this strip, the limit

F2tm
ω+,t (α) := lim

T→∞
F2tm
ωT ,t (α)

exists and is finite. Moreover, the function α 7→F2tm
ω+,t is analytic on S(ϑ), and for any α in this strip,

F2tm
ω+,t (α) =

∫
R

e−αsdQ2tm
ω+,t (s). (2.28)
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Remark. By (2.28), F2tm
ω+,t obviously extends analytically to the half-plane Re(α) > 0, but we will not

make use of that fact.

It follows directly from (NESS) and (AnC(ϑ)) that for all t > 0 the function iR ∋ α 7→ Fancilla
ω+,t (α) has an

analytic continuation to the strip S(2ϑ), and that for α in this strip,

Fancilla
ω+,t (α) =ω+

(
[Dω−t : Dω]∗α

2

[Dω−t : Dω]) α
2

)
.

Definition 2.10 We say that (O ,τ,ω) satisfies the strong quantum PREF on the interval ]ϑ−,ϑ+[ con-
taining 0 if Assumptions (NESS) and (AnC(ϑ)) hold, with ϑ> max{|ϑ−|,ϑ+}, and the limits

F 2tm
ω (α) := lim

t→∞
1
t logF2tm

ω,t (α),

F 2tm
ω+ (α) := lim

t→∞
1
t logF2tm

ω+,t (α),

F ancilla
ω+ (α) := lim

t→∞
1
t logFancilla

ω+,t (α),

exist for all α ∈]ϑ−,ϑ+[, and define differentiable functions on this interval satisfying

F 2tm
ω = F 2tm

ω+ = F ancilla
ω+ . (2.29)

Remark. Setting
a = lim

α↓ϑ−
∂αF 2tm

ω (α), b = lim
α↑ϑ+

∂αF 2tm
ω (α),

and invoking the Gärtner–Ellis theorem, the strong quantum PREF implies that the families (P 2tm
ω,t )t>0

and (P 2tm
ω+,t )t>0 both satisfy a LDP on the interval ]a,b[, with the same rate function. If either ]ϑ−,ϑ+[=

R or ]a,b[= R, we say that the full strong quantum PREF holds, otherwise that the local strong quan-
tum PREF holds. Obviously, the local/full strong quantum PREF implies the local/full weak quantum
PREF.

If the assumptions of Theorem 2.1 are satisfied then (2.26) and the first equality in (2.29) automatically
hold. We shall see that under the following regularity assumption, which will also play an important
role in our discussion of quantum transfer operators, the second relation in (2.29) can be reduced to
an exchange of limits.

(AnV(ϑ)) (O ,τ,ω) describes an open quantum system where the connecting perturbation
V is such that the map

iR ∋ θ 7→ ς−iθ
ω (V ) ∈O

has an analytic extension to the strip S(ϑ).
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Proposition 2.11 Suppose that (AnV(ϑ)) holds. Then (AnC(ϑ)) holds, and for any t ∈R and α ∈S(ϑ)

∥[Dωt : Dω]α∥ ≤ e|t |(∥ς
−iRe α
ω (V )∥+∥V ∥). (2.30)

Proposition 2.12 Suppose that (AnV(ϑ)) holds for some ϑ> 1
2 and set

CT := e2|T |(∥ς−i/2
ω (V )∥+∥V ∥),

DT := e−2|T |(∥ςi/2
ω (V )∥+∥V ∥).

Then for any α ∈]−ϑ,ϑ[,
DTF

2tm
ω,t (α) ≤Fancilla

ωT ,t (α) ≤CTF
2tm
ω,t (α). (2.31)

Remark 1. Assuming the existence of F 2tm
ω , the estimate (2.31) gives that for α ∈]−ϑ,ϑ[,

F 2tm
ω (α) = lim

T→∞
lim

t→∞
1
t logFancilla

ωT ,t (α).

It follows that the second relation in (2.29) holds iff the exchange of limits

lim
T→∞

lim
t→∞

1
t logFancilla

ωT ,t (α) = lim
t→∞ lim

T→∞
1
t logFancilla

ωT ,t (α) (2.32)

is valid for α ∈]−ϑ,ϑ[.

Remark 2. Under the assumptions of Proposition 2.12, for α ∈]−ϑ,ϑ[ we also have the estimates

DTF
2tm
ω,t (α) ≤F2tm

ωT ,t (α) ≤CTF
2tm
ω,t (α). (2.33)

Theorem 2.1 of course provides much stronger estimates with T -independent constants, but they
hold only under ergodicity assumptions. The estimates (2.33) only require the regularity assump-
tion (AnV(ϑ)). In particular, they hold for finite quantum systems to which Theorem 2.1 cannot be
applied.

Proposition 2.11 is proven in Section 5.2 while Proposition 2.12 and Estimate (2.33) are proven in
Section 5.3.

The validity of an exchange of limits plays an equally crucial role in the theory of classical PREF,
see (2.39). For that and other comparison reasons, we review briefly the classical theory before re-
turning to the quantum case.

2.6 Entropy production and entropic fluctuations in classical dynamical systems

This section follows [JPRB11]. Since this material was not discussed in [BBJ+23] we provide some
details, referring the reader to [JPRB11] for a complete exposition and proofs.

We start with a pair (X ,φ), where X is a compact metric space and φ = {φt | t ∈ R} is a group of
homeomorphisms of X such that the map

R×X ∋ (t , x) 7→φt (x) ∈X
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is continuous. We denote by C (X ) the vector space of all continuous complex-valued functions on
X and equip it with the sup norm ∥ f ∥∞ := supx∈X | f (x)|. Observables are functions f ∈ C (X ), and
they evolve in time as f 7→ ft = f ◦φt . States are Borel probability measures on X , and we write
ν( f ) = ∫

X f dν. They evolve in time as ν 7→ νt = ν◦φ−t . A state ν is φ-invariant if νt = ν for all t . The
relative entropy of two states ν and µ is defined by

Ent(ν|µ) =


∫
X log

(
dµ
dν

)
dν if µ≪ ν;

−∞ otherwise.

Its basic property is Ent(ν|µ) ≤ 0 with equality iff ν=µ.

A time-reversal of (X ,φ) is an involutive homeomorphism ι : X →X such that

ι◦φt =φ−t ◦ ι

for all t ∈R. Given such a time-reversal map ι, a state ν is called time-reversal invariant (TRI) if ν◦ι= ν.

Our starting point is a classical dynamical system (X ,φ,ω) where, to avoid triviality, the reference
(initial) state ω is supposed not to be φ-invariant. The system is TRI ifω is TRI for some time-reversal
of (X ,φ).

We set the regularity assumptions. The first one is:

(Cl1) For all t ∈R the measures ω and ωt are mutually absolutely continuous.

This allows us to set

∆ωt |ω := dωt

dω
, ℓωt |ω := log∆ωt |ω, c t := ℓωt |ω ◦φt ,

for t ∈R. The following property is immediate and will play a central role.

Proposition 2.13 The family (c t )t∈R is an additive φ-cocycle, i.e.,

c t+s = c t + c s ◦φt

holds for all t , s ∈R. Moreover one has Ent(ωt |ω) =−ω(c t ) for all t ∈R.

We denote by Qω,t the law of c t w.r.t. ω and set

Fω,t (α) :=
∫
R

e−αsdQω,t (s), (α ∈C).

The next two assumptions will allow us to define the entropy production observable.
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(Cl2) c t ∈C (X ) for all t ∈R.

(Cl3) The map R ∋ t 7→ c t ∈C (X ) is differentiable at t = 0.

Note that (Cl1) is the classical analog of Assumption (Reg1), that (Cl2) is the classical analog of As-
sumption (Reg2), and that (Cl3) corresponds to the condition V ∈ Dom(δω).

The entropy production observable (or phase space contraction rate) of (X ,φ,ω) is defined by

σ= d

dt
c t |t=0.

Theorem 2.14 Assume that (Cl1)–(Cl3) hold. Then

(1)

c t =
∫ t

0
σsds,

and

Ent(ωt |ω) =−
∫ t

0
ωs(σ)ds.

(2) ω(σ) = 0.

In the remaining statements we also assume that (X ,φ,ω) is TRI w.r.t. the time-reversal ι.

(3) c t ◦ ι= c−t for all t ∈R, and σ◦ ι=−σ.

(4) For all t ∈R and α ∈C,
Fω,t (α) =Fω,t (1−α).

(5) Let r : R→ R be the reflection r(s) = −s and Qω,t = Qω,t ◦ r. Then the measures Qω,t and Qω,t are
mutually absolutely continuous and

dQω,t

dQω,t
(s) = e−s . (2.34)

For the proof we refer the reader to [JPRB11].

We set
Pω,t (B) =Qω,t (tB).

If the full/local LDP holds for (Pω,t )t>0, we will say that the full/local classical Evans–Searles fluctu-
ation theorem holds for (X ,φ,ω). The statement and the proof of Proposition 2.6 directly extend to
the family (Pω,t )t>0; see [CJPS17]. The relation (2.34) and the induced symmetry (2.23) of the LDP rate
function for (Pω,t )t>0 constitute the classical Evans–Searles fluctuation relation.

Until the end of this section we assume that (Cl1)–(Cl3) hold.
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Going beyond the reference state, for any state ν on X we denote by Qν,t the law of c t w.r.t. ν. Let

Fν,t (α) :=
∫
R

e−αsdQν,t (s), (α ∈C),

and Pν,t (B) =Qν,t (tB). Since

Fν,t (α) =
∫
X

e−αc t (x)dν(x), (2.35)

if νn → ν weakly then Qνn ,t →Qν,t weakly.

Of particular interest is the case where ν is a NESS of (X ,φ,ω). A NESS is a weak-limit point of the net{
1

T

∫ T

0
ωt dt

∣∣∣T > 0

}
as T ↑∞. The set of NESS is non-empty and any NESS is φ-invariant. Moreover, for any NESS ω+ one
has

ω+(σ) ≥ 0.

Until the end of this section we also assume the following classical analogue of (NESS).

(Cl4) The weak limit lim
t→∞ωt = ω+ exists so that, in particular, ω+ is the unique NESS of

the system (X ,φ,ω).

If the full/local LDP holds for (Pω+,t )t>0, we say that the full/local classical Gallavotti–Cohen fluctua-
tion theorem holds for (X ,φ,ω). If in addition the respective rate function I+ satisfies

I+(−s) = I+(s)+ s (2.36)

on its domain, we say that the classical Gallavotti–Cohen fluctuation relation holds. Unlike in the
Evans–Searles case, (2.36) is not forced by the LDP and time-reversal. The classical PREF and the
related exchange of limits argument that we discuss next is the only known general mechanism that
ensures its validity.

Definition 2.15 We say that the full weak classical PREF holds for (X ,φ,ω) if the families (Pω,t )t>0

and (Pω+,t )t>0 both satisfy a full LDP with the same rate function. The local weak classical PREF holds
if they satisfy a local LDP on the same interval ]−a, a[, a > 0, with the same rate function.

Definition 2.16 We say that (X ,φ,ω) satisfies the strong classical PREF on an open interval ]ϑ−,ϑ+[
containing 0 if the limits

Fω(α) := lim
t→∞

1
t logFω,t (α),

Fω+(α) := lim
t→∞

1
t logFω+,t (α),

(2.37)

exist for all α ∈]ϑ−,ϑ+[, and define differentiable functions on this interval satisfying

Fω = Fω+ .
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The remark after Definition 2.10 applies to the strong classical PREF as well, and we adopt the parallel
terminology of local/full strong classical PREF.

The equality of the rate function in the full weak classical PREF is related to an exchange of limits.
Indeed, suppose that the families (Pω,t )t>0 and (Pω+,t )t>0 satisfy full LDP. Then, by Varadhan’s Lemma,
the limits

Fω(α) = lim
t→∞

1
t logFω,t (α), and Fω+(α) = lim

t→∞
1
t logFω+,t (α)

exist, and are obviously finite. The respective LDP rate functions satisfy

I(s) = sup
α∈R

(sα−Fω(−α)) , I+(s) = sup
α∈R

(
sα−Fω+(−α)

)
. (2.38)

By the basic property of the Legendre transform, I= I+ iff Fω = Fω+ . Note also that

FωT ,t (α) =
∫
X

e−αc t (x)dωT (x) =
∫
X

e−αc t (x)e
∫ T

0 σ−s (x)dsdω(x),

and so for all α ∈R,
C−1

T Fω,t (α) ≤FωT ,t (α) ≤CTFω,t (α),

where CT = eT ∥σ∥∞ . Thus, Fω = Fω+ iff

lim
T→∞

lim
t→∞

1
t logFωT ,t (α) = lim

t→∞ lim
T→∞

1
t logFωT ,t (α) (2.39)

holds for all α ∈R.

In the case of the local weak PREF one cannot invoke Varadhan’s lemma. However, the strong PREF
postulates the existence of the limits (2.37) and the relations (2.38) remain valid with suprema taken
over α ∈]ϑ−,ϑ+[. Again, I= I+ iff Fω = Fω+ iff (2.39) holds.

The results of this section simplify in the case of discrete time dynamical systems where φ= (φt )t∈Z.
While Assumptions (Cl1) and (Cl2) remain in force, (Cl3) is dropped and the entropy production
observable is defined by

σ := ℓω1|ω ◦φ1.

Theorem 2.14 extends directly to the discrete setting, with simplified proofs and time integrals re-
placed with sums; see [JPRB11]. The same applies to PREFs and the exchange of limits argument.

A celebrated example of this discrete time setting are Anosov diffeomorphisms of compact Rieman-
nian manifolds, see the seminal papers [GC95a, GC95b]. In the context of the classical PREF this ex-
ample has been discussed in [JPRB11, CJPS17], and the full strong classical PREF holds with Fω+ = Fω

equal to the topological pressure of a suitable Hölder continuous function on X . For Anosov diffeo-
morphisms the map R ∋α 7→ Fω(α) is real-analytic.

2.7 Quantum phase space contraction

The extension of the notions and results of the previous section to quantum dynamical systems
(O ,τ,ω) relies on the non-commutative version of the Radon–Nikodym derivative dωt

dω which, as sug-
gested by our notation, is related to the relative modular operators∆ωt |ω and the Araki–Connes family
([Dωt : Dω]α)t∈R,α∈iR. Besides the general cocycle relation (2.3), the latter also satisfies the following
multiplicative τ-cocycle relation
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Proposition 2.17 For all t , s ∈R and α ∈ iR,

[Dωt+s : Dω]α = τ−t ([Dωs : Dω]α)[Dωt : Dω]α. (2.40)

Since we lack a convenient reference, the proof of this result is given in Section 5.4.

To proceed, we make two additional regularity assumptions.

(Qu1) For all t ∈R, the map R ∋ θ 7→ [Dωt : Dω]iθ ∈O is differentiable at θ = 0.

Let

ℓωt |ω := 1

i

d

dθ
[Dωt : Dω]iθ

∣∣∣
θ=0

, c t := τt (ℓωt |ω), (2.41)

and note that ℓωt |ω, and consequently c t , are self-adjoint elements of O .

(Qu2) The map R ∋ t 7→ c t ∈O is differentiable at t = 0.

Let

σ= d

dt
ℓωt |ω

∣∣∣
t=0

= d

dt
c t

∣∣∣
t=0

.

The next result has been known to workers in the field for a long time; see for example [JOPS12,
Section 7.2]. Since its proof has not appeared in print, we will provide it in Section 5.5.

Theorem 2.18 Suppose that (Qu1) holds.

(1) The family (ct )t∈R is an additive τ-cocycle: for any s, t ∈R, one has

c t+s = c t +τt (c s). (2.42)

(2) log∆ωt |ω = log∆ω+ℓωt |ω and Ent(ωt |ω) =−ω(c t ) hold for all t ∈R.

In the remaining statements we assume that (Qu2) also holds.

(3)

c t =
∫ t

0
σsds,

and

Ent(ωt |ω) =−
∫ t

0
ωs(σ)ds. (2.43)

(4) ω(σ) = 0.

(5) If (O ,τ,ω) is TRI with time-reversal mapΘ, thenΘ(c t ) = c−t andΘ(σ) =−σ.
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Remark 1. σ is called the entropy production observable of (O ,τ,ω) and (2.43) is the entropy bal-
ance equation. The entropy balance equation has a long history in mathematical physics. It goes
back at least to [PW78]13, and was re-introduced independently in the literature several times since
then; see [OHI88, Oji89, Oji91]. A basic consequence of the entropy balance equation and the sign of
relative entropy is that ω+(σ) ≥ 0 for any NESS ω+.

Remark 2. If (O ,τ,ω) is an open quantum system with V ∈ Dom(δω), it follows from [BBJ+24b,
Lemma 2.4] that

log∆ωt |ω = log∆ω+
∫ t

0
τ−s(δω(V ))ds. (2.44)

It is thus easy to check that Assumptions (Qu1) and (Qu2) hold, and that the entropy production
observable is given by σ= δω(V ).

Remark 3. In further parallel with the classical case and following [BK77] one can take the spectral
measure Qnaive

ω,t for ω and c t as a possible candidate for formulation of a quantum Evans–Searls fluc-
tuation theorem. However, for this choice, which is in the literature sometimes called the “naive” or
“direct” quantization of the classical Qω,t , in the TRI case the finite time Evans–Searles fluctuation
relation (2.34) fails, see e.g. [JOPP10, Section 3.3]. It is precisely this failure that motivated the early
searches [Kur00, Tas00, TM03] for alternative candidates for a quantum Evans–Searles fluctuation
theorem and relation.

Motivated by Proposition 2.17 and Theorem 2.1814 we consider the map

iR ∋α 7→ [Dω−t : Dω]α ∈O

as a characterization of the quantum phase space contraction of (O ,τ,ω) at time t , and set15

F
qpsc
ν,t (α) := ν([Dω−t : Dω]α) (2.45)

for ν ∈SO . When ν=ω this functional is linked to the 2TMEP and the EAST protocols by the identities

F
qpsc
ω,t =F2tm

ω,t =Fancilla
ω,t . (2.46)

These identities are broken as soon as ω is replaced by some other state ν.

With the introduction ofFqpsc
ν,t it appears natural to add to the strong quantum PREF of Definition 2.10

the requirement that also the limit

F qpsc
ω+ (α) := lim

t→∞
1
t logFqpsc

ω+,t (α)

exists for α ∈]ϑ−,ϑ+[, and that
F 2tm
ω = F qpsc

ω+

on this interval. We will refer to such PREF as strong + qpsc quantum PREF.16

13See the Remark on page 281. Another pioneering work on the subject is [SL78].
14Compare them with Proposition 2.13 and Theorem 2.14. See also the next section.
15Compare with (2.35).
16In the sequel, whenever the meaning is clear within the context, we will simply write PREF for any of its variants.
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2.8 Comparison of the classical and quantum cases

We start with the algebraic description of the classical setting of Section 2.6. Let O = C (X ) and
τt ( f ) = f ◦φt . Obviously, O is a commutative C∗-algebra and τ a C∗-dynamics on O . If ι is a time-
reversal of (X ,φ), Θ( f ) = f ◦ ι is the corresponding time-reversal of (O ,τ). The Banach space dual O∗

is identified with the vector space of all Borel complex measures on X equipped with total variation
norm. SO coincides with the set of Borel probability measures on X equipped with topology of weak
convergence.

Fixing a reference state leads to a triple (O ,τ,ω). The GNS representation (H ,π,Ω) of O associated to
ω is given by H = L2(X ,dω), π( f )g = f g , and Ω = 1, the constant function 1(x) = 1 for x ∈ X . We
then have

M=π(O )′′ = L∞(X ,dω).

The natural cone is H+ = {g ∈ H | g ≥ 0} and the modular conjugation is J (g ) = g . The state ω is
automatically faithful, and a state ν is ω-normal iff ν≪ω. In this case, the unique representative of ν
in H+ is the vector

Ων =
(

dν

dω

)1/2

.

If ν≪ ρ, then

∆ν|ρ(g ) = dν

dρ
g

is the relative modular operator of the pair (ν,ρ). Note that ∆ω =1 and log∆ω = 0. The triviality of ∆ω
is the crucial difference between the classical (commutative) and the quantum (non-commutative)
case.

The triviality of the classical ∆ω gives that in the classical setting of Section 2.6, Proposition 2.17
reduces to Proposition 2.13, and similarly Theorem 2.18 reduces to Theorem 2.14(1)-(2)-(3) while
Proposition 2.3 and Identities (2.46) give Theorem 2.14(4)-(5). Thus, the quantum phase space con-
struction discussed in Section 2.7 is a natural non-commutative extension of the classical theory de-
scribed in Section 2.6. But it is not the only possible one: the functionals F2tm

ν,t and Fancilla
ν,t are also

non-commutative extensions of the classical Fν,t , and in fact one can construct an entire host of
mathematically natural non-commutative extensions ofFν,t ; see [JOPP10, Section 3.3]. Some of these
non-commutative extensions have direct quantum mechanical interpretations, like F2tm

ν,t and Fancilla
ν,t ,

and some do not, or such interpretations are not known at the moment.17

The diversity of non-commutative/quantum theory of entropic fluctuations stems from the rich KMS
structure associated to ω via ∆ω. Our focus here is on the three non-commutative extensions de-
scribed by F2tm

ν,t , Fancilla
ν,t and F

qpsc
ν,t , and their relation to what one can reasonably call the quantum ex-

tension of the classical Evans–Searles/Gallavotti–Cohen fluctuation theorem and the classical PREF.
Other routes are possible, and we will discuss some of them in a forthcoming review paper. The
emerging picture is that there is no unique theory of entropy production and entropic fluctuations in
quantum statistical mechanics and that distinct approaches, with distinct physical interpretations,
are linked to the richness of the modular structure.

17For example, if ν ̸= ω, then to the best of our knowledge, the functional F
qpsc
ν,t does not have a quantum mechanical

interpretation.
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Returning to the results presented so far, we make the following remarks.

1. The rigidity result of Theorem 2.1 is due to the ergodicity of the modular group(s)18 and has no
classical analog. To illustrate this, suppose that in the classical setting of Section 2.6 one has QωT ,t =
Qω,t for all t ,T ≥ 0. This implies ω(c t ◦φT ) =ω(c t ) and the cocycle relation of Proposition 2.13 gives

ω(c t+T )−ω(cT ) =ω(c t ).

Dividing this identity with t and taking t → 0 gives that, for all T > 0, ω(σT ) = ω(σ) = 0. This in
turns implies that ω(c t ) = 0 for all t > 0, and the second assertion in Proposition 2.13 gives that
Ent(ωt |ω) = 0, or equivalently that ωt = ω, for all t > 0. Thus, in the classical setting the stability
result of Theorem 2.1(1) is possible only if all entropic quantities are identically equal to zero.19

2. The weak classical PREF relies on two independent ingredients. The first is the validity of the LDP
for the families (Pω,t )t>0 and (Pω+,t )t>0, and the second is the equality of the respective rate functions.
In the case of the full weak classical PREF, the rate functions are equal iff the exchange of limits (2.39)
holds. The validity of this exchange of limits is a strong ergodic type dynamical property of (X ,φ,ω)
which must be checked on a case by case basis and which typically depends on the fine details of
the dynamics. The strong classical PREF goes further in the sense that it rests the validity of the LDP
on the Gärtner–Ellis theorem. Its naturalness partly stems from the interpretation of Fω and Fω+ as
spectral resonances of classical transfer operators ; see [JPRB11] and Section 4.4 below.

The passage to the non-commutative/quantum theory comes with a number of surprises that do not
have classical analog. The first of them is the rigidity result of Theorem 2.1 that essentially trivializes
a very important aspect of the PREF and gives that very generally the quantum Evans–Searles and
Gallavotti–Cohen fluctuation theorem are mathematically equivalent statement: one holds iff the
other holds. What is classically a fine model dependent dynamical property of the system, in the
quantum case follows (in a rather strong form) from a modular ergodicity assumption that holds in
paradigmatic models of open quantum systems. The novel physical and mathematical aspect of the
strong quantum PREF concerns the ancilla part. The relation

F 2tm
ω = F ancilla

ω+ (2.47)

is a fine model dependent quantum dynamical property that can be seen as a non-trivial counter-
part of the classical PREF relation Fω = Fω+ . The exchange of limits characterization of (2.47), Re-
lation (2.32), parallels in its depth the exchange of limits (2.39). We again emphasize that under the
assumptions of Theorem 2.1, the exchange of limits

lim
T→∞

lim
t→∞

1
t logF2tm

ωT ,t (α) = lim
t→∞ lim

T→∞
1
t logF2tm

ωT ,t (α)

is a triviality.

3. The identities
F2tm
ω,t =Fancilla

ω,t =F
qpsc
ω,t (2.48)

18See [BBJ+23] for a discussion of this point.
19Needless to say, the ergodicity assumption of Theorem 2.1(1) is also never satisfied in the classical case since the mod-

ular group is trivial.
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enrich the quantum Evans–Searles fluctuation theorem by providing additional physical and mathe-
matical interpretations of the 2TMEP. The identities (2.48) are broken if ω is replaced by some other
state ν. However, while F2tm

ν,t and Fancilla
ν,t have quantum mechanical interpretations for any state ν,

such an interpretation is lacking for Fqpsc
ν,t if ν ̸=ω. Thus, although the identities (2.48) are restored by

the strong + qpsc quantum PREF on the LDP scale for ν=ω+ in the sense that

F 2tm
ω = F 2tm

ω+ = F ancilla
ω+ = F qpsc

ω+ , (2.49)

the last term F qpsc
ω+ lacks a physical interpretation. The first equality in (2.49) is immediate under

the assumptions of Theorem 2.1, while the validity of F 2tm
ω = F qpsc

ω+ is mathematically subtle but, we
emphasize, without physical interpretation. It is precisely the ancilla part in (2.49) that makes the
strong + qpsc quantum PREF both mathematically and physically as deep as its classical counterpart.

Due to its mathematical naturalness, we feel that the quantum phase space contraction should be
studied as an integral part of quantum theory of entropic fluctuations.

4. After this introduction, in the next two sections we will describe quantum transfer operators and
the spectral resonance theory of the strong quantum PREF. These two sections are a non-commutative
extension of the classical theory described in [JPRB11].They build on the quantum transfer operator
construction of NESS developed in [JP02b]; see also [JOPP10] for a pedagogical introduction to the
topic. For comparison purposes, we will briefly review the classical theory in Section 4.4. The transfer
operator connection supports the naturalness of the strong PREFs.

3 Quantum transfer operators

We continue with the same setting: (O ,τ,ω) is a modular C∗-quantum dynamical system whose mod-
ular structure is described in Section 2.1. In particular, (H ,π,Ω) denotes the GNS representation of
O associated to ω, and we write A for π(A) and τ for π ◦τ whenever the meaning is clear within the
context. M=π(O )′′ and L is the standard Liouvillean of τ in the representation π.

Throughout this section Assumptions (AnV(ϑ)) and (AnC(ϑ)) play an important role. Recall that, by
Proposition 2.9, (AnV(ϑ)) ⇒ (AnC(ϑ)).

3.1 One-parameter families of Liouvillians

Throughout this section we assume that (AnC(ϑ)) holds. For α ∈ S(ϑ) we define the family Uα =
(U t

α)t∈R of maps on the GNS Hilbert space H by

U t
α := eitL J [Dωt : Dω]α J . (3.1)

The following proposition is proved in Section 5.6.

Proposition 3.1 (1) For α ∈S(ϑ), Uα is a C0-group of bounded operators on H .

(2) For α ∈ iR, Uα is a strongly continuous unitary group.
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(3) For all A ∈M, t ∈R and α ∈S(ϑ)
U t
αAU t∗

−α = τt (A).

(4) For all t ∈R and α ∈S(ϑ), U t∗
α =U−t

−α.

We denote by Lα the generator of Uα with the convention U t
α = eitLα .

(5) Suppose that (AnV(ϑ)) holds. Then, for all α ∈S(ϑ),

Lα =L + JV J − Jς−iα
ω (V )J

=Lfr +V − Jς−iα
ω (V )J .

(3.2)

Remark 1. It follows from (1) that there exist constants Mα and mα such that for t ∈R,

∥U t
α∥ ≤ Mαemα|t |.

If (AnV(ϑ)) holds then, by Proposition 2.11, one can take Mα = 1 and

mα = ∥ς−iRe α
ω (V )∥+∥V ∥.

Remark 2. For later comparison with the classical case, we note that the first formula in (3.2) can be
written as

Lα =L − iα
∫ 1

0
Jς−isα

ω (σ)Jds.

This formula is valid under more general conditions than (AnV(ϑ)). We leave this topic to an inter-
ested reader.

We will refer to the U t
α’s as the Quantum Transfer Operators, and to Lα as theα-Liouvillian of (O ,τ,ω).

Obviously, L0 = L , Lα is self-adjoint for α ∈ iR, and more generally L ∗
α = L−α. Writing α = 1

2 − 1
p

with p ∈ [1,∞], one can show that Lα isometrically implements the dynamics τ in the Araki–Masuda
non-commutative Lp (M,ω)-space (see [JOPP10, Section 3.4]). For this reason Lα is also called the
Lp -Liouvillean.

If ϑ> 1/2 and α ∈ iR, we also set

L̂α =Lfr +ςiα/2
ω (V )− Jς−i(1−α)/2

ω (V )J . (3.3)

The naturalness of L̂α stems from its connection with EAST which we describe in the next section.
Note that

L̂α =∆−α/2
ω L1/2−α∆α/2

ω . (3.4)

3.2 Liouvillian representation of entropic functionals

The representations described below, and proved in Section 5.7, are the primary reasons for introduc-
ing the α-Liouvilleans in the context of this work.
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Proposition 3.2 Suppose that (AnV(ϑ)) holds for some ϑ> 1
2 . Then, for α ∈ iR and t ,T ∈R:

(1)
F2tm
ω,t (α) = 〈Ω,eitL1/2−αΩ〉.

(2)
F

qpsc
ωT ,t (α) = 〈Ω,eiT L1/2 eitL1/2−αΩ〉.

(3)
Fancilla
ωT ,t (α) = 〈Ω,eiT L1/2 eitL̂αΩ〉.

(4) The relation in part (1) analytically extends to the strip |Re(α− 1
2 )| < ϑ, the one in part (2) extends

to the strip 1
2 −ϑ< Re(α) < ϑ, while the one in part (3) extends to the strip 1−2ϑ< Re(α) < 2ϑ. We

note that the first and last strip contain the real interval [0,1].

4 Spectral resonance theory of PREF

4.1 Prologue

The exponential asymptotics of a C0-group is closely linked to the complex resonances of its genera-
tor. We start with a discussion of two general results elucidating this relation.

Let U = (U t )t∈R be a C0-group on a Hilbert space H and M ,m > 0 be such that

∥U t∥ ≤ Mem|t | (4.1)

for all t ∈ R. We denote by L the generator of U with the convention U t = e−itL . The estimate (4.1)
gives that sp(L) ⊂ {z ∈C | | Im z| ≤ m}. Moreover, for Im z > m one has

(z −L)−1 = 1

i

∫ ∞

0
eizt e−itLdt ,

which gives that

∥(z −L)−1∥ ≤ M

| Im z|−m
.

Proposition 4.1 Let φ,ψ ∈H. Suppose that, for some µ> 0, the map

z 7→ f (z) = 〈φ, (z −L)−1ψ〉,

originally defined for Im z > m, has a meromorphic continuation to the half-plane Im z >−µ such that
its only singularity in this half-plane is a pole of order N at r. Suppose also that for some r > 0 and for
j = 0,1,20

sup
y>−µ

∫
|x|>r

|(∂ j f )(x + iy)|2− j dx <∞. (4.2)

20Here and in the following, ∂ denotes the Wirtinger derivative of a function of a complex variable.
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Then, for all γ satisfying max(− Imr,0) < γ<µ, we have

〈φ,e−itLψ〉 = e−itrp(t )+O(e−γt )

as t ↑∞, where p is a polynomial of degree N −1 such that p(0) is the residue of f at r. In particular, if
N = 1 then p is constant equal to this residue.

The number r is called spectral resonance of the generator L.

The above proposition has a converse:

Proposition 4.2 Let φ,ψ ∈H be such that for some r ∈C, γ> max(0,− Imr) and some polynomial p of
degree N −1 ≥ 0 one has

R(t ) = 〈φ,e−itLψ〉−e−itrp(t ) =O(e−γt )

as t ↑∞. Then the function
z 7→ f (z) = 〈φ, (z −L)−1ψ〉

has a meromorphic continuation from the half-plane Im z > m to the half-plane Im z > −γ, and its
only singularity there is a pole of order N at r. Moreover, for some r > 0 and any 0 <µ< γ the estimate

sup
y>−µ

∫
|x|>r

|(∂ j f )(x + iy)|2− j dx <∞ (4.3)

holds for j = 0. If R is twice differentiable, with derivatives satisfying

|R(k)(t )| =O(e−γt ), (k = 1,2),

as t ↑∞, then the estimate (4.3) also holds for j = 1.

Special cases of the above two results were formulated in [JPRB11, Section 5.4]. We provide proofs
in Sections 5.8 and 5.9. The results have obvious analogs in the case of convention U t = eitL , where
the meromorphic continuation of the resolvent is taken from the half-plane Im z <−m to Im z <µ for
some µ> 0. Alternatively, with this convention one can simply apply Propositions 4.1 and 4.2 to −L,
and this is the way we will proceed.

Proposition 3.2 and 4.1 offer a spectral resonance route to the verification of the strong PREF. The
route is however somewhat indirect, and we start by reviewing the spectral theory of NESS developed
in [JP02b].

4.2 Spectral theory of NESS

Throughout this section we assume that Assumption (AnV(ϑ)) holds with ϑ > 1/2. Central to the
spectral theory of NESS is the 1

2 -Liouvillean L1/2. Note that

L1/2 =Lfr +V − J∆1/2V∆−1/2 J ,

hence L1/2Ω= 0. Proposition 3.1(3)-(4) give that, for A ∈O ,

ω◦τt (A) = 〈Ω,eitL1/2 Ae−itL1/2Ω〉 = 〈Ω,eitL1/2 AΩ〉. (4.4)

The next assumption sets an abstract spectral deformation scheme that leads to the spectral theory
of NESS.
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(Deform1) There exists a bounded operator D ≥ 0 on H such that RanD is dense in H ,
DΩ=Ω, and that the following holds:

(a) The set OD = {
A ∈O | AΩ ∈ Dom(D−1)

}
is dense in O .

(b) The map
z 7→ F (z) = D(z +L1/2)−1D ∈B(H ), (4.5)

originally defined for Im z > m1/2, has a meromorphic continuation to a half-plane
Im z >−µ for some µ> 0 such that its only singularity in this half-plane is a simple
pole at zero with residue R1/2.

(c) For some r > 0 and j = 0,1,

sup
y>−µ

∫
|x|>r

∥∂ j F (x + iy)∥2− j dx <∞.

Note that sinceΩ ∈ kerL1/2, the singularity at 0 of the map (4.5) is forced by the relation

〈Ω, (z +L1/2)−1Ω〉 = 1

z
.

An immediate consequence of Proposition 4.1 and (4.4) is the following result of [JP02b]:

Theorem 4.3 Suppose that (Deform1) holds. Then the limit

ω+(A) = lim
t→∞ω◦τt (A) (4.6)

exists for all A ∈O . For A ∈OD the convergence is exponentially fast, i.e.,

|ω+(A)−ω◦τt (A)| =O(e−γt ) (4.7)

as t ↑∞ for any 0 < γ<µ, and
ω+(A) = 〈Ω,R1/2D−1 AΩ〉. (4.8)

Proof. Note that by (Deform1)(b+c) Proposition 4.1 holds for all φ,ψ ∈ RanD with L = −L1/2, r = 0,
and constant polynomial

p = 〈D−1φ,R1/2D−1ψ〉.
By (Deform1)(a), AΩ = DD−1 AΩ ∈ RanD for A ∈ OD , and so (4.4) and Proposition 4.1 yield (4.7)
and (4.8). Since OD is dense in O , (4.7) ⇒ (4.6). 2

4.3 Spectral theory of PREF

We continue to assume that (AnV(ϑ)) holds with ϑ> 1/2. For ζ> 0 let

B(ϑ,ζ) := {
z ∈C | |Re z| <ϑ, and | Im z| < ζ}.

We strengthen (Deform1) to
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(Deform2) Assumption (Deform1) holds and there exists ζ> 0 such that:

(a) For all α ∈ B(ϑ,ζ) and all t ∈R, [Dωt : Dω]α ∈OD .

(b) For all α ∈ B(ϑ,ζ) and all t ∈R, [Dωt : Dω]∗α
2

[Dωt : Dω] α
2
∈OD .

(c) For all α ∈ B(ϑ,ζ) there exists µα > 0 such that the map

z 7→ Fα(z) = D(z +Lα)−1D ∈B(H ),

originally defined on the half-plane Im z > mα, has a meromorphic continuation to
the half-plane Im z >−µα whose only singularity in this half-plane is a pole at E (α)
with residue Rα.

(d) For all α ∈ B(ϑ,ζ) there exists rα > 0 such that, for j = 0,1 and all φ,ψ ∈H ,

sup
y>−µα

∫
|x|>rα

|〈φ, (∂ j Fα)(x + iy)ψ〉|2− j dx <∞.

(e) R∗
1/2Ω ∈ Dom(D−2).

(f) For all α ∈ B(ϑ,ζ), D−1R∗
1/2Ω ∈ Dom(∆α/2) and ∆α/2D−1R∗

1/2Ω ∈ Dom(D−1).

(g) For all α ∈ B(ϑ,ζ),

〈Ω,RαΩ〉 ̸= 0, 〈D−1R∗
1/2Ω,RαΩ〉 ̸= 0, 〈D−1∆−α/2D−1R∗

1/2Ω,RαΩ〉 ̸= 0.

Remark. Note that (f) with α = 0 reduces to (e). We have separated the two assumptions because
of their roles in the proof, and because of possible alternative axiomatic schemes in which (f) is by-
passed; see Remark 3 at the end of this section.

Theorem 4.4 Under Assumption (Deform2) the following hold:

(1) E (α) ∈ iR for α ∈]−ϑ,ϑ[.

(2) The limits

F 2tm
ω (α) = lim

t→∞
1
t logF2tm

ω,t (α),

F ancilla
ω+ (α) = lim

t→∞
1
t logFancilla

ω+,t (α),

F qpsc
ω+ (α) = lim

t→∞
1
t logFqpsc

ω+,t (α),

(4.9)

exist for α ∈]−ϑ+ 1
2 ,ϑ[21, and for α in this interval,

F 2tm
ω (α) = F ancilla

ω+ (α) = F qpsc
ω+ (α) =−iE

(1
2 −α

)
.

21The first limit actually exists for α ∈]−ϑ+ 1
2 ,ϑ+ 1

2 [.
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(3) If in addition the assumptions of Theorem 2.1 are satisfied 22, then also

F 2tm
ω+ (α) = lim

t→∞
1
t logF2tm

ω+,t (α) (4.10)

exists for α ∈]−ϑ+ 1
2 ,ϑ[ and

F 2tm
ω+ (α) =−iE

(1
2 −α

)
. (4.11)

Remark. The proof gives that (4.9) holds for all α ∈C such that −ϑ+ 1
2 < Reα<ϑ and | Imα| < ζ.

We emphasize that (4.10) and (4.11) follow from Theorem 2.1 and the induced equality F 2tm
ω = F 2tm

ω+ ,
and do not require a proof.

To establish strong + qpsc PREF, Theorem 4.4 needs to be complemented with a study of the regularity
of E on (−ϑ,ϑ), and indeed the axiomatic scheme (Deform2) can be further strengthened to also yield
the analyticity of E on B(ϑ,ζ).

(Deform3) Assumption (Deform2) holds for some ζ > 0 such that any α0 ∈ B(ϑ,ζ) has a
neighborhood U ⊂ B(ϑ,ζ) with the following properties:

(a) For α ∈ U , Conditions (Deform2)(c+d) hold with constants rα = rU and µα = µU

which do not depend on α.

(b)

max
j∈{0,1}

sup
α∈U

sup
y>−µU

∫
|x|>rU

|〈φ, (∂ j Fα)(x + iy)ψ〉|2− j dx <∞.

(c) For any ϵ> 0 there exists Cϵ > 0 such that

sup
α∈U

sup
Im z>−µ

|z−E (α)|>ϵ

∥Fα(z)∥ <Cϵ.

(d) infα∈U0 |〈Ω,RαΩ〉| > 0.

Theorem 4.5 Suppose that (Deform3) holds. Then, in addition to the conclusions of Theorem 4.4, the
map

B(ϑ,ζ) ∋α 7→ E (α)

is analytic. In particular strong + qpsc PREF holds on ] 1
2 −ϑ,ϑ[.

We finish with four remarks.

Remark 1. As already mentioned, the spectral resonance approach to the PREF described in this
section stems from Propositions 3.2 and 4.1, and the axiomatic schemes (Deform1)-(Deform3) are
natural in view of the spectral deformation techniques developed in the theory of Schrödinger opera-
tors [AC71, BC71, Sim73, HP83, Hun90], see also [CFKS87, Chapter 8], [RS78, Sections XII.6 and XII.10].

22Recall also the remark after this theorem; for Part (3) we require that ω+S > 0.
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The schemes can be simplified in particular settings where additional structural information is avail-
able, like the Spin–Fermion model, or adjusted to the settings where they cannot be directly applied,
like the Spin–Boson model where V is unbounded.

Remark 2. Since Lα is an analytic family of type A, see e.g. [Kat66, RS78], for α ∈S(ϑ), it is natural
to expect that in concrete models for which (Deform2) holds, the proof also gives that E is analytic
on B(ϑ,ζ). This is indeed the case for Spin–Fermion systems which we study in a continuation of this
work [BBJ+24a].

Remark 3. Proposition 3.2 (3) offers a parallel spectral resonance approach to the ancilla part of PREF.
It starts by formulating a variant of (Deform2) for the family L̂α:

(Deform2A) Assumption (Deform1) holds and there exists ζ> 0 such that:

(a) For all α ∈ B(ϑ,ζ) and all t ,

[Dωt : Dω]∗α
2

[Dωt : Dω] α
2
∈OD .

(b) For all α ∈ B(ϑ,ζ) there exists µα > 0 such that the function

z 7→ F̂α(z) = D(z +L̂α)−1D ∈B(H ),

originally defined for Im z > m̂α, has a meromorphic continuation to the half-plane
Im z > −µα such that its only singularity in this half-plane is a pole at Ê (α) with
residue R̂α.

(c) For all α ∈ B(ϑ,ζ) there exists rα > 0 such that for j = 0,1 and all φ,ψ ∈H ,

sup
y>−µα

∫
|x|>rα

|〈φ, (∂ j F̂α)(x + iy)ψ〉|2− j dx <∞.

(d) R̂∗
1/2Ω ∈ Dom(D−2).

(e) 〈D−1R̂∗
1/2Ω,R̂αΩ〉 ̸= 0.

Proposition 3.2 and (Deform2A) yield that for α ∈]−ϑ,ϑ[

lim
t→∞

1
t logFancilla

ω+,t (α) =−iÊ (α),

with exactly the same proof as in Theorem 4.4. One then uses (3.4) to show that Ê (α) = E ( 1
2 −α). This

eliminates the need to verify (Deform2)(f) and the third relation in (Deform2)(g), and potentially
offers a technically simpler route for the verification of the ancilla part of the PREF. This again will be
the case for the Spin–Fermion model.

Remark 4. In summary, (Deform1)–(Deform3) should be viewed as an adjustable frame for the study
of PREF in concrete models. As one may expect given the information they yield, it is technically in-
volved to verify these axiomatic schemes in physically relevant models. There is a strong parallel
between the proposed spectral resonance approach to PREF and the use of transfer operators in clas-
sical dynamical systems, and we will comment more on this point in the next two sections.
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4.4 Classical dynamical systems

We return to the setting of Section 2.6 and assume that Assumptions (Cl1), (Cl2) and (Cl3) hold. We
will work in the classical algebraic setting described in Section 2.8 and slightly adjust the presentation
of the classical transfer operator theory of [JPRB11] for easier comparison with general Liouvilleans
introduced here.

By Assumption (Cl1) the Koopman map U t
Koop f = ft extends from C (X ) to a C0-group of bounded

operators on the GNS Hilbert space H = L2(X ,dω) which we denote by the same symbol. The stan-
dard Liouvillean L of the classical system (O ,τ,ω) is the generator of the C0-group

U t
Liouv f =U t

Koopπ

(
dωt

dω

)− 1
2

f =π(e−
1
2

∫ t
0 σs ds)U t

Koop f ,

with the usual convention U t
Liouv = eitL . One easily checks that ULiouv is a unitary group on H that

preserves the positive cone H+ and implements the classical flow,

U t
Liouvπ( f )U t∗

Liouv =π( ft ).

For α ∈Cwe define maps U t
α : H →H by

U t
α f := eitL Jπ

(
dωt

dω

)α
J f ,

which is of course the commutative case of (3.1). Note that

U t
α f =π

(
e(α−1/2)

∫ t
0 σs ds

)
U t

Koop f .

Proposition 4.6 (1) Uα := (U t
α)t∈R is a C0-group of bounded operators on H . If α ∈ iR, then Uα is a

unitary group.

(2) For all f ∈O , t ∈R and α ∈C,
U t
απ( f )U t∗

−α =π( ft ).

(3) For all t ∈R and α ∈C, U t∗
α =U−t

−α.

(4) U0 =ULiouv and U1/2 =UKoop.

We denote by Lα the generator of Uα with the convention U t
α = eitLα . We will refer to Lα as the

classical α-Liouvillean. Obviously,
Lα =L + iαπ(σ).

For any α ∈Cwe have the following representations:

Fω,t (α) =
∫
X

e−α
∫ t

0 σs dsdω= 〈Ω,eitL1/2−αΩ〉,

FωT ,t (α) =
∫
X

e−α
∫ t

0 σs dsdωT = 〈Ω,eiT L1/2 eitL1/2−αΩ〉.
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It follows that the axiomatic spectral approach to NESS and PREF, described in Section 4.2 and 4.3,
applies directly to the classical setting.

The results of this section are easily adapted to the discrete time dynamical system; see [JPRB11, Sec-
tions 10 and 11] where the reader can also find non-trivial examples to which this spectral approach
applies.

4.5 Remarks

Remark 1. In the context of finite quantum systems, the α-Liouvilleans were introduced in [JOPP10,
Section 3.4], where also Part (1) of Proposition 3.2 is established. Moreover, in the same reference
α-Liouvilleans are linked to Araki–Masuda non-commutative Lp spaces [AM82]. Although we believe
that this link to modular theory is central to the understanding of the results of this work, for reasons
of space we postpone its further discussion.

Remark 2. An early discussion ofF2tm
ω,t can be found in [DR09] in the context of the Spin–Boson model.

In the same reference it is proven that for some ϑ> 0 and α ∈ (−ϑ,ϑ) the limit

lim
t→∞

1
t logF2tm

ω,t (α) (4.12)

exists and is real-analytic on (−ϑ,ϑ). The proof is based on a dynamical perturbative variant of com-
plex spectral deformation technique applied to a different class of transfer operators. Although we
consider this work pioneering, the transfer operators used there are not algebraically natural and do
not respect the fabric of the modular structure of quantum entropic fluctuations which is, in our
opinion, central for the topic. In the context of the Spin–Fermion model, the limit (4.12) has been
informally discussed at the end of [JOPP10, Section 5.4]. This discussion is in the spirit of [JP02b] and
the axiomatic scheme (Deform1)–(Deform2).

Remark 3. Returning to the classical dynamical system setting, in our opinion the closest parallel to
our spectral resonance theory described in Sections 3 and 4 is Ruelle’s abstract presentation of sta-
tistical mechanics on Smale spaces [Rue04, Section 7]. The parallel runs deep and concerns motiva-
tion/axioms selection/role of transfer operators and even certain technical aspects of the proof. The
strong abstract chaoticity assumptions of Ruelle are matched by the strong dynamical assumptions
inherent to (Deform1)–(Deform3). Ruelle’s axiomatization is motivated by the example of Anosov
diffeomorphisms, and ours by the Spin–Boson and Spin–Fermion models. The hyperbolic structure
of Anosov diffeomorphisms corresponds to strong dispersion of free quantum reservoirs and the re-
sulting dynamical Fermi Golden Rule.23

5 Proofs

5.1 Proof of Proposition 2.2

We identify Ô =O ⊗Mat2(C) with the C∗-algebra Mat2(O ) of all 2×2 matrices with entries in O . Recall
that Lfr is the standard Liouvillean of the free dynamics τfr. Then, (Lfr +V )⊗ Id+Ŵα is the semi-

23To learn more about these points, an interested reader can compare the results/presentation of [JPRB11] and of this
work.

38



Entropic Fluctuations in Statistical Mechanics II

standard Liouvillean of τ̂α, and hence

U t
α = eit ((Lfr+V )⊗Id+Ŵα) =

[
eit (Lfr+V +Wα) 0

0 eit (Lfr+V +W−α)

]

satisfies
τ̂t
α(A) =U t

αAU t∗
α

for A ∈ Ô . An elementary calculation shows that, for A ∈ Mat2(C) and ν̂= ν⊗ρ,

ν̂◦ τ̂t
α(1⊗ A) = ∑

r,s∈{±}
ρr s Asrν

(
eit (Lfr+V +Wsα)e−it (Lfr+V +Wrα)

)
,

and so it suffices to show that

ν
(
eit (Lfr+V +W−α)e−it (Lfr+V +Wα)

)
=Fancilla

ν,t (α).

Writing

eit (Lfr+V +W−α) =∆−α/2
ω eit (Lfr+V )∆α/2

ω =
[
∆−α/2
ω eit (Lfr+V )∆α/2

ω e−it (Lfr+V )
]

eit (Lfr+V ),

we note that, since Lfr and Lω = log∆ω commute and σ= δω(V ) = i[Lω,V ] ∈O ,

d

dt
eit (Lfr+V )Lωe−it (Lfr+V ) =−eit (Lfr+V )i[Lω,V ]e−it (Lfr+V ) =−τt (σ).

Thus
eit (Lfr+V +W−α) =

[
∆−α/2
ω eα(Lω−

∫ t
0 τ

s (σ)ds)/2
]

eit (Lfr+V ), (5.1)

and since α=−α, invoking Theorem 2.18(2) and recalling Relation (2.44), (5.1) gives

eit (Lfr+V +W−α) = [Dω−t : Dω]∗α
2

eit (Lfr+V ).

Reversing the sign of α we get

e−it (Lfr+V +Wα) =
(
[Dω−t : Dω]∗α

2
eit (Lfr+V )

)∗ = e−it (Lfr+V )[Dω−t : Dω] α
2

, (5.2)

and the result follows.

5.2 Proof of Proposition 2.11

The relation (5.2) gives that, for α ∈ iR,

[Dωt : Dω]α = e−it (Lfr+V )eit (Lfr+V +W2α), (5.3)

where W2α = ς−iα
ω (V )−V . Writing the Dyson expansion of the right-hand side of the previous relation,

we get

[Dωt : Dω]α =1+ ∑
n≥1

(it )n
∫

0≤θ1≤···≤θn≤1

τ−tθn (W2α) · · ·τ−tθ1 (W2α)dθ1 · · ·dθn . (5.4)
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Assumption (AnV(ϑ)) gives that the function

iR ∋α 7→W2α ∈O

has an analytic extension to the strip S(ϑ). It follows from the right-hand side of Relation (5.4) that
the same holds for the map

iR ∋α 7→ [Dωt : Dω]α ∈O .

The expansion (5.4) also yields the estimate (2.30).

5.3 Proof of Proposition 2.12

The unitarity of the Araki–Connes cocycle yields that, for α ∈ iR and t ∈R,

[Dωt : Dω]∗−α[Dωt : Dω]α = [Dωt : Dω]∗α[Dωt : Dω]α =1.

Under Assumption (AnV(ϑ)), Proposition 2.11 ensures that (AnC(ϑ)) holds so that we may analyti-
cally continue the left-hand side of this identity and conclude that, for α ∈S(ϑ),

[Dωt : Dω]−1
α = [Dωt : Dω]∗−α.

In particular, since ϑ> 1/2 by assumption, we have

B := [DωT : Dω] 1
2
∈O , and B−1 = [DωT : Dω]∗− 1

2
.

Further, the estimate (2.30) yields

DT = e−2|T |(∥σi/2
ω (V )∥+∥V ∥) ≤ 1

∥B−1∥2 ≤ B∗B ≤ ∥B∥2 ≤ e2|T |(∥σ−i/2
ω (V )+∥V ∥) =CT . (5.5)

The identities
∆1/2
ωT |ωΩ=ΩωT ,

[DωT : Dω]αΩ=∆αωT |ωΩ, α ∈ iR,

and analytic continuation give that
BΩ=ΩωT ,

and hence
ΩωT = JΩωT = JBΩ= JB JΩ= B ′Ω

where B ′ = JB J ∈M′. For α ∈]−ϑ,ϑ[ and θ ∈R, we set

A(α,θ) := ςθω
(
[Dωt : Dω]∗α

2

[Dωt : Dω] α
2

)
.

Noticing that A(α,θ) is a self-adjoint and strictly positive element of O , we derive

ωT ◦ςθω
(
[Dωt : Dω]∗α

2

[Dωt : Dω] α
2

)
= 〈B ′Ω, A(α,θ)B ′Ω〉 = 〈A(α,θ)

1
2Ω, JB∗B J A(α,θ)

1
2Ω〉
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and hence, invoking the inequalities (5.5),

DTω

(
[Dωt : Dω]∗α

2

[Dωt : Dω] α
2

)
≤ωT ◦ςθω

(
[Dωt : Dω]∗α

2

[Dωt : Dω] α
2

)

≤CTω

(
[Dωt : Dω]∗α

2

[Dωt : Dω] α
2

)
.

Setting θ = 0 yields the inequalities (2.31). Invoking Formula (2.11), we get the inequalities (2.33) by
averaging over θ.

5.4 Proof of Proposition 2.17

By the chain rule (2.4), we have

[Dωt+s : Dω]α = [Dωt+s : Dωt ]α[Dωt : Dω]α

for any s, t ∈R andα ∈ iR. Invoking Definition (2.2) and the covariance relation (2.1), we further derive

[Dωt+s : Dωt ]α =∆αωs◦τt |ω◦τt∆
−α
ω◦τt

= e−itL∆αωs |ω∆
−α
ω eitL

= e−itL [Dωs : Dω]αeitL

= τ−t ([Dωs : Dω]α),

from what the result follows.

5.5 Proof of Theorem 2.18

(1) follows from (Qu1) by differentiating the cocycle relation (2.40) at α= 0.

(2) LetΦ ∈ Dom(log∆ωt |ω) andΨ ∈ Dom(log∆ω). Differentiating the identity

〈Φ, [Dωt : Dω]iθΨ〉 = 〈e−iθ log∆ωt |ωΦ,e−iθ log∆ωΨ〉

w.r.t. θ at θ = 0 gives
〈log∆ωt |ωΦ,Ψ〉 = 〈Φ, (log∆ω+ℓωt |ω)Ψ〉,

and the first assertion follows. To prove the second one we observe that, starting with (2.5) and invok-
ing the covariance relation (2.1), we get

Ent(ωt |ω) = 〈Ωωt , log∆ω|ωtΩωt 〉 = 〈e−itLΩ, log∆ω|ωt e−itLΩ〉 = 〈Ω, log∆ω−t |ωΩ〉.

By the first assertion and Definition (2.41), we further get

Ent(ωt |ω) = 〈Ω, (log∆ω+ℓω−t |ω)Ω〉 = 〈Ω,τt (c−t )Ω〉.
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Finally, (2.42) gives that τt (c−t ) = c t , and the second assertion follows.

(3) Assumption (Qu2) and Part (1) give

d

dt
c t = d

ds
c t+s

∣∣∣
s=0

= d

ds

(
c t +τt (c s)

)∣∣∣
s=0

= τt (σ), (5.6)

from which the first assertion immediately follows. Identity (5.6) combined with the second assertion
of Part (2) give the entropy balance equation (2.43).

(4) We have

1 = 〈Ωωt ,Ωωt 〉 = 〈∆1/2
ωt |ωΩ,∆1/2

ωt |ωΩ〉 = 〈e(log∆ω+ℓωt |ω)/2Ω,e(log∆ω+ℓωt |ω)/2Ω〉. (5.7)

Araki’s perturbation theory of the KMS-structure gives

d

dt
e(log∆ω+ℓωt |ω)/2Ω

∣∣∣
t=0

=
∫ 1/2

0
∆s
ωσΩds,

see e.g. [JP14, Relation (7.3)]. Differentiating (5.7) w.r.t. t at t = 0 thus yields

0 = 2Re
∫ 1/2

0
〈∆ωΩ,∆s

ωσΩ〉ds =ω(σ).

(5) By [BBJ+23, Proposition 2.2], there exists an anti-unitary operator U on the GNS Hilbert space H

such that Θ(A) =U AU∗ for all A ∈O and U∆ωt |ωU∗ =∆ω−t |ω for all t ∈R. It follows that for α ∈ iR and
t ∈R,

Θ ([Dωt : Dω]α) = [Dω−t : Dω]−α.

Differentiating this identity at α= 0 givesΘ(ℓωt |ω) = ℓω−t |ω and hence

Θ(c t ) =Θ◦τt (ℓωt |ω) = τ−t ◦Θ(ℓωt |ω) = τ−t (ℓω−t |ω) = c−t .

Differentiating now at t = 0 givesΘ(σ) =−σ.

5.6 Proof of Proposition 3.1

(1) First we note that (AnC(ϑ)) and analytic continuation give that (2.40) holds for all α ∈S(ϑ). We
then have

U t+s
α = ei(t+s)L J [Dωt+s : Dω]α J

= ei(t+s)L Je−isL [Dωt : Dω]αeisL [Dωs : Dω]α J

=
(
eitL J [Dωt : Dω]α J

)(
eisL J [Dωs : Dω]α J

)
=U t

αU s
α,
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where we used that, for any s ∈ R, Je−isL = e−isL J . This yields the group property. To prove that this
group has the C0-property, invoking [Dav80, Proposition 1.18] it suffices to show that, for allΨ ∈H ,

lim
t→0

U t
αΨ=Ψ. (5.8)

By Vitali’s convergence theorem, combined with (AnC(ϑ)) and the bound (2.27), it is sufficient to
prove (5.8) for α ∈ iR. Using the definition of the Araki–Connes cocycle we can write

U t
α− I = eitL J∆−α

ωt |ω∆
α
ω J − I = eitL J∆−α

ωt |ω(∆αω−∆αωt |ω)J + (eitL − I ),

which leads to the bound

∥(U t
α− I )Ψ∥ ≤ ∥(∆αωt |ω−∆αω)JΨ∥+∥(eitL − I )Ψ∥,

so that it suffices to show that

s− lim
t→0

∆αωt |ω =∆αω. (5.9)

By a well known inequality [BR87, Theorem 2.5.31(b)], ∥ωt −ω∥ ≤ 2∥(e−itL − I )Ω∥→ 0 as t → 0, and
it follows from [Ara77, Lemma 4.1] that ∆1/2

ωt |ω → ∆1/2
ω in the strong resolvent sense. Applying the

well known result [RS80, Theorem VIII.20(b)] to the bounded continuous function [0,∞[∋ x 7→ x it

yields (5.9), thus establishing (5.8).

(2) For α ∈ iR the operator U t
α is the product of two unitaries, and hence is unitary.

(3) By analyticity, it suffices to prove the statement for α ∈ iR. Then

U t
αAU t∗

−α =U t
αAU t∗

α = eitL J [Dωt : Dω]α J AJ [Dωt : Dω]∗α Je−itL ,

and the statement then follows from the fact that J AJ ∈M′ commutes with the unitary [Dωt : Dω]α ∈
M.

(4) Again, by analyticity it suffices to prove the statement for α ∈ iR in which case −α= α. The iden-
tity (2.40) gives

1= τ−t ([Dω−t : Dω]α)[Dω−t : Dω]α,

and so

[Dωt : Dω]∗αe−itL = e−itL [Dω−t : Dω]α. (5.10)

Since Je−itL = e−itL J , Relation (5.10) gives

J [Dωt : Dω]∗α Je−itL = e−itL J [Dωt : Dω]α J ,

and the statement follows.

(5) The first identity in (3.2) follows from Relation (5.3). The second one follows from the first and
Relation (2.8).
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5.7 Proof of Proposition 3.2

(1) We will prove a stronger statement, namely that

eitL1/2−αΩ= [Dω−t : Dω]αΩ. (5.11)

Recalling that ∆1/2
ωt |ωΩ = Ωωt , the definitions of the transfer operator and the Araki–Connes cocycle

give

eitL1/2−αΩ=U t
1/2−αΩ= eitL J [Dωt : Dω] 1

2−α JΩ

= eitL J∆1/2−α
ωt |ω ∆−1/2+α

ω JΩ= eitL J∆1/2−α
ωt |ω Ω= eitL J∆−α

ωt |ωΩωt .

Using the fact thatΩωt = e−itLΩ and Relation (2.1), we get

eitL1/2−αΩ= eitL J∆−α
ωt |ωe−itLΩ= JeitL∆−α

ωt |ωe−itLΩ

= J∆−α
ω|ω−t

JΩ=∆αω−t |ωΩ= [Dω−t : Dω]αΩ,

and hence
F2tm
ω,t (α) =ω([Dω−t : Dω]α) = 〈Ω, [Dω−t : Dω]αΩ〉 = 〈Ω,eitL1/2−αΩ〉.

(2) Relations (4.4) and (5.11) yield

F
qpsc
ωT ,t (α) =ωT ([Dω−t : Dω]α) = 〈Ω,eiT L1/2 [Dω−t : Dω]αΩ〉 = 〈Ω,eiT L1/2 eitL1/2−αΩ〉.

(3) It follows from (5.11) that

∆−α/2
ω eitL1/2−αΩ=∆−α/2

ω ∆αω−t |ω∆
−α/2
ω Ω= [Dω−t : Dω]∗α

2

[Dω−t : Dω] α
2
Ω, (5.12)

where we used that α=−α for α ∈ iR. Relations (4.4) and (5.12) further yield

Fancilla
ωT ,t (α) =ωT

(
[Dω−t : Dω]∗α

2

[Dω−t : Dω] α
2

)
= 〈Ω,eiT L1/2∆−α/2

ω eitL1/2−αΩ〉 = 〈Ω,eiT L1/2∆−α/2
ω eitL1/2−α∆α/2

ω Ω〉,

and the desired identity follows immediately from Relation (3.4).

(4) The stated analytic extensions all follow from Assumption (AnV(ϑ)) and Definitions (2.15), (2.45),
(3.2) and (3.3).

5.8 Proof of Proposition 4.1

The argument follows the proof of Paley–Wiener’s theorem [Rud87, Theorem 19.2]. We provide the
details.
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Recall that m, M are given by (4.1). For R ≥ R0 = |r|+ r +1 and a > γ+m, let ΓR be the rectangle with
vertices {±R − iγ,±R + ia}, and note that r is inside ΓR . The only singularity of the function

z 7→ f (z) = 〈φ, (z −L)−1ψ〉

inside ΓR is a pole of order N ≥ 1 at r and so

1

2πi

∮
ΓR

e−it z f (z)dz = p(t )e−itr,

where p is a polynomial of degree N −1 such that p(0) is the residue of f at r. Note that, in particular,
p is constant and equals to this residue if N = 1. We analyze separately the integrals over the four
sides of the rectangle ΓR as R →∞ along a well-chosen sequence, assuming that t ≥ 1.

Consider first the integral over the bottom side of ΓR . An integration by parts gives

I1(R, t ) =
∫ R

−R
e−it (x−iγ) f (x − iγ)dx = e−γt

it

[∫ R

−R
e−it x f ′(x − iγ)dx +B

]
(5.13)

where
B = eiRt f (−R − iγ)−e−iRt f (R − iγ).

Assumption (4.2) for j = 1 gives that both the integral and the boundary terms B in (5.13) are uni-
formly bounded with respect to R ≥ R0 and t ≥ 1. More precisely, one has the bound

sup
R≥R0

|I1(R, t )| ≤ K e−γt , (5.14)

where

K = 2
∫

|x|>r

| f ′(x − iγ)|dx +
∫

|x|<r

| f ′(x − iγ)|dx +| f (−R0 − iγ)|+ | f (R0 − iγ)|. (5.15)

We now consider the integrals over the vertical sides ∓R + i[−γ, a]. Let

I2(±R, t ) =±
∫ a

−γ
eit (±R+iy) f (±R + iy)dy.

The Cauchy-Schwarz inequality gives

|I2(±R, t )|2 ≤
(∫ a

−γ
e−2t y dy

)
g (±R),

where

g (R) =
∫ a

−γ
| f (±R + iy)|2dy.

Assumption (4.2) for j = 0 yields that the function R 7→ g (−R)+g (R) is integrable on [R0,+∞[, and so
there exists a sequence (Rk )k∈N∗ such that limk→∞ Rk =∞ and limk→∞ g (±Rk ) = 0. It follows that

lim
k→∞

I2(±Rk , t ) = 0. (5.16)

45



Benoist, Bruneau, Jakšić, Panati, Pillet

We now consider the integral over the top side of ΓR ,

I3(R, t ) =−eat
∫ R

−R
e−it x f (x + ia)dx.

Since a > m we have that, for x ∈R,

f (x + ia) = 〈φ, (x + ia −L)−1ψ〉 =−i
∫ ∞

0
eit (x+ia)〈φ,e−itLψ〉dt ,

and so the left-hand side is the Fourier transform of the L2-function

t 7→ −ie−at 〈φ,e−itLψ〉1]0,∞[(t ).

The Plancherel theorem gives that

lim
k→∞

I3(Rk , t ) = 2πi〈φ,e−itLψ〉1]0,∞[(t )

where the limit is in L2(R,dt ) and the Rk are as in (5.16). Hence, there exists a subsequence (Rkn )n∈N
such that for a.e. t ≥ 1

lim
n→∞ I3(Rkn , t ) = 2πi〈φ,e−itLψ〉.

Combining (5.14) and (5.16) we derive that for a.e. t ≥ 1, and with K given by (5.15),

|〈φ,e−itLψ〉−e−irt p(t )| ≤ K e−γt . (5.17)

Since both sides in (5.17) are continuous w.r.t. t , (5.17) holds for all t ≥ 1.

5.9 Proof of Proposition 4.2

Since 〈φ,e−itLψ〉 = e−itrp(t )+R(t ), with p a polynomial of degree N −1 and

|R(t )| ≤ K e−γt , (5.18)

we have, for z ∈C such that Im z > m,

〈φ, (z −L)−1ψ〉 =−i
∫ ∞

0
eit z〈φ,e−itLψ〉dt = q(z − r)

(z − r)N
− i

∫ ∞

0
eizt R(t )dt , (5.19)

where q is a polynomial of degree N −1. From the estimate (5.18), we deduce that the Laplace trans-
form

z 7→
∫ ∞

0
eizt R(t )dt

has an analytic continuation to the half-plane Im z >−γ. This proves the first part of the proposition.

Turning to the resolvent estimates (4.3), we deal first with the case j = 0. Let 0 < µ< γ and r > |r|+1.
It follows from (5.19) that for all y >−µ and |x| > r we can write

〈φ, (x + iy −L)−1ψ〉 = q(x − r+ iy)

(x − r+ iy)N
+ ĝ (x), (5.20)
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where

ĝ (x) =−i
∫ ∞

0
eit x e−t y R(t )dt .

There is a constant C > 0 such that, in the region |x| > r , the modulus of the first term on the right-
hand side of Relation (5.20) is bounded, uniformly in y , by the function x 7→ C

|x−Rer| , which is square
integrable on this region. The second term is the Fourier transform of the function

g (t ) =−ie−t y R(t )1]0,∞[(t ),

which is such that ∫
R
|g (t )|2dt ≤ K 2

2(γ+ y)
≤ K 2

2(γ−µ)
.

The Plancherel theorem gives that the L2-norm of ĝ is uniformly bounded for y >−µ.

In the case j = 1 we note that, for some polynomial q̃ of degree N −1,

∂x〈φ, (x + iy −L)−1ψ〉 = q̃(x − r+ iy)

(x − r+ iy)N+1
+

∫ ∞

0
eit x e−t y tR(t )dt ,

where the first term on the right-hand side is bounded, uniformly in y , by a function x 7→ C̃
|x−Rer|2

which is integrable on the region |x| > r . To deal with the second term we perform two integrations
by parts, obtaining∫ ∞

0
eit x e−t y tR(t )dt =− 1

(x + iy)2

(
R(0)+

∫ ∞

0
eit x e−t y (2R(1)(t )+ tR(2)(t ))dt

)
,

which is clearly integrable on the region |x| > r , uniformly for y >−µ.

5.10 Proof of Theorem 4.4

By Proposition 3.2(1+4), the formula

F2tm
ω,t (α) = 〈Ω,eitL1/2−αΩ〉

holds for α satisfying
∣∣Re

(
α− 1

2

)∣∣ < ϑ. Assumption (Deform2)(d) and Proposition 4.1 applied to φ =
ψ=Ω and L =−L1/2−α give that

〈Ω,eitL1/2−αΩ〉 = e−itE ( 1
2−α)pα(t )+O(e−tγ),

where pα is a non-zero polynomial by the first condition in (Deform2)(g)24 and γ>− ImE ( 1
2 −α). It

follows that
lim

t→∞
1
t log〈Ω,eitL1/2−αΩ〉 =−iE

(1
2 −α

)
(5.21)

for −ϑ+ 1
2 < Reα < ϑ+ 1

2 and | Imα| < ζ. This gives the existence of the first limit in (4.9). Part (1)
follows from (5.21) and the observation that F2tm

ω,t (α) > 0 for α ∈]−ϑ,ϑ[.

24Recall from the proof of Proposition 4.1 that pα(0) = 〈Ω,R 1
2 −αΩ〉.
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Next, Definition (2.45), Theorem 4.3 and (Deform2)(a) give that

F
qpsc
ω+,t (α) =ω+([Dω−t : Dω]α) = 〈Ω,R1/2D−1[Dω−t : Dω]αΩ〉,

for α ∈ B(ϑ,ζ). Invoking Relation (5.11) we further obtain

F
qpsc
ω+,t (α) = 〈D−1R∗

1/2Ω,eitL1/2−αΩ〉.
Assumption (Deform2)(c) allows us to write

〈D−1R∗
1/2Ω, (z +L1/2−α)−1Ω〉 = 〈D−2R∗

1/2Ω,D(z +L1/2−α)−1DΩ〉,
and so we can combine Assumption (Deform2)(d+e+g) and Proposition 4.1 with φ= D−1R∗

1/2Ω, ψ=
Ω, and L =−L1/2−α. This yields the third limit in (4.9) for −ϑ+ 1

2 < Reα<ϑ and | Imα| < ζ.

The second limit is handled by a very similar argument. Definition (2.15), Theorem 4.3 and (De-
form2)(b) give that, for α ∈ B(ϑ,ζ),

Fancilla
ω+,t (α) =ω+([Dω−t : Dω]∗α

2

[Dω−t : Dω] α
2

) = 〈D−1R∗
1/2Ω, [Dω−t : Dω]∗α

2

[Dω−t : DΩ] α
2
Ω〉.

Relation (5.12) further gives

Fancilla
ω+,t (α) = 〈∆−α/2D−1R∗

1/2Ω,eitL1/2−αΩ〉.
Again (Deform2)(c) allows us to write

〈∆−α/2D−1R∗
1/2Ω, (z +L1/2−α)−1Ω〉 = 〈D−1∆−α/2D−1R∗

1/2Ω,D(z +L1/2−α)−1DΩ〉,
and, invoking (Deform2)(f), we conclude the proof in the same way as in the case of the third limit.

5.11 Proof of Theorem 4.5

It suffices to show that, given α0 ∈ B(ϑ,ζ) and a small enough open neighborhood U ∋ α0 satisfying
Conditions (Deform3), the function α 7→ E (α) is analytic in U . We set R = supα∈U |E (α)|+ rU +1 and
fix γ such that

max(0,− inf
α∈U

ImE (α)) < γ<µ.

By Assumptions (Deform3)(b+c) one has

K = sup
α∈U

(
2
∫ +∞

−∞
|〈Ω, (x − iγ+Lα)−2Ω〉|dx +|〈Ω, (−R − iγ+Lα)−1Ω〉|+ |〈Ω, (+R − iγ+Lα)−1Ω〉|

)
<∞.

We first note that α 7→ ft (α) = 〈Ω,eitLαΩ〉 is analytic by (3.1) and (AnC(ϑ)). From the proof of Propo-
sition 4.1 we further get that

ft (α) = e−itE (α)pα(t )+Ft (α),

where pα is a non-zero polynomial and supα∈U |Ft (α)| ≤ K e−γt . Thus, for large enough T > 0, one has{
ft (α) | t ≥ T,α ∈U

}⊂C∗. It follows that, for t ≥ T , log ft (α) has an holomorphic branch satisfying

1
t log ft (α) =−iE (α)+O(t−1),

so that Weierstrass convergence theorem allows us to conclude that E is holomorphic on U .
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