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DIRAC BAG MODEL ON THIN DOMAINS:
A MICROLOCAL VIEWPOINT

LOÏC LE TREUST, THOMAS OURMIÈRES-BONAFOS, AND NICOLAS RAYMOND

Abstract. The Dirac operator is considered on a bidimensional domain whose boundary
carries the infinite mass boundary condition. The analysis is focused on the existence of
discrete spectrum and on its asymptotic description in the thin width limit. We revisit a
recent result by using an alternative view point inspired by microlocal analysis.
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1. Motivation and main theorem

1.1. Framework and motivation. We consider a smooth simple curve with an arc-length
parametrization γ : s ∈ I 7→ γ(s) ∈ R2, where I = R or I = R

/
ℓZ for ℓ > 0. We consider

the normal n = γ′⊥ such that (γ′,n) is a direct orthonormal basis and we consider, for all
(s, t) ∈ Sϵ := I × (−ϵ, ϵ),

Γ(s, t) = γ(s) + tn(s) = x = (x1, x2) . (1.1)

We assume that, for ϵ small enough, Γ is injective and we let Ωϵ = Γ(Sϵ). When I = R, Ωϵ

is a waveguide of width 2ϵ and when I = R
/
ℓZ, it is the tubular neighborhood of the closed

curve Γ of width 2ϵ (see Figure 1). The curvature of γ, represented by κ(s), is characterized
by

γ′′(s) = κ(s)n(s)
for all s ∈ I. Furthermore, when ℓ < +∞, we assume that the parametrization γ is anti-
clockwise i.e.,

∫ ℓ

0
κ(s)ds = 2π.

γ(s)
n(s)

γ′(s)

2ε

2ε

γ(s)

n(s)

γ′(s)

Figure 1. Closed and open waveguides

We are interested in the Dirac operator

Dϵ = σ1Dx1 + σ2Dx2 +mσ3 , with D = −i∂ , m ∈ R , (1.2)

equipped with the domain

Dom(Dϵ) = {ψ ∈ H1(Ωϵ,C2) : −iσ3(σ ·N)ψ = ψ , on ∂Ωϵ} ,
where N is the outward pointing normal to the boundary. The boundary conditions are the
so-called "infinite mass boundary conditions". Note that the boundary ∂Ωϵ has two connected
components given by ∂Ω±

ϵ = Γ(I × {±ϵ}). In the + case, we have N(s) = n(s) and in the −
case, we have N(s) = −n(s).
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The operator (Dϵ,Dom(Dϵ)) is self-adjoint (see [3, Ex. 4.20 & Thm. 4.11] or [5, 8] in
this specific context). The aim is to provide a spectral description of this operator in the
regime ϵ → 0. By doing so, one will revisit recent results [8, 9, 13] and provide the reader
with an alternative and unifying view point, which might be of interest to tackle the spectral
theory of Dirac operators. The main results of this article are Theorems 1.1 & 1.2 below.
They have already been proved in [9, 13] by considering the square of the Dirac operator
and by using the well-known strategy of dimensional reduction for Schrödinger operators, see
for instance [17, Chapter 11], inspired by the famous Born-Oppenheimer approximation [7].
This strategy of reduction to Schrödinger operators is often used to investigate the spectrum
of Dirac operators, see, for instance, [2], [4, Section 8], [16] or [14]. In the present article,
we want to point out another strategy taking advantage of recent theoretical advances in
the semiclassical spectral theory of magnetic Schrödinger operators (see, for instance, [6, 10]
in 2D or [11, 1] in 3D for recent applications). As we explain in Section 1.3, the effective
operators appearing in [9, 13] are nothing but Taylor approximations of an already known
effective pseudodifferential operator obtained in a general context including (non-necessarily
selfadjoint) Schrödinger and Dirac operators, see [12, Chapitre 3].

1.2. Statement of the main results. We start with the result concerning a waveguide, that
is the case where s ∈ I = R in (1.1). We denote by N the number of negative eigenvalues
(with multiplicity) of D2

s − κ2

π2 . For µ ∈ R, we denote by ν1(0, µ), the first positive eigenvalue
of the transverse Dirac operator σ2(−i∂t) + µσ3 equipped with the domain

{ψ ∈ H1((−1, 1),C2) : ∓σ1ψ(±1) = ψ(±1)} .
Theorem 1.1. The spectrum of Dϵ is symmetric with respect to 0. Moreover, we have, for
all ϵ > 0,

spess(Dϵ) = (−∞,−ϵ−1ν1(0, ϵm)] ∪ [ϵ−1ν1(0, ϵm),+∞) .

In addition, for ϵ small enough, the positive discrete spectrum contains at least N elements,
and for all j ∈ {1, . . . , N}, we have

λ+j (Dϵ) = ϵ−1ν1(0, ϵm) +
2ϵ

π
λj

(
D2

s −
κ2

π2

)
+ o(ϵ) .

When we are interested in the tubular neighborhood of a closed curve, that is s ∈ I = R
/
ℓZ

in (1.1), the analogue of Theorem 1.1 reads as follows.

Theorem 1.2. For all j ∈ N, there holds

λ+j (Dϵ) = ϵ−1ν1(0, ϵm) +
2

π
ϵλj

((
Ds +

π + 2

ℓ

)2

− κ2

π2

)
+ o(ϵ).

Remark 1.3. In Theorem 1.2, using the asymptotic expansion

ϵ−1ν1(0, ϵm) =
π

4ϵ
+

2

π
m+m2

( 2
π
− 16

π3

)
ϵ+ o(ϵ),

one recovers the main result of [13].

Theorems 1.1 & 1.2 are the consequences of the same proof. The only difference is that
the effective operator obtained for I = R and the one obtained for I = R

/
ℓZ can be reduced

either in D2
s − κ2

4
in the first case whereas in the second case, the length of the closed curve

appears in a magnetic type extra term (which vanishes as ℓ→ +∞).



4 L. LE TREUST, T. OURMIÈRES-BONAFOS, AND N. RAYMOND

1.3. Strategy of the proof. As we said, the main interest of this article is to point out a
new strategy to tackle the spectral analysis of Dirac operators. Let us explain its main lines.
In Section 2, we use the canonical unitary transform associated with the change of variable
Γ and we reduce the analysis to that of Dϵ, a Dirac operator on a strip when I = R or
a rectangle when I = R

/
ℓZ with homogeneous boundary conditions, see Theorem 2.1. We

stress out that this theorem has already been proved in [8, Section 3.1]. We recall its proof for
the sake of completeness. Section 3 is devoted to the determination of the essential spectrum
and to the study of the dispersion curves of the Dirac operator Dϵ when the curve γ(R) is a
line, see Proposition 3.1. Once again, this elementary proposition has already been proved,
see [8, Section 2]. Notice that our proof highlights the underlying supersymmetric structure
of the fibered Dirac operators.

The main novelty of this paper appears in Section 4. There, we see Dϵ as a pseudodif-
ferential operator with operator-valued symbol, see Proposition 4.4. The principal operator
appearing in the expansion is D0 is the operator at infinity studied in Section 3. The spectral
analysis of its principal symbol, denoted by d0, has also been completed in Section 3. At this
stage, we are in position to apply a version of a microlocal dimensional reduction known as
the Grushin method based on the ideas of Sjöstrand (see [18]) and Martinez (see [15]) and
generalized by Keraval in [12]. In essence, the effective operator derivated in [9, Theorem
4] to describe the spectrum of Dϵ is an approximation of the general effective operator (the
“Schur complement”) involved in the Grushin method, whose expression is already known in
a general context. Hopefully, this strategy will inspire further developements in the study of
Dirac operators.

The core of this method is the object of Section 4.3 where we construct a “parametrix”,
that is an approximate inverse of an augmented version of Dϵ − z (where z lies in the region
where we want to describe the specrum), see Proposition 4.11. This construction is that given
in [12, Chapitre 3] and is simply based on finding an inverse of the principal symbol d0 − z
(see Lemma 4.9) and on an application of the composition formula for pseudodifferential
operators, see [12, Théorème 2.1.12]. If we look at the remainders in Corollary 4.12, we
understand that we need to prove some a priori estimates of the eigenfunctions to control
their H2-norm with respect to the curvilinear abscissa. This is the aim of Section 4.2 where
we prove that the eigenfunctions are essentially microlocalized in a bounded region in ξ. This
allows to control the remainders in Corollary 4.12. Finally, Section 4.4 is devoted to the
spectral consequences of Corollary 4.12. In fact, this corollary relates the spectrum of Dϵ to
that of a pseudodifferential operator in one dimension. The symbol of this effective operator
is given in (4.25), whose spectrum can be estimated by classical means (the principal symbol
has a unique minimum, which is non-degenerate), see Proposition 4.13.

2. Reduction to a normal form

2.1. The normal form. In order to perform our spectral analysis, it is convenient to put Dϵ

in a normal form. By this, we just mean that we should write the action of operator in the
coordinates system (s, t) and conjugate the operator with an appropriate weight to remain
in a canonical L2-space.

Theorem 2.1. Let us consider the Dirac operator acting in the Hilbert space L2(S1, dsdt) as

Dϵ = ϵ
σ1
2

[
(1− ϵtκ)−1

(
Ds +

π

ℓ

)
+
(
Ds +

π

ℓ

)
(1− ϵtκ)−1

]
+ σ2Dt +mϵσ3 ,
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with domain
Dom(Dϵ) = {ψ ∈ H1(S1,C2) : ψ2(s,±1) = ∓ψ1(s,±1)} ,

where ℓ is the length of the curve γ (ℓ = +∞ is the strip case). Then, Dϵ is unitarily
equivalent to ϵ−1Dϵ. Moreover, the spectrum of Dϵ is symmetric with respect to 0.

2.2. Proof of Theorem 2.1. Let us describe the action of Dϵ in the tubular coordinates
(s, t) given by x = Γ(s, t) = γ(s) + tn(s) with Γ defined in (1.1). By using the chain rule, we
can write Jac Γ(s, t)−T =

(
g−1γ′(s) ,n(s)

)
, and

∇x = γ′g−1∂s + n∂t ,

with g : (s, t) 7→ (1− tκ(s)). We obtain that

Dϵ = σ ·D +mσ3 = g−1(σ · γ′)(Ds) + (σ · n)(Dt) +mσ3

which acts on the weighted space L2(Sϵ, gdsdt). We flatten the metric thanks to a change of
unknown ũ = g1/2u. More precisely, by conjugation by g1/2, we obtain

−ig1/2∂sg−1/2 = −i∂s −
itκ′

2g
, and − ig1/2∂tg

−1/2 = −i∂t −
iκ

2g
,

and the unitarily equivalent operator

g−1(σ · γ′)(−ig1/2∂sg−1/2) + (σ · n)(−ig1/2∂tg−1/2) +mσ3 ,

= g−1(σ · γ′)(−i∂s −
itκ′

2g
) + (σ · n)(−i∂t −

iκ

2g
) +mσ3 .

Let us recall that the Dirac equation is covariant. In particular, if γ′(s) = eiθ, then ∂sθ(s) =
κ(s),

eiσ3θ/2σ · γ′e−iσ3θ/2 = σ1 , eiσ3θ/2σ · ne−iσ3θ/2 = σ2 ,

and
eiσ3θ/2(−i∂s)e−iσ3θ/2 = (−i∂s)−

κσ3
2
.

Nevertheless, when I = R
/
ℓZ,

(
s 7→ eiσ3θ(s)/2

)
is not necessarily ℓ-periodic. Thus, the con-

jugation by this function does not preserve the Hilbert space L2(Sϵ,C2) which by definition
encodes ℓ-periodic conditions in the s-variable. An alternative is to consider K0 : I → R, the
function defined for s ∈ I by

K0(s) =

∫ s

0

(κ
2
− π

ℓ

)
ds .

Then, if α ∈ R is such that γ′(0) = eiα, the function
(
s ∈ I 7→ e−i(σ3

K0+α
2

+
K0−α

2 )
)

is s-periodic.
Moreover, there holds

ei(σ3
K0+α

2
+

K0−α
2 )σ · γ′e−i(σ3

K0+α
2

+
K0−α

2 ) = σ1 , ei(σ3
K0+α

2
+

K0−α
2 )σ · ne−i(σ3

K0+α
2

+
K0−α

2 ) = σ2 ,

and

ei((σ3
K0+α

2
+

K0−α
2 ))(−i∂s)e−i(σ3

K0+α
2

+
K0−α

2 ) = (−i∂s)−
κσ3
2

+
κ

2
−K ′

0 = (−i∂s)−
κσ3
2

+
π

ℓ
.

so that a conjugation by e−i(σ3θ
2

+ θ
2
−K0) leads to

g−1σ1(−i∂s −
itκ′

2g
+
π

ℓ
) + σ2(−i∂t) +mσ3
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which can be rewritten in an explicitly symmetric form as
σ1
2

(
g−1(Ds +

π

ℓ
) + (Ds +

π

ℓ
)g−1

)
+ σ2(Dt) +mσ3 .

The conclusion follows by using a dilation.

3. Dirac operator on the straight strip

The goal of this section is to study the spectrum of D0, the operator on the straight strip
S1 := R× (−1, 1) defined as

D0 = ϵσ1Ds + σ2Dt + µσ3 with µ ∈ R .

The domain of D0 is

Dom(D0) =
{
ψ ∈ H1(S1,C2) : ∓σ1ψ(·,±1) = ψ(·,±1)

}
.

Thanks to the Fourier transform, it is sufficient to study the family of one-dimensional Dirac
operators defined for ξ ∈ R, as

d0 = d0,ξ,µ := ξσ1 + σ2Dt + µσ3 ,

acting on
Dom(d0,ξ,µ) =

{
ψ ∈ H1((−1, 1),C2) : ∓σ1ψ(±1) = ψ(±1)

}
.

The properties of this family of operators are gathered in the following proposition whose
proof can be found further in Appendix A.

Proposition 3.1. The following holds.
1. For all ξ, µ ∈ R, the operator d0,ξ,µ is self-adjoint with compact resolvent and is in-

vertible. Its spectrum is symmetric with respect to 0 and the eigenvalues are simple
and denoted by

Spec(d0,ξ,µ) = {±νj(ξ, µ) | j ⩾ 1} ,
where (νj(ξ, µ))j⩾1 ⊂ (0,+∞) is an increasing sequence that tends to +∞. Moreover,
for all j, νj(ξ, µ) are smooth functions of ξ and µ.

2. For ξ = 0, µ ∈ R and j ⩾ 1, we have

ν1(0, µ) −→
µ→−∞

0 ,

ν1(0, µ) ∼
µ→+∞

|µ| ,

νj(0, µ) ∼
µ→±∞

|µ| , j ⩾ 2 ,

(see Figure 2) and around 0,

ν1(0, µ) =
π

4
+

2

π
µ+

(
−16

π3
+

2

π

)
µ2+

(
256

π5
− 80

3π3

)
µ3+

(
−5120

π7
− 8

π3
+

1792

3π5

)
µ4+O

(
µ5
)

with an associated normalized eigenvector

φ0,µ,1 : t 7−→ c

(
cos(kt)

cos(k)
e2 −

sin(kt)

sin(k)
e1

)
,
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where e1, e2 denote the vectors of the canonical basis of R2, k = k(µ) is the first
positive solution to

µ = − k

tan(2k)
,

and

c =

(
k sin2(2k)

4k − sin(4k)

) 1
2

.

φ0,µ,−1 := σ1φ0,µ,1 is a normalized eigenvector associated to −ν1(0, µ).
3. For ξ, µ ∈ R, j ⩾ 1, we have

νj(ξ, µ) =
√
ξ2 + νj(0, µ)2 ,

and

φξ,µ,1 = cξ

(
I2 +

ξ√
ξ2 + ν(0, µ)2 + ν(0, µ)

σ1

)
φ0,µ,1 ,

φξ,µ,−1 = cξ

(
σ1 −

ξ√
ξ2 + ν(0, µ)2 + ν(0, µ)

I2

)
φ0,µ,1 ,

are normalized eigenvectors associated with ±ν1(ξ, µ) where

cξ =

(√
ξ2 + ν1(0, µ)2 + ν1(0, µ)

2
√
ξ2 + ν1(0, µ)2

) 1
2

.

4. We have

Spec(D0) = (−∞,−ν1(0, µ)] ∪ [ν1(0, µ),+∞) ,

and

spess(Dϵ) = ϵ−1sp(D0) = (−∞,−ϵ−1ν1(0,mϵ)] ∪ [ϵ−1ν1(0,mϵ),+∞) .

where Dϵ is defined in (1.2).

Figure 2 plots some dispersion curves µ 7→ νj(0, µ).

4. Dimensional reduction

Let us now focus on the description of the discrete spectrum. Since the spectrum is sym-
metric with respect to 0, we may focus on the possible (necessarily discrete) positive spectrum
of Dϵ in [0, ν1(0,mϵ)). We recall that

Dϵ = ϵ
σ1
2

[
(1− ϵtκ)−1

(
Ds +

π

ℓ

)
+
(
Ds +

π

ℓ

)
(1− ϵtκ)−1

]
+ σ2Dt +mϵσ3 .
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Figure 2. Curves of the eigenvalues (νj(0, µ))j=1,...,5

4.1. A pseudodifferential view point. The operator Dϵ can be regarded as an ϵ-pseudo-
differential operator with an operator-valued (Weyl) symbol relative to the curvilinear co-
ordinate s. In this article, we employ the Weyl quantization. The formal expression for a
symbol p is given by

pWψ(s) =
1

2πϵ

∫

R2

ei(s−y)ξ/ϵp

(
s+ y

2
, ξ

)
ψ(y)dydξ . (4.1)

For instance, the differential operator σ1ϵDs is such an operator, and its symbol is simply ξσ1.
This symbol belongs to the class of symbols S1(R2,L (A ,B)), where we used the notation
for all η ∈

[
0, 1

2

)
(removing the reference to η when η = 0).

Sm
η (R2,L (A ,B))

= {p ∈ C ∞(R2,L (A ,B)) : ∀(α, β) , ∃Cα,β > 0 , ∥∂αs ∂βξ p∥L (A ,B) ⩽ Cα,βϵ
−(α+β)η⟨ξ⟩m} ,

with
A = {u ∈ H1(I,C2) : u2(±1) = ∓u1(±1)} , B = L2(I,C2) , (4.2)

where A is equipped with the usual H1-norm. When there is no ambiguity we write
Sm
η (R2) := Sm

η (R2,L (A ,B)) and Sm(R2) := Sm(R2,L (A ,B)).

Remark 4.1. When ℓ < +∞, we additionally assume that the symbols are ℓ-periodic in the
spatial variable and we consider the modified Weyl quantization

pW̃ψ(s) =
1

2πϵ

∫

R2

ei(s−y)(ξ−π
ℓ
)/ϵp

(
s+ y

2
, ξ

)
ψ(y)dydξ .
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which quantizes the symbol
(
(s, ξ) 7→ ξ

)
in (ξ)W̃ = ϵ(Ds +

π
ℓ
). We refer to [20, §5.3.1] for a

short discussion on the quantization of periodic symbols and, from now on and for the sake
of presentation, we focus on the strip case (ℓ = +∞).

4.1.1. Standard tools about pseudodifferential operators. For further uses, we recall several
results about ϵ-pseudodifferential operators with operator valued symbols. They can be found
in [12]. The first one concerns the composition theorem that can be found, e.g., in [12,
Théorème 2.1.12].

Theorem 4.2 (Composition). Let X ,Y ,Z be three Banach spaces. Let a ∈ Sm
η (R2,L (Y ,Z ))

and b ∈ Sd
η(R2,L (X ,Y )) there holds

aW bW = (a♯b)W

with a♯b ∈ Sm+d
η (R2,L (X ,Z )) and verifying

a♯b =
N∑

k=0

1

k!

(
iϵ

2

)k

σ(DX ;DY )
k(a(X)b(Y ))|Y=X + ϵ(N+1)(1−2η)rN+1,

with rN+1 ∈ Sm+d
η (R2,L (X ,Z )). Here X = (s, ξ), Y = (ς, p) and σ(DX ;DY ) = −∂ξ∂ς +

∂s∂p.
In particular, for all N ∈ N, if supp(a) ∩ supp(b) = ∅, a♯b = ϵ(N+1)(1−2η)rN+1.

We will also use the following Calderón-Vaillancourt theorem adapted for operator-valued
pseudodifferential operators (see [12, Théorème 2.1.16]).

Theorem 4.3 (Calderón-Vaillancourt). Let X ,Y be Banach spaces. If a ∈ Sη(R2,L (X ,Y ))
then

aW : L2(R,X ) → L2(R,Y )

and there exists ϵ0, C,M > 0 such that for all ϵ ∈ (0, ϵ0) there holds

∥aW∥L (L2(R,X ),L2(R,Y )) ⩽ C
∑

|α|⩽M

ϵ
|α|
2 sup

(s,ξ)∈R2

∥∂αa(s, ξ)∥L (X ,Y ).

4.1.2. A pseudodifferential viewpoint. The symbol of Dϵ can be easily computed since it is a
differential operator of order 1 (see [20, Theorem 4.5]) and we have

Dϵ = dWϵ , with dϵ = σ2Dt + (1− tϵκ(s))−1ξσ1 + µσ3 .

Remark that dϵ ∈ S1(R2,L (A ,B)) because for ϵ small enough (1 − tϵκ(s))−1 belongs to
S0(R2) and by the composition Theorem 4.2, (1−ϵtκ(s))−1σ1ϵ

(
Ds +

π
ℓ

)
is an ϵ-pseudodifferential

operator whose symbol belongs to S1(R2). Actually, by observing that

(1− ϵtκ(s))−1 =
+∞∑

j=0

κ(s)jtjϵj ,

we have the following.

Proposition 4.4. We can write

Dϵ = D0 + ϵD1 + . . .+ ϵNRN(ϵ) ,
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where

D0 = ϵσ1(Ds +
π

ℓ
) + σ2Dt + µσ3 , D1 =

t

2
σ1ϵ(κ(Ds +

π

ℓ
) + (Ds +

π

ℓ
)κ) ,

and RN(ϵ) being an ϵ-pseudodifferential operator with operator-valued symbol in S1(R2).
Moreover, we can also write the following expansion (in the topology of S1(R2,L (A ,B)))

of the symbol dϵ of Dϵ:
dϵ = d0 + ϵd1 + . . .+ ϵNrN(ϵ) ,

where
d0 = ξσ1 + σ2Dt + µσ3 , d1 = tκ(s)ξσ1 , d2 = (tκ(s))2ξσ1 . (4.3)

4.2. Microlocalization estimates. This section is devoted to the proofs of Lemmas 4.5 to
4.6. Lemma 4.5 establishes elliptic estimates. Lemma 4.6 further states that these eigenfunc-
tions are microlocalized near ξ = 0. These considerations will be instrumental in estimating
the remainders in our approximate parametrix construction in Section 4.3. The reader may
skip the proofs on a first reading.

Lemma 4.5 (Elliptic estimates). Let M > 0 and k ∈ N∗. There exist ϵ0 > 0 and C > 0 such
that for all ϵ ∈ (0, ϵ0) and all eigenfunctions ψ of Dϵ associated with an eigenvalue 0 ⩽ λ ⩽M
we have

∥(⟨ξ⟩k)Wψ∥L2(R,A ) ⩽ C∥ψ∥ .
where the Weyl quantization is defined in (4.1).

Proof. Let M > 0, λ ∈ [0,M ] an eigenvalue of the operator Dϵ and ψ an associated eigen-
function. As there holds Dϵψ = λψ, it gives

D0ψ = λψ − ϵ (ξσ1r
ϵ
1)

W ψ , (4.4)

with rϵ1 : (s, t) 7→ tκ
1−ϵtκ

. The proof is divided into several steps.

Step 1. Let us start with some estimates on ϵ (ξσ1r
ϵ
1)

W ψ. Since ξσ1rϵ1 ∈ S1
0(R2,L (B)) and

⟨ξ⟩s ∈ Ss
0(R2,L (B)) for all s, Theorem 4.2 and the Calderón-Vaillancourt theorem (Theorem

4.3) ensure that there exists a positive constant C such that

∥ϵ(⟨ξ⟩k)W (ξσ1r
ϵ
1)

W ψ∥ = ∥ϵ(⟨ξ⟩k)W (ξσ1r
ϵ
1)

W (⟨ξ⟩−(k+1))W (⟨ξ⟩(k+1))Wψ∥ ⩽ Cϵ∥(⟨ξ⟩(k+1))Wψ∥ .
(4.5)

Step 2. Let f ∈ L2(S1,C2) be such that (⟨ξ⟩k)Wf ∈ L2(S1,C2). Define ψ = D−1
0 f ∈

Dom(D0), where Dom(D0) is as specified in Theorem 2.1 (Proposition 3.1 ensures that D0 is
invertible). We assert that (⟨ξ⟩k)Wψ ∈ Dom(D0). Indeed, for any φ ∈ Dom(D0) ∩ C ∞

c (S1)
and almost any ξ ∈ R, since d0 is self-adjoint, we have

⟨d0φ̂, ψ̂⟩ = ⟨φ̂, d0ψ̂⟩ = ⟨φ̂, f̂⟩.
Therefore, since (⟨ξ⟩k)Wf ∈ L2(S1,C2), we obtain the following estimate for the distributional
pairing:

|⟨(⟨ξ⟩k)WD0φ, ψ⟩D,D′| =
∣∣∣∣
∫

R
⟨ξ⟩k⟨d0φ̂, ψ̂⟩ dξ

∣∣∣∣ =
∣∣∣∣
∫

R
⟨φ̂, ⟨ξ⟩kf̂⟩ dξ

∣∣∣∣
⩽ ∥φ∥∥(⟨ξ⟩k)Wf∥,

thus, (⟨ξ⟩k)Wψ ∈ Dom(D∗
0) = Dom(D0) and D0(⟨ξ⟩k)Wψ = (⟨ξ⟩k)Wf .
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Step 3. With ψ being a solution to (4.4), let f = λψ− ϵ(ξσ1rϵ1)Wψ. By (4.5) and the triangle
inequality, we obtain

∥D0(⟨ξ⟩k)Wψ∥ =
∥∥(⟨ξ⟩k)W

(
λψ − ϵ(ξσ1r

ϵ
1)

Wψ
)∥∥

⩽M∥(⟨ξ⟩k)Wψ∥+ ϵ
∥∥(⟨ξ⟩k)W (ξσ1r

ϵ
1)

Wψ
∥∥

⩽M∥(⟨ξ⟩k)Wψ∥+ Cϵ∥(⟨ξ⟩(k+1))Wψ∥ .
(4.6)

Step 4. We recall now that for ψ ∈ Dom(D0), a standard argument by integration by parts
ensures that

∥D0ψ∥2 = ∥ϵ(Ds +
π

ℓ
)ψ∥2 + ∥(−iσ2∂t + µσ3)ψ∥2 .

Since (−iσ2∂t + µσ3) is invertible and closed, there exists c > 0 such that

∥(−iσ2∂t + µσ3)ψ∥2 ⩾ c
(
∥∂tψ∥2 + ∥ψ∥2

)
.

Therefore, up to taking a different constant c, we obtain for all ψ ∈ Dom(D0)

∥D0ψ∥ ⩾ c
(
∥(⟨ξ⟩)Wψ∥+ ∥ψ∥L2(R,A )

)
. (4.7)

Step 5. Combining (4.6) and (4.7), we obtain

c
(
∥(⟨ξ⟩(k+1))Wψ∥+ ∥(⟨ξ⟩k)Wψ∥L2(R,A )

)
⩽M∥(⟨ξ⟩k)Wψ∥+ Cϵ∥(⟨ξ⟩(k+1))Wψ∥

so that for ϵ small enough, there exists C > 0 such that

∥(⟨ξ⟩(k+1))Wψ∥+ ∥(⟨ξ⟩k)Wψ∥L2(R,A ) ⩽ C∥(⟨ξ⟩k)Wψ∥.
We obtain the result by induction on k.

□

Now, let us turn to the result of microlocalization, which follows from an argument rather
similar to that in the article [10, Section 3.2] devoted to magnetic Schrödinger operators.

Lemma 4.6 (Microlocalisation). Let K > 0, N ∈ N and η ∈
(
0, 1

2

)
. Consider Ξ0, a

smooth bounded function that equals 0 near 0, and let Ξ: ξ 7→ Ξ0(ϵ
−ηξ). There exists ϵ0 > 0

such that for all ϵ ∈ (0, ϵ0) and all eigenfunctions ψ of Dϵ associated with an eigenvalue
0 ⩽ λ ⩽ ν1(0, µ) +Kϵ2, we have

∥ΞWψ∥ = O(ϵN)∥ψ∥ , (4.8)

and for all k ∈ N,
∥(⟨ξ⟩k)WΞWψ∥ = O(ϵN)∥ψ∥ , (4.9)

where the Weyl quantization is defined in (4.1).

Proof. Let us fix N ∈ N. Without loss of generality, any smooth bounded function that
vanishes near 0 can be replaced by a smooth cutoff function Ξ0 : R → [0, 1] such that for
ξ ∈ R,

Ξ0(ξ) =

{
0 if |ξ| ⩽ R,

1 if |ξ| ⩾ 2R,
(4.10)

for some constant R > 0. We set
Ξ± = Ξ1±ξ>0 , (4.11)

and aim to prove that
∥ΞW

± ψ∥ = O(ϵN)∥ψ∥ ,
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which implies the desired result. The proof is divided into several parts.
Step 1. We have

(
D0 − λ

)
ΞW
± ψ = ΞW

±
(
D0 − λ

)
ψ = ΞW

±
(
Dϵ − λ

)
ψ − ϵΞW

± (ξσ1r
ϵ
1)

W ψ

= −ϵΞW
± (ξσ1r

ϵ
1)

W ψ ,
(4.12)

with rϵ1 : (s, t) 7→ tκ
1−ϵtκ

. Let Ξ1,+ be an even smooth function satisfying

Ξ1,+(ξ) =

{
ξ if ξ > R
R
2

if 0 ⩽ ξ < R
2

, Ξ1,+ ⩾
R

2
,

and define its opposite by Ξ1,− = −Ξ1,+ where R appears in (4.10). We define

Ξ1,±,ϵ(ξ) = ϵηΞ1,±(ϵ
−ηξ) , (4.13)

so that Ξ1,±,ϵΞ± = ξΞ± (see Figure 3). We consider the modified symbol and the associated

0 εηR/2 εηR−εηR/2−εηR εη2R−εη2R

ξ

0

εηR/2

εηR

εη2R

1

Ξ1,+,ε

Ξ̃+

Ξ+

Figure 3. Cutoffs.

operator
d±0 := Ξ1,±,ϵ(ξ)σ1 + σ2Dt + µσ3, D±

0 := (d±0 )
W . (4.14)

Since the operators are Fourier multipliers, there holds
(
D0 − λ

)
ΞW
± ψ =

(
D±

0 − λ
)
ΞW
± ψ ,

and (4.12) becomes
(
D±

0 − λ
)
ΞW
± ψ = −ϵΞW

± (ξσ1r
ϵ
1)

W ψ .

By Lemma B.1, we obtain

ΞW
± ψ = −ϵ

(
D±

0 − λ
)−1

ΞW
± (σ1ξr

ϵ
1)

Wψ . (4.15)
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Step 2. Let us focus on the symbol class of the operators involved in (4.15). By Lemma B.1,
we have

(
d±0 − λ

)−1 ∈ ϵ−2ηS−1
2η (R2,L (B)) ,

Ξ± ∈ S0
η(R2,L (B)) ⊂ S0

2η(R2,L (B)) ,

(σ1ξr
ϵ
1) ∈ S1

0(R2,L (B)) ⊂ S1
2η(R2,L (B)) .

(4.16)

Therefore, by the Calderón-Vaillancourt theorem (Theorem 4.3) and (4.15), we obtain the
estimate

∥ΞW
± ψ∥ ⩽ Cϵ1−2η∥ψ∥ ,

which is not as strong as the one we expect. To improve this result, it is natural to consider
commutators. By (4.15), we get

ΞW
± ψ = −ϵ

(
D±

0 − λ
)−1

(σ1ξr
ϵ
1)

WΞW
± ψ − ϵ

(
D±

0 − λ
)−1

[ΞW
± , (σ1ξr

ϵ
1)

W ]ψ . (4.17)

By the Calderón-Vaillancourt theorem and (4.16), we have

∥ − ϵ
(
D±

0 − λ
)−1

(σ1ξr
ϵ
1)

WΞW
± ψ∥ ⩽ Cϵ1−2η∥ΞW

± ψ∥ ,

so that (4.17) and the triangle inequality imply, for ϵ small enough:

∥ΞW
± ψ∥ ⩽ C∥ϵ

(
D±

0 − λ
)−1

[ΞW
± , (σ1ξr

ϵ
1)

W ]ψ∥ . (4.18)

Step 3. Let us study the commutator that appears in (4.18). By Theorem 4.2 with a := Ξ±
and b := (σ1ξr

ϵ
1), the symbol of [ΞW

± , (σ1ξr
ϵ
1)

W ] satisfies for any M ∈ N∗,

Ξ±♯(σ1ξr
ϵ
1)− (σ1ξr

ϵ
1)♯Ξ±

=
M∑

k=1

1

k!

(
iϵ

2

)k

σ(DX ;DY )
k(a(X)b(Y )− a(Y )b(X))|X=Y + ϵ(M+1)(1−2η)Rϵ

=: ϵ(r̂1) + ϵ(M+1)(1−2η)Rϵ ,

with r̂1, Rϵ ∈ S1
η(R2,L (B)) ⊂ S1

2η(R2,L (B)). The Calderón-Vaillancourt theorem and
(4.16) yield the following estimates

∥ϵ
(
D±

0 − λ
)−1

ϵ(M+1)(1−2η)RW
ϵ ψ∥ ⩽ Cϵ(M+2)(1−2η)∥ψ∥

∥ϵ
(
D±

0 − λ
)−1

ϵ(r̂1)
Wψ∥ ⩽ Cϵ2(1−η)∥ψ∥ .

Therefore, choosing M as M ⩾ 2η(1− 2η)−1 there holds (M + 2)(1− 2η) ⩾ 2(1− η) and for
ϵ small enough, by the triangle inequality and (4.18), we obtain the estimate

∥ΞW
± ψ∥ ⩽ ∥ϵ2

(
D±

0 − λ
)−1

(r̂1)
Wψ∥+ Cϵ(M+2)(1−2η)∥ψ∥

⩽ Cϵ2(1−η)∥ψ∥,
(4.19)

which, again, is not as strong as the one we expect.
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Step 4. To improve this result, we deepen the study of the term ϵ2
(
D±

0 − λ
)−1

(r̂1)
Wψ. For

k ⩾ 1, writing X = (s, ξ) and Y = (ς, p), one has

σ(DX ;DY )
k(a(X)b(Y )) = (−1)k(∂ξ∂ς − ∂s∂p)

k(a(ξ)b(ς, p))

= (−1)k

(
k∑

q=0

(
k
q

)
(−1)q∂k−q

ξ ∂k−q
ς ∂qs∂

q
p

)
(a(ξ)b(ς, p))

= (−1)kΞ
(k)
± (ξ)(∂ks b)(ς, p) ,

and similarily,
σ(DX ;DY )

k(a(Y )b(X)) = Ξ
(k)
± (p)(∂ks b)(s, ξ) ,

where we have used that ∂sa = 0. Therefore,

σ(DX ;DY )
k(a(X)b(Y )− a(Y )b(X))|X=Y = (∂ks b)(s, ξ)Ξ

(k)
± (ξ)

(
(−1)k − 1

)
,

and r̂1 is supported in the support of Ξ′
±.

Step 5. We introduce Ξ̃± which equals 1 on the support of Ξ± and zero near zero (see Figure
3). Since supp(1− Ξ̃±) ∩ supp(r̂1) = ∅,

Ξ̃± ∈ S0
η(R2,L (B)) ⊂ S0

2η(R2,L (B)) ,

r̂1 ∈ S1
η(R2,L (B)) ⊂ S1

2η(R2,L (B)) ,

Theorems 4.2, 4.3 and (4.16) imply that there exists r̂2 ∈ S1
2η(R2,L (B)) such that (r̂1)W (1−

Ξ̃±)
W = ϵ(M+1)(1−2η)(r̂2)

W and

∥ϵ2
(
D±

0 − λ
)−1

r̂W1 (1− Ξ̃±)
Wψ∥ ⩽ ϵ1+(M+2)(1−2η)∥ψ∥ ,

∥ϵ2
(
D±

0 − λ
)−1

r̂W1 Ξ̃W
± ψ∥ ⩽ ϵ2(1−η)∥Ξ̃W

± ψ∥ .
By (4.19), the triangle inequality leads to

∥ΞW
± ψ∥ ⩽ ∥ϵ2

(
D±

0 − λ
)−1

(r̂1)
W Ξ̃W

± ψ∥+ Cϵ(M+2)(1−2η)∥ψ∥
⩽ ϵ2(1−η)∥Ξ̃W

± ψ∥+ Cϵ(M+2)(1−2η)∥ψ∥ .
(4.20)

Step 6. We prove by induction on k ⩾ 1 that for any bounded smooth function that vanishes
near 0, there exists a positive constant C > 0 such that

∥ΞW
± ψ∥ ⩽ Cϵ2k(1−η)∥ψ∥.

By (4.19), this holds for k = 1. Assume it is true for some k ⩾ 1. Then, by choosing M
in (4.20) such that (M + 2)(1 − 2η) ⩾ 2(k + 1)(1 − η), and noting that by the induction
hypothesis,

ϵ2(1−η)∥Ξ̃W
± ψ∥ ⩽ ϵ2(k+1)(1−η)∥ψ∥,

we obtain the result for k + 1. Taking k such that 2(k + 1)(1− η) > N , we obtain (4.8).
Step 7. Let k,N ⩾ 0. Replacing in the preceding expressions (σ1ξrϵ1)W by ⟨ξ⟩k(σ1ξrϵ1)W ⟨ξ⟩−k

whose symbol belongs (by the Calderón-Vaillancourt theorem) to S1
0(R2,L (B)), we obtain,

up to minor modifications, that there exists a positive constant C such that
∥⟨ξ⟩kΞW

± ψ∥ ⩽ CϵN∥⟨ξ⟩kψ∥.
Lemma 4.5 ensures then that (4.9) holds.

□
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4.3. A parametrix. Let us introduce some notations.

Notation 4.7. Let ξ, µ ∈ R, z ∈ C and ϵ > 0.
(1) The operators Πξ,µ and Π∗

ξ,µ are defined by

Πξ,µ : B −→ C
ψ 7−→ ⟨φξ,µ,1, ψ⟩L2(I),

and Π∗
ξ,µ : C −→ A

c 7−→ cφξ,µ,1.

(2) The operators P and P∗ are defined by P = (Πξ,µ)
W and P∗ = (Π∗

ξ,µ)
W .

(3) The operators Pj,Pϵ : A × C −→ B × C are defined, for j ⩾ 0, by

P0 =

(
d0 − z Π∗

ξ,µ

Πξ,µ 0

)
, Pj =

(
dj 0
0 0

)
,

and

Pϵ =

(
dϵ − z Π∗

ξ,µ

Πξ,µ 0

)
=
∑

j⩾0

ϵjPj.

(4) The operators Mϵ are defined by

Mϵ = (Pϵ)
W =

(
Dϵ − z P∗

P 0

)
.

The function φξ,µ,1 is defined in Proposition 3.1, the operators dj and Dϵ are given in Propo-
sition 4.4, and A and B are defined in (4.2).

The purpose of this section is to construct a parametrix for the operator Mϵ, i.e., an
operator Qϵ such that Qϵ = Q0 + ϵQ1 + ϵ2Q2 and

QW
ϵ

(
Dϵ − z P∗

P 0

)
= Id + ϵ3Rϵ, (4.21)

where the remainder Rϵ is a pseudo-differential operator whose symbol class is adequate for
the problem at aim.

In the following lemma, we gather results concerning the symbol classes of the symbols
introduced in Notation 4.7, from Propositions 3.1, 4.4, and Lemma B.2, as well as their
implications for the associated pseudodifferential operators when applying Theorem 4.3.

Lemma 4.8. We have
(i) ν1(·, µ) ∈ S1(R2,L (C,C)), dj ∈ S1(R2,L (A ,B)), for j ⩾ 0,
(ii) Πξ,µ ∈ S0(R2,L (B,C)) and Π∗

ξ,µ ∈ S0(R2,L (C,A )),
(iii) P ∈ L (L2(R,B), L2(R,C)) and P∗ ∈ L (L2(R,C), L2(R,A )),
(iv) Pj,Pϵ ∈ S1 (R2,L (A × C,B × C)), for j ⩾ 0.

4.3.1. Leading order term. The initial step involves constructing an inverse for the symbol P0

when ϵ = 0. This can be achieved by utilizing Lemma B.3 and performing a straightforward
computation, leading to the following lemma.

Lemma 4.9. There exist δ, µ0 > 0 such that for all z ∈
(
0, π

4
+ δ
)
, all µ ∈ (−µ0, µ0), and all

ξ ∈ R, the operator P0 : A × C → B × C is bijective and

Q0 =

(
Q0 Q+

0

Q−
0 Q±

0

)
:= (P0(z))

−1 =

(
0⊕ (d0 − z)−1

⊥ Π∗
ξ,µ

Πξ,µ z − ν1(ξ, µ)

)
,
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where
(d0 − z)⊥ := (d0 − z)(Id− Π∗

ξ,µΠξ,µ)

is invertible when viewed as an endomorphism of {φξ,µ,1}⊥ and

0⊕ (d0 − z)−1
⊥ : B = span{φξ,µ,1} ⊕{φξ,µ,1}⊥ −→ span{φξ,µ,1} ⊕{φξ,µ,1}⊥

cφξ,µ,1 +ψ 7−→ 0 +(d0 − z)−1
⊥ ψ.

Moreover, the symbol (P0(z))
−1 is an element of S1 (R2,L (B × C,A × C)) and

a) Q0 ∈ S−1(R2,L (B,B)) ∩ S0(R2,L (B,A )),
b) Q−

0 ∈ S0(R2,L (B,C)),
c) Q+

0 ∈ S0(R2,L (C,A )),
d) Q±

0 ∈ S1 (R2,L (C)).

4.3.2. Subsequent terms. For the second step, we seek an expansion Qϵ = Q0 + ϵQ1 + ϵ2Q2

that satisfies (4.21), where Q0 is defined in Lemma 4.9. Let Qj ∈ S1 (R2,L (B × C,A × C))
for j ∈ {1, 2}. Initially, the computations are purely formal (see similar computations in [12,
Section 3.1.3]). By Lemma 4.9, the leading order term of

(Qϵ)
W

(
Dϵ − z P∗

P 0

)
− Id

vanishes. Note that Q0 and P0 are Fourier multipliers so that (Q0)
W (P0)

W = (Q0P0)
W =

Id. By Theorem 4.2, the first-order term is given by
(Q1)

W (P0)
W + (Q0)

W (P1)
W

= (Q1P0 + Q0P1)
W +

ϵ

2i
({Q1,P0}+ {Q0,P1})W + ϵ2r2,

(4.22)

where r2 is a remainder term. To cancel the lower order term, we set

Q1 = −Q0P1Q0.

By Theorem 4.2 and equation (4.22), the second-order term is

(Q2)
W (P0)

W + (Q1)
W (P1)

W + (Q0)
W (P2)

W +
1

2i
({Q1,P0}+ {Q0,P1})W

=

(
Q2P0 + Q1P1 + Q0P2 +

1

2i
({Q1,P0}+ {Q0,P1})

)W

+ ϵr1,

(4.23)

where r1 is a remainder term. To cancel the lower order term, we set

Q2 = −
(

Q1P1 + Q0P2 +
1

2i
({Q1,P0}+ {Q0,P1})

)
Q0

= Q0P1Q0P1Q0 − Q0P2Q0 +
1

2i
({Q0P1Q0,P0} − {Q0,P1})Q0 .

For later use, we gather these elements in the following equation:

Q0 = P−1
0 , Q1 = −Q0P1Q0, Q2 = −Q0P2Q0 + Q0P1Q0P1Q0 +

1

2i
Q̃2. (4.24)

with
Q̃2 = ({Q0P1Q0,P0} − {Q0,P1})Q0.

Thanks to a straightforward computation using Lemmas 4.9, B.2 and B.3 and the facts
that dj ∈ S1(R2,L (B,B)) for j ⩾ 1, we obtain the following lemma.
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Lemma 4.10. There exist δ, µ0 > 0 such that for all z ∈
(
0, π

4
+ δ
)
, all µ ∈ (−µ0, µ0), and

all ξ ∈ R, the following holds :
(i) We have

Q1 =

(
Q1 Q+

1

Q−
1 Q±

1

)
:= −

(
Q0d1Q0 Q0d1Q

+
0

Q−
0 d1Q0 Q−

0 d1Q
+
0

)
,

Q2 =

(
Q2 Q+

2

Q−
2 Q±

2

)
:= −

(
Q0d2Q0 Q0d2Q

+
0

Q−
0 d2Q0 Q−

0 d2Q
+
0

)
+

(
Q0d1Q0d1Q0 Q0d1Q0d1Q

+
0

Q−
0 d1Q0d1Q0 Q−

0 d1Q0d1Q
+
0

)
+

1

2i
Q̃2 ,

and,

Q̃2 = Q0(∂sP1)∂ξQ0 − (Q0(∂sP1)∂ξQ0)
∗

=

(
Q0∂sd1∂ξQ0 Q0∂sd1∂ξQ

+
0

Q−
0 ∂sd1∂ξQ0 Q−

0 ∂sd1∂ξQ
+
0

)
−
(
Q0∂sd1∂ξQ0 Q0∂sd1∂ξQ

+
0

Q−
0 ∂sd1∂ξQ0 Q−

0 ∂sd1∂ξQ
+
0

)∗

.

(ii) The operator symbols Q1 and Q2 are elements of S1(R2,L (B×C,A ×C)), we have
Q̃2 = ξQ2 with Q2 ∈ S0(R2,L (B × C,A × C)), and for j ∈ {1, 2},

a) Qj ∈ S−1(R2,L (B,B)) ∩ S0(R2,L (B,A )),
b) Q−

j ∈ S0(R2,L (B,C)),
c) Q+

j ∈ S1(R2,L (C,A )) ∩ S0(R2,L (C,B)),
d) Q±

j ∈ S1 (R2,L (C)).

4.3.3. Consequences of the parametrix construction. With Lemma 4.10 at hand, we get the
following crucial proposition and corollary.

Proposition 4.11. There exist δ, µ0 > 0 such that for all z ∈
(
0, π

4
+ δ
)
, all µ ∈ (−µ0, µ0),

and all ξ ∈ R, the following holds :
(i) We have

QW
ϵ PW

ϵ = Id + ϵ3(Rϵ)
W ,

where Pϵ is defined in Notation 4.7, Qϵ = Q0 + ϵQ1 + ϵ2Q2 with Q0, Q1, and Q2

defined in (4.24), and the remainder Rϵ is an element of S2(R2,L (A ×C,A ×C)).
(ii) Let

neff
ϵ := ν1(ξ, µ) + ϵκ(s)ξ⟨tφξ,µ,1, σ1φξ,µ,1⟩, (4.25)

and
Qϵ =:

(
Q Q+

Q− Q±

)
.

We have
Q± = z − neff

ϵ + ϵ2ξr1(s, ξ) + ϵ2ξ2r2(s, ξ), (4.26)
with r1, r2 ∈ S0(R2).

Proof. By Lemma 4.8 and Notation 4.7, we have

Pϵ = P0 + ϵP1 + ϵ2P2 + ϵ3Rϵ ,

with Rϵ ∈ S1(R2,L (A × C,B × C)). By the computations performed in Section 4.3.2, in
particular, equations (4.22), (4.23), (4.24), Theorem 4.2, and Lemma 4.10, we obtain

Qϵ♯Pϵ − Id = ϵ3Rϵ,

with Rϵ ∈ S2(R2,L (A × C,A × C)). By using the explicit choices of the Qj in (4.24) and
the explicit expressions of their coefficients in Lemma 4.10, the conclusion follows.
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□

Corollary 4.12. There exist δ, µ0, C > 0 such that for all z ∈
(
0, π

4
+ δ
)
, and all µ ∈

(−µ0, µ0), the following holds :
(i) For all ψ ∈ dom(Dϵ) such that Dϵψ ∈ dom(Dϵ), we have

∥ψ∥L2(R,B) ⩽ C
(
∥(Dϵ − z)ψ∥L2(R,B) + ∥Pψ∥L2(R) + ϵ3∥(⟨ξ⟩2)Wψ∥L2(R,A )

)

∥(Q±)WPψ∥L2(R) ⩽ C
(
∥(Dϵ − z)ψ∥L2(R,B) + Cϵ3∥(⟨ξ⟩2)Wψ∥L2(R,A )

)
.

(ii) For all f ∈ H2(R,C), we have

∥(Dϵ − z)QW
+ f∥L2(R,B) ⩽ C

(
∥(Q±)Wf∥L2(R) + ϵ2∥(ξR)Wf∥L2(R,A ) + ϵ3∥(⟨ξ⟩2)Wf∥L2(R)

)
,

(4.27)
with R ∈ S0(R2,L (C,A )).

Proof. The identity of Point (i) of Proposition 4.11 applied to the vector (ψ, 0)T gives

QW (Dϵ − z)ψ + (Q+)WPψ = ψ + ϵ3RW
ϵ ψ ,

(Q−)W (Dϵ − z)ψ + (Q±)WPψ = ϵ3(R−
ϵ )

Wψ ,

where P is defined in Notation 4.7, Dϵ is defined in Proposition 4.4, Rϵ,Qϵ are defined in
Proposition 4.11 and

Qϵ =:

(
Q Q+

Q− Q±

)
, and Rϵ =:

(
Rϵ R+

ϵ

R−
ϵ R±

ϵ

)
,

Rϵ is an element of S2(R2,L (A ,A )) and R−
ϵ is an element of S2(R2,L (A ,C)). By Lemmas

4.9, 4.10, Theorems 4.3, and 4.2, the operators QW : B → A , Q+ : C → B, Q− : B → C,
Rϵ♯⟨ξ⟩−2 : A → A , and R−

ϵ ♯⟨ξ⟩−2 : A → A , are bounded. More precisely, there exists C > 0
such that (by the triangle inequality),

∥ψ∥L2(R,B) ⩽ ∥QW (Dϵ − z)ψ∥L2(R,B) + ∥(Q+)WPψ∥L2(R,B) + ϵ3∥RW
ϵ ψ∥L2(R,B)

⩽ C∥QW (Dϵ − z)ψ∥L2(R,A ) + C∥Pψ∥L2(R) + ϵ3∥RW
ϵ ψ∥L2(R,A )

= C∥(Dϵ − z)ψ∥L2(R,B) + C∥Pψ∥L2(R) + ϵ3∥RW
ϵ (⟨ξ⟩−2)W (⟨ξ⟩2)Wψ∥L2(R,A )

⩽ C∥(Dϵ − z)ψ∥L2(R,B) + C∥Pψ∥L2(R) + Cϵ3∥(⟨ξ⟩2)Wψ∥L2(R,A ),

and,
∥(Q±)W (z)Pψ∥L2(R) ⩽ C

(
∥(Dϵ − z)ψ∥L2(R,B) + ϵ3∥(⟨ξ⟩2)Wψ∥L2(R,A )

)
.

The estimate (4.27) follows from similar considerations by taking the adjoint in the operator
identity in Proposition 4.11 applied to the vector (0, f), with the only difference being the
sign in front of the Poisson brackets in (4.24). More precisely, we have by Lemmas 4.9, 4.10,
Theorems 4.3, and 4.2, and the computations of Section 4.3.2,

∥(Dϵ − z)QW
+ f∥L2(R,B) ⩽ ∥P(Q±)Wf∥L2(R) + Cϵ3∥(⟨ξ⟩2)Wf∥L2(R) + ϵ2∥(Q̃2P0)

W

(
0
f

)
∥ ,

and
Q̃2P0

(
0
1

)
= Q̃2

(
P∗

0

)
= ξQ2

(
P∗

0

)
= ξR ,

with R ∈ S0(R2,L (C,A )) and the conclusion follows. □

4.4. Spectral analysis.
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4.4.1. Towards the spectrum of the effective operator. Let N eff
ϵ := (neff

ϵ )W . The low-lying
spectrum of N eff

ϵ , whose symbol is given in (4.25), is easy to estimate by using classical
results about pseudodifferential operators in one dimension.

Proposition 4.13. Let N ⩾ 1. Assume that the min-max level λN is negative, where for
j ⩾ 1,

λj =




λj

(
D2

s − κ2

π2

)
if the curve is unbounded: I = R,

λj

((
Ds +

2−π
ℓ

)2 − κ2

π2

)
if the curve is a closed curve: I = R/ℓZ.

Then, for all j ∈ {1, . . . , N}, we have

λj(N
eff

ϵ ) = ν1(0,mϵ) + ϵ2
2λj
π

+ o(ϵ2) . (4.28)

Proof. The proof is divided into several steps.
Step 1. The principal symbol ν1(ξ, µ) =

√
ν1(0,mϵ)2 + ξ2 has a unique minimum at ξ = 0,

which is non-degenerate. This suggests expanding the operator near ξ = 0. By Lemma A.1,
Proposition 4.11 and Proposition 3.1, we have that

neff
ϵ (s, ξ) =

√
ν1(0,mϵ)2 + ξ2 + ϵ

4κ(s)ξ

π2
+ O(ϵ2|ξ|+ ϵξ3) ,

= ν1(0,mϵ) +
2ξ2

π
+ ϵ

4κ(s)ξ

π2
+ O(ϵ2|ξ|+ ϵξ3 + ξ4) ,

= ν1(0,mϵ) +
2

π

((
ξ +

ϵκ

π

)2
− ϵ2

κ2

π2

)
+ O(ϵ2|ξ|+ ϵξ3 + ξ4) .

More precisely, we can write

neff
ϵ (s, ξ)− ν1(0,mϵ) =

2

π

((
ξ +

ϵκ

π

)2
− ϵ2

κ2

π2

)
+ ϵ2ξr1(s, ξ) + ϵξ3r2(s, ξ) + ξ4r3 + ξ6r4(s, ξ) ,

(4.29)
with rj ∈ S0(R2, L (C)) for j = 1, . . . , 4, and r3 ∈ C. Note that

eiK1
2

π

((
ξ +

ϵκ

π

)2
− ϵ2

κ2

π2

)W

e−iK1 = ϵ2
2

π

((
Ds +

π + 2

ℓ

)2

− κ2

π2

)
,

where K1 : s 7→
∫ s

0

(
κ(τ)
π

− 2
ℓ

)
dτ , (ℓ = +∞ for the strip). Therefore, we obtain that the

min-max levels satisfy, for j ⩾ 1,

λj

(
ν1(0,mϵ) +

2

π

((
ξ +

ϵκ

π

)2
− ϵ2

κ2

π2

))

=




ν1(0,mϵ) + ϵ2 2

π
λj

(
D2

s − κ2

π2

)
if the curve is unbounded: I = R,

ν1(0,mϵ) + ϵ2 2
π
λj

((
Ds +

π+2
ℓ

)2 − κ2

π2

)
if the curve is closed: I = R/ℓZ.

Step 2. Let η ∈ (0, 1] and (fϵ)ϵ ⊂ H∞(R) such that for all k ⩾ 0, we have ∥(ξk)Wfϵ∥ = O(ϵηk).
Let us prove by induction on k ⩾ 0, that for any r ∈ S0(R2,L (C)), we have ∥(ξkr)Wfϵ∥ =

O(ϵηk). By Theorem 4.3, this is true for k = 0. Assume that there exists k ⩾ 1, such that for
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all n ∈ {0, . . . , k− 1}, and all r ∈ S0(R2,L (C)), we have ∥(ξnr)Wfϵ∥ = O(ϵηn). By Theorem
4.2, there exists rk+1 ∈ Sk(R2,L (C)) such that

r♯ξk =
k∑

n=0

1

n!

(−ϵ
2i

)n

(∂nξ ξ
k∂ns r) + ϵ(k+1)rk+1

=
k∑

n=0

(
k

n

)(−ϵ
2i

)n

(ξk−n∂ns r) + ϵ(k+1)rk+1 .

Therefore, by induction hypothesis and the triangle inequality, there exists C > 0 such that

∥(ξkr)Wfϵ∥ ⩽ ∥(r)W (ξk)Wfϵ∥+ C
k∑

n=1

ϵn∥(ξk−n∂ns r)
Wfϵ∥+ ϵ(k+1)∥rk+1fϵ∥

⩽ ∥(r)W (ξk)Wfϵ∥+ ϵ(k+1)∥rk+1fϵ∥+ O(ϵ1+η(k−1)) .

By Theorems 4.2 and 4.3, up to taking a larger C > 0, we obtain that

∥(r)W (ξk)Wfϵ∥ ⩽ C∥(ξk)Wfϵ∥ = O(ϵηk) ,

and
ϵ(k+1)∥rk+1fϵ∥ ⩽ Cϵ(k+1)∥⟨ξ⟩kfϵ∥ = O(ϵk+1) .

This concludes the proof by induction.
Step 3. Let us focus on the upper bound. Let j ∈ {1, . . . , N}. By elliptic regularity, any
normalized eigenfunction fj ∈ L2(R) associated with λj satisfies ∥fj∥H∞(R) < +∞ so that for
any n ⩾ 0, ∥(ξn)Wfj∥L2(R) = ϵn∥(−i∂s + π

ℓ
)nfj∥ = O(ϵn). The previous step ensures that

∥
(
ϵ2ξr1(s, ξ) + ϵξ3r2(s, ξ) + ξ4r3 + ξ6r4(s, ξ)

)W
f∥ = O(ϵ3) .

We deduce that, for all j ∈ {1, . . . , N},
∥∥∥∥
(

N eff
ϵ −

[
ν1(0,mϵ) +

2ϵ2

π
λj

])
fj

∥∥∥∥ = O(ϵ3) ,

and the spectral theorem provides us with the upper bound.
Step 4. Let us focus on the lower bound. Thanks to the upper bound and Proposition 3.1,
there exists ϵ0 > 0 and for ϵ ∈ (0, ϵ0), a family (fj,ϵ)j=1,...,N of normalized eigenfunctions of
N eff

ϵ associated with the eigenvalues (λj(N eff
ϵ ))j=1,...,N . Let η ∈ (0, 1/2). The arguments

leading to Lemmas 4.5 and 4.6 ensure that for any k ⩾ 0, there exists Ck > 0 and ϵ0 such
that for any ϵ ∈ (0, ϵ0),

∥(⟨ξ⟩k)Wfj,ϵ∥L2(R,A ) ⩽ Ck ,

and with the notations of the proof of Lemma 4.6,

∥(⟨ξ⟩k)WΞWfj,ϵ∥ = O(ϵk) .

This identity, the triangle inequality and the fact that |(ξk)(1 − Ξ)| ⩽ Cϵηk (see Figure 3)
imply that for any k ⩾ 0,

∥(ξk)Wfj,ϵ∥ ⩽ ∥(ξk)WΞWfj,ϵ∥+ ∥(ξk)W (1− ΞW )fj,ϵ∥ = O(ϵk + ηkη) = O(ηkη) .

By the induction of Step 2., we get that for η ∈ (1/3, 1/2),

∥
(
ϵ2ξr1(s, ξ) + ϵξ3r2(s, ξ) + ξ6r4(s, ξ)

)W
fj,ϵ∥ = O(ϵ2+η + ϵ1+3η + ϵ6η) = o(ϵ2) .
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Note that this argument implies ∥(ξ4)Wfj,ϵ∥ = O(ϵ2−), which does not allow us to con-
clude. Nevertheless, the previous argument applied with (ξ2)Wfj,ϵ ensures that ∥(ξ4)Wfj,ϵ∥ =
O(ϵ2η)∥(ξ2)Wfj,ϵ∥.

Let
EN = span

1⩽j⩽N
fj,ϵ,

and ψ ∈ EN . We also have ∥(ξ4)Wψ∥ = O(ϵ2η)∥(ξ2)Wψ∥, and
〈(

N eff
ϵ − ν1(0, ϵm)

)
ψ, ψ

〉
⩽ λN

(
N eff

ϵ − ν1(0, ϵm)
)
∥ψ∥2 .

By (4.29), we have that there exists C > 0 such that

λN
(
N eff

ϵ − ν1(0, ϵm)
)
∥ψ∥2

⩾

〈(
2

π

((
ξ +

ϵκ

π

)2
− ϵ2

κ2

π2

)
+ ϵ2ξr1 + ϵξ3r2 + ξ4r3 + ξ6r4

)W

ψ, ψ

〉

⩾

〈(
2

π

((
ξ +

ϵκ

π

)2
− ϵ2

κ2

π2

))W

ψ, ψ

〉
− o(ϵ2)∥ψ∥2 − Cϵ2+2η∥Dsψ∥2

⩾ ϵ2
(〈

2

π

((
Ds +

κ

π

)2
− κ2

π2

)
ψ, ψ

〉
− o(1)∥ψ∥2 − Cϵ2η∥

(
Ds +

κ

π

)
ψ∥2
)

⩾ ϵ2
(
(1− O(ϵ2η))

〈
2

π

((
Ds +

κ

π

)2
− κ2

π2

)
ψ, ψ

〉
− o(1)∥ψ∥2

)
.

The min-max principle ensures that

λN
(
N eff

ϵ − ν1(0, ϵm)
)
⩾ ϵ2

(
(1− O(ϵ2η))λN − o(1)

)

and the conclusion follows.
□

4.4.2. Spectral consequences. Let N ⩾ 1 an integer such that λN is negative, where λN
is defined in Proposition 4.13. First, we construct quasimodes for Dϵ by considering the
normalized eigenfunctions (fj,ϵ)1⩽j⩽N . Using (4.27) with z = λj(N eff

ϵ ) and (Step 4.) of the
proof of Proposition 4.13. This shows that

∥(Dϵ − λj(N
eff

ϵ ))QW
+ f∥ = o(ϵ2) .

With the spectral theorem and Proposition 4.13, this implies that, for all j ∈ {1, . . . , N},
λ+j (Dϵ) ⩽ λj(N

eff
ϵ ) + o(ϵ2) < ν1(0, ϵm) ,

which shows the existence of at least N positive eigenvalues (with multiplicity) below the
threshold of the positive essential spectrum.

For the lower bound, we use the second inequality in Corollary 4.12, with z = λ+j (Dϵ) and
ψ in the corresponding eigenspace. Recalling (4.26), Lemma 4.5, this gives

∥(N eff
ϵ − λ+j (Dϵ))Pψ∥ ⩽ Cϵ3∥ψ∥+ Cϵ2∥(ξr1 + ξ2r2)

WPψ∥ .
With similar considerations as in the proof of Proposition 4.13, we have

∥(ξr1 + ξ2r2)
WPψ∥ ⩽ Cϵη∥Pψ∥ .
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With the first inequality of Corollary 4.12 and Lemma 4.5, we get ∥ψ∥ ⩽ C∥Pψ∥ and thus

∥(N eff
ϵ − λ+j (Dϵ))Pψ∥ ⩽ Cϵ2+η∥Pψ∥ .

Since P is injective on ker(Dϵ − λ+j (Dϵ)), this last estimate and the spectral theorem imply
that, for all j ∈ {1, . . . , N},

λj
(
N eff

ϵ

)
⩽ λ+j (Dϵ) + o(ϵ2) .

Theorem 1.1 follows.
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Appendix A. Proof of Proposition 3.1

A.1. Proof of Point 2. of Proposition 3.1. This operator d0,0,µ plays a privileged role in
our study.

Let us divide the proof into several steps. Let λ ∈ R denote an eigenvalue with φ as a
corresponding eigenvector of the operator d0,0,µ. Given that (d0,0,µ)

2 = −∂2t + µ2, it follows
that (

∂2t + λ2 − µ2
)
φ = 0.

To compute the solution, let us introduce a complex number k ∈ C satisfying the relation
k2 = λ2 − µ2.
Case k = 0: We have φ : t 7→ A + tB, where A,B ∈ C2. Imposing the boundary conditions
results in the system

−σ1(A+B) = A+B,

σ1(A−B) = A−B,

which implies that B = −σ1A. Consequently, φ simplifies to φ : t 7→ (12 − σ1t)A. Using the
equation d0,0,µφ− λφ = 0, we obtain

(µσ3 + iσ2σ1 − λI2)A = 0,

−(µσ3 − λI2)σ1A = 0,

and further simplification leads to µ = −1
2
, λ = ±1

2
and (µσ3+λ12)A = 0. Considering λ = 1

2
,

we obtain that
A = ce1,

where c ∈ C \ {0} and e1, e2. Therefore, u+ defined as

u+ : t 7→
√

3

8

(
1
−t

)

is a normalized eigenvector of d0,0,µ associated with the eigenvalue 1
2
. Note that

u− : t 7→ σ1u+(t) =

√
3

8

(
−t
1

)
,
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is a normalized eigenvector of d0,0,µ associated with the eigenvalue −1
2
.

Case k ̸= 0: We have φ : t 7→ A cos(kt)+B sin(kt) with A,B ∈ C2. The boundary conditions
read

−σ1(A cos(k) +B sin(k)) = A cos(k) +B sin(k),

σ1(A cos(k)−B sin(k)) = A cos(k)−B sin(k),

which simplifies as
A cos(k) = −σ1B sin(k) .

Applying the equation d0,0,µφ− λφ = 0, we obtain

(µσ3 − λ12)A− iσ2kB = 0,

(µσ3 − λ12)B + iσ2kA = 0.

Given that k2 ̸= 0 (so that λ ̸= µ), we deduce from these equations that A = 0 and B = 0
are equivalent. These conditions would lead to a contradiction, as they would not permit
non-trivial solutions for the eigenvectors. Hence, we conclude that both A and B must be
non-zero. By the boundary condition, this implies that sin(k), cos(k) and sin(2k) must also
be non-zero. Note that since k ∈ (iR ∪R), the numbers k tan(k) and k

sin(2k)
are real. We can

reformulate the previous equations as

A+ σ1B tan(k) = 0 ,

((µ− k tan(k))σ3 − λ12)B = 0 .

The second equation has a non-trivial solution if and only if (k tan(k) − µ)2 = λ2 which
simplifies to

µ = − k

tan(2k)
. (A.1)

Note also that µ − k tan(k) = −k
(

1
tan(2k)

+ tan(k)
)

= − k
sin(2k)

, and λ2 = µ2 + k2 =

k2
(
1 + 1

tan2(2k)

)
= k2

sin2(2k)
so that

B is colinear to

{
e2 if λ k

sin(2k)
> 0 ,

e1 if λ k
sin(2k)

< 0 .

We get then that

φ : t 7−→ c

{
cos(kt)
cos(k)

e1 − sin(kt)
sin(k)

e2 if λ k
sin(2k)

> 0 ,
cos(kt)
cos(k)

e2 − sin(kt)
sin(k)

e1 if λ k
sin(2k)

< 0 ,

is a normalized eigenvector when

c =

(
k sin2(2k)

4k − sin(4k)

) 1
2

.

Note that in the limit k → 0 for λ > 0, φ tends to the eigenvector u+ from the case k = 0.
Study of equation (A.1) when k2 < 0: then k = ik̃ with k̃ ∈ R and (A.1) reduces to

µ = − k̃

tanh(2k̃)
.
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Examining the image of the function g : k̃ 7→ − k̃
tanh(2k̃)

, we obtain that µ ∈ (−∞,−1/2]

and that for such µ, there exists a unique non negative solution k̃ (the unique non positive
solutions being −k̃). We denote by

k̃ : (−∞,−1/2] −→ [0,+∞)

the inverse map and remark that λ2 = µ2 − k̃(µ)2 > 0 for all µ ∈ (−∞,−1/2] and

lim
µ→−∞

µ2 − k̃(µ)2 = 0 ,

see Figure 4.

Figure 4. Plot µ 7→ k̃1(µ).

Study of equation (A.1) when k2 > 0: then k ∈ R. Examining the image of the function
k 7→ − k

tan(2k)
, we obtain that there exists infinitely many non negative solutions k (the non

positive solutions being −k). For µ > −1
2
, the increasing sequence of the positive solutions

to this equation is (kn(µ))n⩾1. (kn(µ))n⩾2 can be analytically extended to µ ∈ R.
Figure 5 illustrates the behavior of the curves k1, k2, and k3 along with their respective

asymptotic tendencies. Notably, k1 vanishes at x = −0.5. As we traverse towards infinity, k1
aligns with π

2
, while k2 and k3 respectively approach π and 3π

2
.

A.2. Proof of Point 3. of Proposition 3.1. The operator d0,ξ,µ is self-adjoint, possesses
a discrete real spectrum and satisfies the following intertwining relationship:

σ1d0,ξ,µ = −d0,−ξ,µσ1, σ1(Dom(d0,ξ,µ)) = Dom(d0,ξ,µ) = Dom(d0,0,µ),
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Figure 5. Curves representing k1, k2, and k3 for the one-dimensional Dirac operator.

from which it follows that
sp(d0,ξ,µ) = −sp(d0,−ξ,µ).

The previous relationships can be linked to the supersymmetric theory of Dirac operator for
which one can find an introduction in [19, Chapter 5]. Under this formalism, σ1 is called a
grading operator and d0,0,µ a supercharge. Applying [19, Theorem 5.13] to d0,ξ,µ = d0,0,µ+σ1ξ,
we deduce that

sp(d0,ξ,µ) =
{
±
√
ξ2 + λ2 , λ ∈ sp(d0,0,µ)

}
, (A.2)

and Point 1. follows. Let us give some details of the arguments leading to this result as well
as some explicit formulas for the eigenvectors.

Let λ ∈ sp(d0,0,µ) ∩ R+ and φ+ ∈ Dom(d0,0,µ) an associated normalized eigenvector. We
remark that φ− = σ1φ+ is a normalized eigenvector of d0,0,µ associated with the eigenvalue
−λ. Since λ ̸= 0, B = {φ±} is an orthonormal family that spans a vector space left stable by
d0,0,µ, σ1 and d0,ξ,µ. The matrix of the operator d0,ξ,µ in the basis B is then

ξσ1 + λσ3 ,

whose eigenvalues are {±
√
ξ2 + λ2}. This shows (A.2). We can also verify that the vector

whose coordinates in B are

vξ,+ = cξ

(
1
ξ√

ξ2+λ2+λ

)
with cξ =

(√
ξ2 + λ2 + λ

2
√
ξ2 + λ2

) 1
2

,

is a normalized eigenvector of d0,ξ,µ associated with the eigenvalue
√
ξ2 + λ2.
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A.3. Analytic expansions. The Taylor series expansions of the functions k1 and ν1(0, µ)
at 0 begin as:

k1(µ) =
π

4
+

2

π
µ− 16

π3
µ2 +

(
256

π5
− 32

3π3

)
µ3 +

(
−5120

π7
+

1024

3π5

)
µ4 +O(µ5) ,

ν1(0, µ) =
π

4
+

2

π
µ+

(
−16

π3
+

2

π

)
µ2 +

(
256

π5
− 80

3π3

)
µ3 +

(
−5120

π7
− 8

π3
+

1792

3π5

)
µ4 +O

(
µ5
)
.

We computed these coefficients using a SymPy code based on the fact that k1 solves
{

dk1(µ)
dµ

= k1(µ)
µ+2µ2+2k1(µ)2

,

k1(0) =
π
4
.

The code solves the equations for the coefficients of the series expansion of k1 obtained by
equating the expansions of k′1 and k1

µ+2µ2+2k21
.

A.4. Momentum computation. Along the proof, we will need the following result.

Lemma A.1. Let ξ, µ ∈ R. We have

⟨φξ,µ,1, σ1tφξ,µ,1⟩ =
4

π2
+ (|ξ|2 + |µ|)r ,

with r ∈ S0(R2,L (C)).

Proof. By Proposition 3.1, we have

⟨φξ,µ,1, σ1tφξ,µ,1⟩ = |cξ|2
(
(1 + |c1ξ |2)⟨φ0,µ,1, σ1tφ0,µ,1⟩+ 2c1ξ⟨φ0,µ,1, tφ0,µ,1⟩

)
,

with c1ξ =
ξ√

ξ2+ν(0,µ)2+ν(0,µ)
. Using the explicit formula for φ0,µ,1, we get that

⟨φ0,µ,1, tφ0,µ,1⟩ = 0 ,

⟨φ0,µ,1, σ1tφ0,µ,1⟩ = 2|c|2
∫ 1

−1

t

(
sin(kt) cos(kt)

sin(k) cos(k)

)
dt = 2|c|21− 2k cot(2k)

2k2
,

where c =
(

k sin2(2k)
4k−sin(4k)

) 1
2 . The result follows from Proposition 3.1, explicit computations and

⟨φ0,µ,1, σ1tφ0,µ,1⟩ =
4

π2
+ O(|µ|) ,

|cξ|2(1 + |c1ξ |2) = 1 + O(|ξ|2) .
□

Appendix B. Some technical lemmas

B.1. The resolvent as a symbol. We recall that d0 is defined in (4.3), d±0 in (4.14) and
Ξ1,±,ϵ in (4.13).

Lemma B.1. Let M > 0. There exists ϵ0, C > 0 such that for all µ ∈ (−1, 1), all λ ∈
[0, ν1(0, µ) +Mϵ2], and all ϵ ∈ (0, ϵ0), the following holds.

(i) For all ξ ∈ R, the operator d±0 − λ is bijective and

∥(d±0 − λ)−1∥ ⩽ Cϵ−2η⟨ξ⟩−1 . (B.1)
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(ii) The operator (D±
0 − λ) is invertible and (D±

0 − λ)−1 =
(
(d±0 − λ)−1

)W is a Fourier
multiplier whose symbol (d±0 − λ)−1 belongs to ϵ−2ηS−1

2η (R2,L (B)) and

∥(D±
0 − λ)−1∥ ⩽ Cϵ−2η . (B.2)

Proof. Let us start by noting that there exists a constant c > 0 such that for µ ∈ (−1, 1),

c ⩽ ν1(0, µ) =
√
µ2 + k1(µ) ⩽ c−1 ,

where the νn are given in Proposition 3.1. The proof is structured into several steps.
Step 1. First, we establish a lower bound on ν1(Ξ1,±,ϵ(ξ), µ)− λ. We have for all ξ ∈ R∗,

ν1(ξ, µ)− λ ⩾
ν1(ξ, µ)

2 − λ2

ν1(ξ, µ) + λ
⩾
ν1(ξ, µ)

2 − (ν1(0, µ) +Mϵ2)2

ν1(ξ, µ) + ν1(0, µ) +Mϵ2

⩾
ξ2 + µ2 + k1(µ)− (

√
µ2 + k1(µ) +Mϵ2)2√

ξ2 + µ2 + k1(µ) +
√
µ2 + k1(µ) +Mϵ2

⩾
ξ2 − 2

√
µ2 + k1(µ)Mϵ2 −M2ϵ4√

ξ2 + µ2 + k1(µ) +
√
µ2 + k1(µ) +Mϵ2

⩾ ⟨ξ⟩Cξ ,

where, for some constant C > 0 uniform in ϵ and ξ, we have set

Cξ =
|ξ|
⟨ξ⟩

1− Cϵ2/ξ2√
1 + µ2+k1(µ)

ξ2
+
√
µ2 + k1(µ)/|ξ|+Mϵ2/|ξ|

.

The map ξ 7→ Cξ is increasing on [
√
Cϵ,+∞) and even. Moreover, as η ∈ (0, 1

2
) for ϵ small

enough, one has

|Ξ1,±,ϵ|(R) =
[
ϵη
R

2
,+∞

)
⊂ [

√
Cϵ,+∞)

so that CΞ1,±,ϵ(ξ) ⩾ CϵηR/2. A straightforward computation then shows that for some constant
k > 0 there holds CϵηR/2 ⩾ kϵ2η, which proves that

ν1(Ξ1,±,ϵ(ξ), µ)− λ ⩾ ⟨ξ⟩kϵ2η . (B.3)

Step 2. The spectrum of d±0 consists of the values (±νn(Ξ1,±,ϵ(ξ), µ))n⩾1 ensuring that (B.3)
makes d±0 − λ bijective and

∥(d±0 − λ)−1∥L (B) =
1

dist(λ, sp(d±0 ))
=

1

ν1(Ξ1,±,ϵ(ξ), µ)− λ
⩽

1

k
ϵ−2η⟨ξ⟩−1 . (B.4)

This implies (B.1) and (B.2)
Step 3. Differentiating the identity (d0 − λ)(d0 − λ)−1 = Id, with respect to ξ gives

0 = (∂ξ(d0 − λ)) (d0 − λ)−1 + (d0 − λ)∂ξ(d0 − λ)−1 = σ1(d0 − λ)−1 + (d0 − λ)∂ξ(d0 − λ)−1

so that
∂ξ(d0 − λ)−1 = −(d0 − λ)−1σ1(d0 − λ)−1 ,

and by induction, we get for all k ∈ N,

∂
(k)
ξ (d0 − λ)−1 = (−1)kk!

(
(d0 − λ)−1σ1

)k
(d0 − λ)−1 . (B.5)
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Step 4. In this step, we examine properties of the derivatives of Ξ1,±,ϵ. In particular, one
remarks that there exist constants (Cα)α∈N ⊂ (0,+∞) such that for all ξ ∈ R, all ϵ ∈ (0, ϵ0),
all α ∈ N∗

|Ξ1,±,ϵ(ξ)| ⩽ C0⟨ξ⟩ ,
|∂(α)ξ Ξ1,±,ϵ(ξ)| = ϵη(1−α)|Ξ(α)

1,±(ϵ
−ηξ)| ⩽ Cαϵ

η(1−α) .
(B.6)

Step 5. To obtain Point (ii), we will now combine identities (B.1), (B.5) and (B.6) with
Faà-Di-Bruno’s formula: we have for all ξ ∈ R, α ∈ N,

∂
(α)
ξ (d±0 − λ)−1 = ∂

(α)
ξ

(
(d0 − λ)−1 ◦ Ξ1,±,ϵ(ξ)

)

=
α∑

k=1

(
(d0 − λ)−1

)(k)
(Ξ1,±,ϵ(ξ)) ·Bα,k

(
Ξ′
1,±,ϵ(ξ),Ξ

′′
1,±,ϵ(ξ), . . . ,Ξ

(α−k+1)
1,±,ϵ (ξ)

)
,

where Bα,k are the Bell polynomials defined as:

Bα,k(x1, x2, . . . , xα−k+1) =
∑ α!

j1!j2! · · · jα−k+1!

(x1
1!

)j1 (x2
2!

)j2
· · ·
(

xα−k+1

(α− k + 1)!

)jα−k+1

,

and the sum is taken over all sequences j1, j2, . . . , jα−k+1 of nonnegative integers such that:

j1 + j2 + · · ·+ jα−k+1 = k and j1 + 2j2 + · · ·+ (α− k + 1)jα−k+1 = α.

For k ∈ {1, . . . , α}, and a sequence j1, j2, . . . , jα−k+1 as above, by (B.6), there exists C > 0
such that ∣∣∣∣

(
∂
(1)
ξ Ξ1,±,ϵ(ξ)

)j1 (
∂
(2)
ξ Ξ1,±,ϵ(ξ)

)j2
· · ·
(
∂
(α−k+1)
ξ Ξ1,±,ϵ(ξ)

)jα−k+1

∣∣∣∣

⩽ C [ϵη]
∑α−k+1

i=1 ji(1−i) = C [ϵη]k−α ,

so that
|Bα,k

(
Ξ′
1,±,ϵ(ξ),Ξ

′′
1,±,ϵ(ξ), . . . ,Ξ

(α−k+1)
1,±,ϵ (ξ)

)
| ⩽ Cϵη(k−α) . (B.7)

By (B.1), (B.4) and (B.5), there exists C > 0 such that

∥
(
(d0 − λ)−1

)(k)
(Ξ1,±,ϵ(ξ))∥L (B) ⩽ Cϵ−2η(k+1) < ξ >−(k+1) . (B.8)

Hence, by (B.7) and (B.8), we get
∥∥∥
(
(d0 − λ)−1

)(k)
(Ξ1,±,ϵ(ξ)) ·Bα,k

(
Ξ′
1,±,ϵ(ξ),Ξ

′′
1,±,ϵ(ξ), . . . ,Ξ

(α−k+1)
1,±,ϵ (ξ)

)∥∥∥
L (B)

⩽ C [ϵη]−2(k+1)+k−α ⟨ξ⟩−(k+1) ⩽ C [ϵη]−α−2−k ⟨ξ⟩−1

Therefore, summing over k, we get
∥∥∥∂(α)ξ (d±0 − λ)−1

∥∥∥
L (B)

⩽ C
[
ϵ−η
]2+α

(
α∑

k=1

(ϵ−η)k

)
⟨ξ⟩−1

⩽ C ′(ϵ−η)2(1+α)⟨ξ⟩−1

We then deduce that (d±0 − λ)−1 ∈ ϵ−2ηS−1
2η (R2,L (B)).

□
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B.2. The orthogonal projector. We recall that Πξ,µ = ⟨φξ,µ,1, ·⟩L2(I) is defined in Lemma
4.9 and φξ,µ,1 in Proposition 3.1.

Lemma B.2. For X ∈ {A ,B}, the operator Πξ,µ belongs to S0(R2,L (X ,C)) and the op-
erator Π∗

ξ,µ belongs to S0(R2,L (C,X )). In particular, Π∗
ξ,µΠξ,µ belongs to S0(R2,L (B,A )).

Proof. In this proof, we adhere to the notation established in Proposition 3.1.
The mappings ξ 7→ cξ and ξ 7→ ξ√

ξ2+ν(0,µ)2+ν(0,µ)
are elements of S0(R2,L (B,B)). The

function φ0,µ,1 is an element of A . Consequently, by Theorem 4.2, the following statements
hold:

(1) The operator Π∗
ξ,µ is an element of S0(R2,L (C,A )) ⊂ S0(R2,L (C,B)).

(2) The operator Πξ,µ is an element of S0(R2,L (B,C)) ⊂ S0(R2,L (A ,C).
□

Lemma B.3. There exist δ, µ0 > 0 such that for all z ∈ (0, π
4
+ δ), all µ ∈ (−µ0, µ0) and all

ξ ∈ R, the operator
(d0 − z)⊥ := (d0 − z)(Id− Π∗

ξ,µΠξ,µ)

is inversible when seen as an endomorphism of {φξ,µ,1}⊥ and the symbol of

0⊕ (d0 − z)−1
⊥ : B = span{φξ,µ,1} ⊕ {φξ,µ,1}⊥ −→ span{φξ,µ,1} ⊕ {φξ,µ,1}⊥

is an element of S−1(R2,L (B,B)) ∩ S0(R2,L (B,A )).

Proof. The proof is divided into several parts.
Step 1. Let δ1 := min|µ|⩽1 |ν1(0, µ)−ν2(0, µ)| > 0. By continuity, there exists µ0 ∈ (0, 1) such
that for all |µ| ⩽ µ0,

|ν1(0, µ)− π/4| ⩽ δ1/4 .

Let z ∈ (0, π/4 + δ1/4) and µ ∈ (−µ0, µ0). We have

ν1(0, µ)− z ⩾ (ν1(0, µ)− π/4)− δ1/4 ⩾ −δ1/2 ,
so that

ν2(0, µ)− z = (ν2(0, µ)− ν1(0, µ)) + (ν1(0, µ)− z) ⩾ δ1 − δ1/2 = δ1/2 .

We also have that for ξ ∈ R,

ν2(ξ, µ)− ν2(0, µ) =
ξ2

ν2(ξ, µ)− ν2(0, µ)
⩾

ξ2

2ν2(ξ, µ)
⩾

1

2c0
ξ2⟨ξ⟩−1 ,

where
c0 = max{1, (ν2(0, µ))|µ|⩽1} > 0 ,

so that

ν2(ξ, µ)− z ⩾
1

2c0
ξ2⟨ξ⟩−1 +

δ1
2

⩾ min

{
1

2c0
,
δ1
2

}(
ξ2⟨ξ⟩−1 + 1

)
⩾ min

{
1

2c0
,
δ1
2

}
⟨ξ⟩ . (B.9)

We also have
ν1(ξ, µ) ⩾ ⟨ξ⟩min{1, (ν1(0, µ))|µ|⩽1} . (B.10)
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Step 2. Let (φξ,µ,n)n∈Z∗ be an orthonormal basis associated with the eigenvalues (sign(n)ν|n|(ξ, µ))n∈Z∗

(this extends the conventions taken in Proposition 3.1). We have

(d0 − z)⊥ =
⊕

n̸=0,1

(νn(ξ, µ)− z)|φξ,µ,n⟩⟨φξ,µ,n| .

Therefore, the operator (d0 − z)−1
⊥ : {φξ,µ,1}⊥ → {φξ,µ,1}⊥ is inversible and by (B.9) and

(B.10),

∥(d0 − z)−1
⊥ ∥ ⩽ max

(
1

ν2(ξ, µ)− z
,

1

ν1(ξ, µ) + z

)
⩽ ⟨ξ⟩−1C0 , (B.11)

with C0 = max

(
1

min
{

1
2c0

,
δ1
2

} , 1
min{1,(ν1(0,µ))|µ|⩽1}

)
> 0.

Step 3. Let us now consider the derivatives. By taking the derivative of

Π∗
ξ,µΠξ,µ

(
0⊕ (d0 − z)−1

⊥
)
= 0 , and (d0 − z)

(
0⊕ (d0 − z)−1

⊥
)
= Id− Π∗

ξ,µΠξ,µ ,

we get

Π∗
ξ,µΠξ,µ∂ξ

(
0⊕ (d0 − z)−1

⊥
)
= −∂ξ(Π∗

ξ,µΠξ,µ)
(
0⊕ (d0 − z)−1

⊥
)
, (B.12)

and
(d0 − z)∂ξ

(
0⊕ (d0 − z)−1

⊥
)
= −σ1

(
0⊕ (d0 − z)−1

⊥
)
− ∂ξ(Π

∗
ξ,µΠξ,µ) . (B.13)

From
(Id− Π∗

ξ,µΠξ,µ)(d0 − z) = (0⊕ (d0 − z)⊥) (Id− Π∗
ξ,µΠξ,µ) ,

and (B.13), we deduce that

(Id− Π∗
ξ,µΠξ,µ)(d0 − z)∂ξ

(
0⊕ (d0 − z)−1

⊥
)

= (0⊕ (d0 − z)⊥) (Id− Π∗
ξ,µΠξ,µ)∂ξ

(
0⊕ (d0 − z)−1

⊥
)

= −(Id− Π∗
ξ,µΠξ,µ)

(
σ1
(
0⊕ (d0 − z)−1

⊥
)
+ ∂ξ(Π

∗
ξ,µΠξ,µ)

)

and
(Id− Π∗

ξ,µΠξ,µ)∂ξ
(
0⊕ (d0 − z)−1

⊥
)
=−

(
0⊕ (d0 − z)−1

⊥
)
σ1
(
0⊕ (d0 − z)−1

⊥
)

−
(
0⊕ (d0 − z)−1

⊥
)
∂ξ(Π

∗
ξ,µΠξ,µ) .

(B.14)

By (B.12) and (B.14), we obtain

∂ξ
(
0⊕ (d0 − z)−1

⊥
)
=−

(
0⊕ (d0 − z)−1

⊥
)
σ1
(
0⊕ (d0 − z)−1

⊥
)

−
(
∂ξ(Π

∗
ξ,µΠξ,µ)

(
0⊕ (d0 − z)−1

⊥
)
+
(
0⊕ (d0 − z)−1

⊥
)
∂ξ(Π

∗
ξ,µΠξ,µ)

)
.

(B.15)

By (B.11), Lemma B.2, and Theorem 4.2, and there exists C1 > 0 such that

∥∂ξ
(
0⊕ (d0 − z)−1

⊥
)
∥ ⩽ C1⟨ξ⟩−1 . (B.16)

Step 4. By (B.15), (B.16), Lemma B.2, and an induction argument, for all k ⩾ 2, there exists
Ck > 0 such that

∥∂kξ
(
0⊕ (d0 − z)−1

⊥
)
∥ ⩽ Ck⟨ξ⟩−1 ,

so that 0⊕ (d0 − z)−1
⊥ ∈ S−1(R2,L (B,B)).



31

Step 5. In order to obtain the estimate involving the H1-norm, we use the estimate (B.11)
and the triangle inequality to derive

∥Dt

(
0⊕ (d0 − z)−1

⊥
)
∥ = ∥σ2Dt

(
0⊕ (d0 − z)−1

⊥
)
∥

⩽ ∥(d0 − z)
(
0⊕ (d0 − z)−1

⊥
)
∥+ (|ξ|+ |µ|+ |z|) ∥

(
0⊕ (d0 − z)−1

⊥
)
∥

⩽ 1 + C0⟨ξ⟩−1 (|ξ|+ |µ|+ |z|) .
Therefore, there exists C̃0 > 0 such that

∥
(
0⊕ (d0 − z)−1

⊥
)
∥L (B,A ) ⩽ C̃0 . (B.17)

The control of the derivatives follows from (B.17), (B.15), (B.16), Lemma B.2, and an induc-
tion argument.

□
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