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Abstract

Motivated by the study of the electrodynamics of particles, we propose in this work
an arbitrary-order discrete de Rham scheme for the treatment of elliptic problems with
potential and flux jumps across a fixed interface. The scheme seamlessly supports general
elements resulting from the cutting of a background mesh along the interface. Interface
conditions are enforced weakly à la Nitsche. We provide a rigorous convergence of
analysis of the scheme for a steady model problem and showcase an application to a
physical problem inspired by the Leaky Dielectric Model.
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1 Introduction
The study of the dynamics of particles in an electric field is motivated by numerous applications.
Subjecting cells to an electric field is indeed a non-invasive and label-free method to obtain
a high-throughput characterization of individual cells [29]. A classical device is the Coulter
counter [11], developed in the 1950s and still used in blood analyzers to count and size red
blood cells [30] using a DC field. Nowadays, the use of AC fields combined with the versatility
of microfluidics make single-cell microfluidic impedance cytometry a promising technique for
multiparametric cell characterization [21]. Other processes in which cells are subjected to
an electric field include dielectrophoresis, a common technique used to manipulate or deform
cells [20], and electroporation, in which pores are created in the membrane to enable exchange
of molecules between the internal and the suspending media [25]. From a more fundamental
point of view, subjecting simpler particles like drops or vesicles to electrical fields has revealed
fascinating dynamics when the internal and the external fluids have different conductivity and
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permittivity [33]: symmetry-breaking (rotation of the particle), large transient deformations
with sharp edges for vesicles. . .

Motivated by the problem of the deformation of a drop in a steady electric field [31], G. I.
Taylor introduced the so-called Leaky Dielectric Model, in which bulk fluids are assumed to
be free of charge, so that the coupling between between electric and mechanical phenomena
occurs at the interface. Since then, the Leaky Dielectric Model has been shown to provide
valuable theoretical insights in the field of electrohydrodynamics of particles [26, 33]. In the
context of this model, the electrostatic potential is a scalar-valued field which is harmonic in
the bulk while, on the droplet interface, fulfills conditions that express the continuity of current
through the membrane as well as a drop in potential called Galvani potential [24]. When
seeking numerical solutions to this problem, tracking the position of the interface by means of
an adapted mesh can be challenging and impact on the cost of the simulation. This calls for
solutions where the mesh is not redesigned after each displacement of the membrane.

The literature on numerical methods for interface problems is vast, and we will limit
ourselves here to works that bear relations with the present approach. A large number of methods
rely on a background mesh which is not compliant with the interface, and are therefore referred
to as unfitted. In the Generalized/Extended Finite Element method [27, 28], non-polynomial
functions with compact support are added to the discrete space in order to capture the behavior
at the interface. In the Immersed Finite Element method [1], the added functions are piecewise
polynomials. In the CutFEM method [6], interface conditions are taken into account by using
discontinuous basis functions inside the elements cut by the interface and relying on Nitsche’s
techniques for their enforcement. The CutFEM principles have been recently extended to the
Hybrid High-Order method [7, 8], which supports much more general element geometries than
standard Finite Elements; see [14, 15, 17].

In the present work, we consider a method based on meshes obtained by cutting elements
crossed by the interface. No special treatment (such as the addition of ad hoc functions) is
required for discretization of the diffusion operator on the elements resulting from the cut. This
is because the discretization in the bulk hinges on the 𝐻1-like space of [18], which supports
general polygonal or polyhedral meshes. As a result, our method enjoys both the assets of
unfitted methods (since cuts can occur at arbitrary locations, making the approximation of the
interface totally independent of the background mesh) and of fitted methods (since interface
elements do not require a special treatment). The support of general polytopal elements
additionally provides an effective means to counter the possible degradation of mesh quality
resulting from the cuts, since pathological elements can be merged into neighbors in the spirit
of [2, 4, 23]; see also [22] for an application of these ideas to conforming finite elements.
Interface conditions are enforced weakly through subtly defined terms that ensure consistency;
see Remark 5 for further insight into this point. The design of such terms, based on the use of
trace reconstructions, is indeed one of the main contributions of the present work. Robustness
with respect to the jumps of the diffusion coefficient is obtained by using diffusion-dependent
weighted averages in the spirit of [9, 16]. To keep the exposition as simple as possible, we focus
here on the two-dimensional case with interfaces approximated by closed polygonal chains and
consider numerically the case of curved interfaces.

The rest of this work is organized as follows. In Section 2 we state the continuous problem.
The discrete setting (mesh, polynomial spaces) is introduced in Section 3. In Section 4 we
describe the construction leading to the discrete problem and state the scheme as well as the
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Figure 1: Configuration for the continuous problem.

main results of the analysis. A comprehensive set of numerical tests is carried out in Section 5,
while the application to the Leaky Dielectric Model makes the object of Section 6. Finally, the
proofs of the stability and error estimates results stated in Section 4.6 are provided in Section 7.

2 Continuous setting
To keep the description of the method as simple as possible, we focus on the two-dimensional
case. We emphasize, however, that it is possible to extend the present method to three space
dimensions in the spirit of [18], as well as to curved approximations of the interface by adapting
the techniques of [5, 32, 34].

Consider an open bounded connected polygonal domain Ω ⊂ R2 with boundary 𝜕Ω. Let
Γ ⊂ Ω be a closed non-intersecting polygonal chain such that Γ ∩ 𝜕Ω = ∅ (see Figure 1). The
domain is partitioned by Γ into an internal and an external polygonal subdomains, respectively
denoted by Ωint and Ωext in what follows. We denote by 𝑛 the unit vector field normal to Γ and
pointing out of Ωint.

Given a couple of functions 𝑣 = (𝑣int, 𝑣ext) with 𝑣• : Ω• → R for • ∈ {int, ext}, each
smooth enough to admit a trace on Γ, we define the following interface jump operator:

[𝑣]Γ ≔ 𝑣int − 𝑣ext. (1)

When applied to couples of vector-valued functions, the jump operator acts component-wise.
In what follows, whenever needed, we tacitly identify 𝑣 with the function 𝑣int𝐼Ωint + 𝑣ext𝐼Ωext :
Ω \ Γ → R, where 𝐼Ω• is the characteristic function of Ω•.

Consider a region-wise constant diffusion coefficient 𝜎 : Ω \ Γ → R such that 𝜎|Ωint ≡
𝜎int > 0 and 𝜎|Ωext ≡ 𝜎ext > 0. Let 𝑓 : Ω \ Γ → R, ΦΓ : Γ → R2, and 𝐽Γ : Γ → R be
given functions, which we assume smooth enough for the following discussion to make sense.
We consider the problem of finding the couple of scalar-valued functions 𝑢 = (𝑢int, 𝑢ext) with
𝑢• : Ω• → R, • ∈ {int, ext}, such that

−∇ · (𝜎•∇𝑢•) = 𝑓 in Ω•, • ∈ {int, ext}, (2a)
[𝑢]Γ = 𝐽Γ on Γ, (2b)

[𝜎∇𝑢]Γ · 𝑛Γ = ΦΓ on Γ, (2c)
𝑢ext = 0 on 𝜕Ω. (2d)
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3 Discrete setting

3.1 Mesh
We discretize the domain with a polygonal mesh (Tℎ, Eℎ) in the sense of [14, Definition 1.4],
with Tℎ collecting the mesh elements and Eℎ the mesh edges. We additionally denote by Vℎ the
set of vertices collecting the edge endpoints. The mesh is assumed to be fitted to the interface,
i.e., there exists a subset EΓ,ℎ of Eℎ such that Γ =

⋃
𝐸∈EΓ,ℎ

𝐸 .
Remark 1 (Fitted mesh). It is important to emphasize that fitted polytopal meshes supported by
the present method can simply be obtained cutting the elements of a background mesh along the
interface, as in the numerical tests of Sections 5 and 6. This is a major advantage, particularly
in the framework of moving interface problems, as it avoids a potentially expensive remeshing
step. We also notice that the degradation of mesh quality can also be countered leveraging the
support of polytopal elements: whenever an elongated or distorted element results from the
cutting, it can be agglomerated into neighboring elements in the spirit of [2, 4, 23] to restore
mesh quality.
Remark 2 (Approximation of the interface). The approximation of the interface is totally
independent of the background mesh. This is important when considering the more general
case of curved interfaces, where a finer discretization can be needed. Notice that this can lead
to polygonal elements with asymptotically small edges. In the spirit of [19], it can be shown
that this kind of elements can be supported by the present method; see also [10] on this subject.

For • ∈ {int, ext}, we let T •
ℎ

≔ {𝑇 ∈ Tℎ : 𝑇 ⊂ Ω•}. For any element 𝑇 ∈ Tℎ, we denote
by E𝑇 the set collecting its edges. Symmetrically, the set of elements sharing one edge 𝐸 ∈ Eℎ

is denoted by T𝐸 . For each edge 𝐸 ∈ Eℎ, we fix once and for all a unit normal vector 𝑛𝐸 and,
for any 𝑇 ∈ T𝐸 , we denote by 𝜔𝑇𝐸 ∈ {−1, 1} the relative orientation of 𝐸 with respect to 𝑇 ,
such that 𝜔𝑇𝐸𝑛𝐸 points out of 𝑇 .

In what follows, we assume that the mesh we are working on belongs to a regular sequence
in the sense of [14, Definition 1.9]. Given a mesh element or edge 𝑋 ∈ Tℎ ∪ Eℎ, we denote by
ℎ𝑋 its diameter, so that ℎ = max𝑇∈Tℎ ℎ𝑇 . We will abbreviate by 𝑎 ≲ 𝑏 the inequality 𝑎 ≤ 𝐶𝑏

with 𝐶 independent of ℎ, 𝜎 and, for local inequalities, the corresponding element or edge.
Further details on the dependence of the hidden constants will be provided when appropriate.

3.2 Local polynomial spaces
Given 𝑋 ∈ Tℎ ∪ Eℎ and an integer 𝑚 ≥ 0, we denote by P𝑚 (𝑋) the space spanned by
the restriction of polynomials of the space variables to 𝑋 and by 𝜋𝑚

𝑋
the corresponding 𝐿2-

orthogonal projector. We conventionally set P−1(𝑋) ≔ {0}. For all 𝑇 ∈ Tℎ, we will also need
the space

Rc,𝑚 (𝑇) ≔ (𝑥 − 𝑥𝑇 )P𝑚−1(𝑇),
where 𝑥𝑇 is a point inside 𝑇 at a distance from its boundary comparable to ℎ𝑇 . It can be proved
that the divergence from Rc,𝑚 (𝑇) to P𝑚−1(𝑇) is an isomorphism; cf. [3, Corollary 7.3].
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4 Discrete problem

4.1 Discrete space
For any 𝑘 ≥ 0 and • ∈ {int, ext}, we let

𝑉 𝑘
•,ℎ ≔

{
𝑣
ℎ
=

(
(𝑣𝑇 )𝑇∈T •

ℎ
, (𝑣𝐸 )𝐸∈E•

ℎ
, (𝑣𝑉 )𝑉∈V•

ℎ

)
: 𝑣𝑇 ∈ P𝑘−1(𝑇) for all 𝑇 ∈ T •

ℎ ,

𝑣𝐸 ∈ P𝑘−1(𝐸) for all 𝐸 ∈ E•
ℎ,

𝑣𝑉 ∈ R for all 𝑉 ∈ V•
ℎ

}
.

We consider the discrete space
𝑉 𝑘
ℎ
≔ 𝑉 𝑘

int,ℎ ×𝑉 𝑘
ext,ℎ.

as well as its subspace 𝑉 𝑘
ℎ,0 with edge and vertex values vanishing on 𝜕Ω.

The interpolator 𝐼 𝑘
ℎ

: 𝐶0(Ωint) × 𝐶0(Ωext) ↦→ 𝑉 𝑘
ℎ

is such that, for all 𝑣 = (𝑣int, 𝑣ext) ∈
𝐶0(Ωint) × 𝐶0(Ωext),

𝐼 𝑘ℎ𝑣 ≔
(
𝐼 𝑘int,ℎ𝑣int, 𝐼

𝑘
ext,ℎ𝑣ext

)
,

where, for • ∈ {int, ext},

𝐼 𝑘•,ℎ𝑣• ≔
(
(𝜋𝑘−1

𝑇 𝑣•)𝑇∈T •
ℎ
, (𝜋𝑘−1

𝐸 𝑣•)𝐸∈E•
ℎ
, (𝑣•(𝑥𝑉 ))𝑉∈V•

ℎ

)
.

For all 𝑇 ∈ Tℎ, we respectively denote the restrictions of 𝑉 𝑘
ℎ
, 𝑣

ℎ
∈ 𝑉 𝑘

ℎ
, and 𝐼 𝑘

ℎ
to 𝑇 by 𝑉 𝑘

𝑇
,

𝑣
𝑇
∈ 𝑉 𝑘

𝑇
, and 𝐼 𝑘

𝑇
. Such restrictions are obtained collecting the polynomial components on 𝑇

and its boundary. Since every mesh element is contained in one and only one subdomain, there
is no ambiguity on which vertex and edge components to select when restricting to an element
𝑇 such that 𝜕𝑇 ∩ Γ ≠ ∅.

4.2 Element gradient and potential
For any 𝑇 ∈ Tℎ, any 𝑣

𝑇
∈ 𝑉 𝑘

𝑇
, and any 𝐸 ∈ E𝑇 , we let the edge potential 𝑣𝑇𝐸 be the unique

function in P𝑘+1(𝐸) such that

𝑣𝑇𝐸 (𝑥𝑉 ) = 𝑣𝑉 for any endpoint 𝑉 of 𝐸 and 𝜋𝑘−1
𝐸 𝑣𝑇𝐸 = 𝑣𝐸 .

Remark 3 (Edge potential). Clearly, 𝑣𝑇𝐸 ≡ 0 whenever 𝐸 ⊂ 𝜕Ω is a boundary edge and
𝑣
ℎ
∈ 𝑉 𝑘

ℎ,0. On the other hand, when 𝐸 ⊂ (𝜕𝑇1 ∩ 𝜕𝑇2) \Γ is an internal edge that does not lie on
the interface, the value of the edge potential does not depend on the element, i.e., 𝑣𝑇1𝐸 = 𝑣𝑇2𝐸 .

We define the discrete gradient 𝐺𝑘
𝑇

: 𝑉 𝑘
𝑇
→ P𝑘 (𝑇)2 and potential 𝑝𝑘+1

𝑇
: 𝑉 𝑘

𝑇
→ P𝑘+1(𝑇)

such that, for all 𝑣
𝑇
∈ 𝑉 𝑘

𝑇
,∫

𝑇

𝐺𝑘
𝑇𝑣𝑇 · 𝜏 = −

∫
𝑇

𝑣𝑇 (∇ · 𝜏) +
∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

𝑣𝑇𝐸 (𝜏 · 𝑛𝐸 ) ∀𝜏 ∈ P𝑘 (𝑇)2,∫
𝑇

𝑝𝑘+1
𝑇 𝑣

𝑇
(∇ · 𝜏) = −

∫
𝑇

𝐺𝑘
𝑇𝑣𝑇 · 𝜏 +

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

𝑣𝑇𝐸 (𝜏 · 𝑛𝐸 ) ∀𝜏 ∈ Rc,𝑘+2(𝑇). (3)
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Remark 4 (Validity of (3)). Following [18, Remark 17], the relation (3) actually holds for all
𝜏 ∈ P𝑘 (𝑇)2 + Rc,𝑘+2(𝑇).

Accounting for the previous remark, we notice that, integrating by parts the left-hand side
of (3) and rearranging, we have, for all (𝑣

𝑇
, 𝜏) ∈ 𝑉 𝑘

𝑇
× (P𝑘 (𝑇)2 + Rc,𝑘+2(𝑇)),∫

𝑇

∇𝑝𝑘+1
𝑇 𝑣

𝑇
· 𝜏 =

∫
𝑇

𝐺𝑘
𝑇𝑣𝑇 · 𝜏 +

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

(𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 ) (𝜏 · 𝑛𝐸 ). (4)

Selecting 𝜏 = ∇𝑝𝑘+1
𝑇

𝑣
𝑇

(this is possible since ∇𝑝𝑘+1
𝑇

𝑣
𝑇
∈ P𝑘 (𝑇)𝑑) in the above expression,

using Cauchy–Schwarz, (2,∞, 2)-Hölder, and trace inequalities along with ∥𝑛𝐸 ∥𝐿∞ (𝐸)2 ≤ 1 in
the right-hand side, and simplifying, we get

∥∇𝑝𝑘+1
𝑇 𝑣

𝑇
∥𝐿2 (𝑇)2 ≲

(
∥𝐺𝑘

𝑇𝑣𝑇 ∥
2
𝐿2 (𝑇)2 + ℎ−1

𝑇

∑︁
𝐸∈E𝑇

∥𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 ∥2

𝐿2 (𝐸)

)1/2

. (5)

Let 𝑣 ∈ 𝐻𝑟+2(𝑇) for some 𝑟 ∈ {0, . . . , 𝑘} and set �̂�
𝑇
≔ 𝐼 𝑘

𝑇
𝑣. Using the techniques of [18],

where the three-dimensional case is considered, it can be proved that

∥�̂�𝑇𝐸 − 𝑣∥𝐿2 (𝐸) ≲ ℎ
𝑟+3/2
𝑇

|𝑣 |𝐻𝑟+2 (𝑇) ∀𝐸 ∈ E𝑇 , (6)

∥𝐺𝑘
𝑇 �̂�𝑇 − ∇𝑣∥𝐿2 (𝑇)2 + ℎ

1/2
𝑇
∥𝐺𝑘

𝑇 �̂�𝑇 − ∇𝑣∥𝐿2 (𝜕𝑇)2 ≲ ℎ𝑟+1
𝑇 |𝑣 |𝐻𝑟+2 (𝑇) , (7)

∥𝑝𝑘+1
𝑇 �̂�

𝑇
− 𝑣∥𝐿2 (𝑇) + ℎ

1/2
𝑇
∥𝑝𝑘+1

𝑇 �̂�
𝑇
− 𝑣∥𝐿2 (𝜕𝑇) ≲ ℎ𝑟+2

𝑇 |𝑣 |𝐻𝑟+2 (𝑇) . (8)

For future use, we also define the global discrete gradient operator 𝐺𝑘
ℎ

: 𝑉 𝑘
ℎ
→ P𝑘 (Tℎ)2

such that, for all 𝑣
ℎ
∈ 𝑉 𝑘

ℎ
,

(𝐺𝑘
ℎ𝑣ℎ) |𝑇 ≔ 𝐺𝑘

𝑇𝑣𝑇 ∀𝑇 ∈ Tℎ.

4.3 Interface trace operators
Let 𝐸 ∈ EΓ,ℎ and denote by 𝑇int ∈ T int

ℎ
and 𝑇ext ∈ T ext

ℎ
the unique elements such that

𝐸 ⊂ 𝜕𝑇int ∩ 𝜕𝑇ext. Notice that, while such elements clearly depend on 𝐸 , we do not highlight
this dependency in the notation as it will be clear from the context. We define the edge jump
[·]𝐸 : 𝑉 𝑘

ℎ
→ P𝑘+1(𝐸) and skewed average {·}

𝑘,𝐸
: 𝑉 𝑘

ℎ
→ P𝑘+1(𝐸) operators such that, for all

𝑣
ℎ
∈ 𝑉 𝑘

ℎ
,

[𝑣
ℎ
]𝐸 ≔ 𝑣𝑇int𝐸 − 𝑣𝑇ext𝐸 , {𝑣

ℎ
}
𝑘,𝐸

≔ 𝜆ext𝑣𝑇int𝐸 + 𝜆int𝑣𝑇ext𝐸 , (9)

with 𝜆int and 𝜆ext such that

𝜆int ≔
𝜎ext

𝜎int + 𝜎ext
, 𝜆ext ≔

𝜎int
𝜎int + 𝜎ext

. (10)

We additionally let, for any vector-valued field Ψ smooth enough to admit a possibly
two-valued trace on 𝐸 ,

{Ψ}𝑘,𝐸 ≔ 𝜆int𝛾𝑇int𝐸Ψ + 𝜆ext𝛾𝑇ext𝐸Ψ, (11)

where 𝛾𝑇•𝐸Ψ denotes the trace of Ψ|𝑇• on 𝐸 .
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4.4 Discrete problem
Let

𝜎𝑇 ≔ 𝜎|𝑇 ∀𝑇 ∈ Tℎ.
We define the bilinear form 𝑎ℎ : 𝑉 𝑘

ℎ
× 𝑉 𝑘

ℎ
→ R and the linear form ℓℎ : 𝑉 𝑘

ℎ
→ R such that, for

all (𝑤
ℎ
, 𝑣

ℎ
) ∈ 𝑉 𝑘

ℎ
×𝑉 𝑘

ℎ
,

𝑎ℎ (𝑤ℎ
, 𝑣

ℎ
) ≔

∑︁
𝑇∈Tℎ

(∫
𝑇

𝜎𝑇𝐺
𝑘
𝑇𝑤𝑇

· 𝐺𝑘
𝑇𝑣𝑇 + 𝜎𝑇

ℎ𝑇

∑︁
𝐸∈E𝑇

∫
𝐸

(𝑝𝑘+1
𝑇 𝑤

𝑇
− 𝑤𝑇𝐸 ) (𝑝𝑘+1

𝑇 𝑣
𝑇
− 𝑣𝑇𝐸 )

)
−

∑︁
𝐸∈EΓ,ℎ

∫
𝐸

{𝜎𝐺𝑘
ℎ𝑤ℎ

}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸 + 𝜂
∑︁

𝐸∈EΓ,ℎ

𝛼

ℎ𝐸

∫
𝐸

[𝑤
ℎ
]𝐸 [𝑣ℎ]𝐸 ,

(12)
where

𝛼 ≔
2𝜎int𝜎ext
𝜎int + 𝜎ext

(13)

and
ℓℎ (𝑣ℎ) ≔

∑︁
𝑇∈Tℎ

∫
𝑇

𝑓 𝑝𝑘+1
𝑇 𝑣

𝑇
+

∑︁
𝐸∈EΓ,ℎ

∫
𝐸

ΦΓ{𝑣ℎ}𝑘,𝐸 + 𝜂
∑︁

𝐸∈EΓ,ℎ

𝛼

ℎ𝐸

∫
𝐸

𝐽Γ [𝑣ℎ]𝐸 . (14)

The discrete problem reads: Find 𝑢
ℎ
∈ 𝑉 𝑘

ℎ,0 such that

𝑎ℎ (𝑢ℎ, 𝑣ℎ) = ℓℎ (𝑣ℎ) ∀𝑣
ℎ
∈ 𝑉 𝑘

ℎ,0. (15)

Remark 5 (Formulation of the interface terms). It is worth noticing that the scheme above
is not a simple extension of discontinuous Galerkin techniques to the interface problem of
Section 2 with the element potential playing the role of the discontinuous solution inside trace
operators. On the contrary, such operators use the edge potential in a subtle way, which is
required for optimal order consistency; see, in particular, the passages leading to (29) in the
proof of Lemma 11 below.

4.5 Energy norm and interface jump seminorm
In order to state the main results of the theoretical analysis of the method, we define on 𝑉 𝑘

ℎ
the

energy norm ∥ · ∥en,ℎ such that, for all 𝑣
ℎ
∈ 𝑉 𝑘

ℎ
,

∥𝑣
ℎ
∥2

en,ℎ ≔
∑︁
𝑇∈Tℎ

𝜎𝑇

(
∥𝐺𝑘

𝑇𝑣𝑇 ∥
2
𝐿2 (𝑇)2 + ℎ−1

𝑇

∑︁
𝐸∈E𝑇

∥𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 ∥2

𝐿2 (𝐸)

)
+ |𝑣

ℎ
|2J,ℎ, (16)

where the interface jump seminorm is such that

|𝑣
ℎ
|2J,ℎ ≔

∑︁
𝐸∈EΓ,ℎ

𝛼

ℎ𝐸
∥ [𝑣

ℎ
]𝐸 ∥2

𝐿2 (𝐸) . (17)

Proposition 6 (Energy norm). The map ∥ · ∥en,ℎ defines a norm on 𝑉 𝑘
ℎ,0.
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Proof. ∥ · ∥en,ℎ is clearly a seminorm, so we only have to prove that, for all 𝑣
ℎ
∈ 𝑉 𝑘

ℎ,0,
∥𝑣

ℎ
∥en,ℎ = 0 implies 𝑣

ℎ
= 0. The condition ∥𝑣

ℎ
∥en,ℎ = 0 implies: (i) for all 𝑇 ∈ Tℎ, 𝐺𝑘

𝑇
𝑣
𝑇
= 0

and 𝑝𝑘+1
𝑇

𝑣
𝑇
= 𝑣𝑇𝐸 for all 𝐸 ∈ E𝑇 and (ii) for all 𝐸 ∈ EΓ,ℎ, [𝑣

ℎ
]𝐸 = 0. By (5), point (i) implies,

in turn, that 𝑝𝑘+1
𝑇

𝑣
𝑇

is constant on each 𝑇 ∈ Tℎ. Since 𝑣𝑇𝐸 = 0 whenever 𝐸 ∈ Eℎ is a boundary
edge contained in 𝜕Ω and 𝑇 ∈ Tℎ is the unique mesh element to which it belongs, 𝑝𝑘+1

𝑇
𝑣
𝑇
= 0.

Proceeding from 𝜕Ω towards the interior of Ωext, this gives 𝑝𝑘+1
𝑇

𝑣
𝑇
= 0 for all 𝑇 ∈ T ext

ℎ
and

𝑣𝑇𝐸 = 0 for all 𝐸 ∈ E𝑇 . These two conditions combined show that all element, edge, and vertex
components of 𝑣

ℎ
in Ωext vanish. Since interface jumps vanish as well by point (ii) above, the

edge and vertex components of 𝑣
ℎ

on the interface Γ from the side of Ωint are zero. The same
reasoning as for Ωext can therefore be applied (proceeding from the interface Γ towards the
interior of Ωint) to show that all elements, edge, and vertex values of 𝑣

ℎ
in Ωint vanish, thus

concluding the proof. □

4.6 Main results
Lemma 7 (Stability). Assume

𝜂 >
𝐶2

tr𝑁𝜕

4𝜖
(18)

for some real number 0 < 𝜖 < 1. Then, for all 𝑣
ℎ
∈ 𝑉 𝑘

ℎ,0, it holds

𝐶stab∥𝑣ℎ∥
2
en,ℎ ≤ 𝑎ℎ (𝑣ℎ, 𝑣ℎ), (19)

with 𝐶stab ≔ min
{
1 − 𝜖, 𝜂 − 𝐶2

tr𝑁𝜕

4𝜖

}
.

Proof. See Section 7.1 □

Theorem 8 (Error estimate). Let 𝑢 be the weak solution to (2) and 𝑢
ℎ

solve (15). Under assump-
tion (18), and further assuming that 𝑢 ∈

[
𝐶0(Ωint) ∩ 𝐻𝑟+2(T int

ℎ
)
]
×

[
𝐶0(Ωext) ∩ 𝐻𝑟+2(T ext

ℎ
)
]

for some 𝑟 ∈ {0, . . . , 𝑘}, it holds

∥𝑢
ℎ
− 𝐼 𝑘ℎ𝑢∥en,ℎ ≲ 𝜎

1/2ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (Tℎ) ,

where | · |𝐻𝑟+2 (Tℎ) is the broken 𝐻𝑟+2-seminorm on the mesh Tℎ and the hidden constant depends
only on the domain, the stability constant 𝐶stab in (19), the polynomial degree 𝑘 , and the mesh
regularity parameter (but is independent of both the meshsize and 𝜎).

Proof. See Section 7.2. □

Remark 9 (Robustness in 𝜎). Notice that the right-hand side of the above estimate does not
depend on the ratio 𝜎int

𝜎ext
, making it robust in the case of media with highly contrasting properties.

Crucial to obtain this robustness property is the use of weighted averages in the spirit of [9,
16].

5 Numerical tests
To numerically assess the theoretical results of Section 4.6, we have implemented in Python
the lowest-order version of the scheme corresponding to 𝑘 = 0.
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Figure 2: The exact solution (20) considered in Section 5.1 and its gradient for 𝜎int
𝜎ext

= 10−1

5.1 Square interface
We consider the square domain Ω = (−1/2, 1/2)2, with a square interface

Γ =
{
(𝑥, 𝑦) ∈ [−1/4, 1/4]2 : |𝑥 | = 1/4 or |𝑦 | = 1/4

}
.

Since the interface is a polygonal chain, no geometric error is introduced. We consider the
following family of solutions 𝑢 = (𝑢int, 𝑢ext) parametrized by the ratio 𝜎ext

𝜎int
and depicted in

Figure 2:
𝑢int =

𝜎ext
𝜎int

(𝑥2 − 𝑦2), 𝑢ext = 𝑥2 − 𝑦2 (20)

with forcing term, (non-homogeneous) boundary conditions, and values for 𝐽Γ and ΦΓ inferred
from the expression of 𝑢.

We consider two mesh families, both compliant with the interface. The first sequence is
composed of Cartesian orthogonal meshes. The second sequence is obtained from the latter by
randomly moving vertices that are not located on the interface within a circle of radius ℓ

5 , with
ℓ denoting the measure of the sides of the element in the non-deformed mesh; see Figure 3.

In order to assess the robustness of the method with respect to the ratio 𝜎int
𝜎ext

, we let this
quantity vary in {10−6, 10−3, 103, 106}. We monitor two measures of the error: the energy
norm defined by (16) and the component 𝐿2-norm ∥ · ∥0,ℎ defined by [13, Eq. (4.20)], i.e.,

∥𝑣
ℎ
∥0,ℎ ≔

(∑︁
𝑇∈Tℎ

∥𝑣𝑇 ∥2
𝐿2 (𝑇) + ℎ𝑇

∑︁
𝐸∈E𝑇

∥𝑣𝐸 ∥2
𝐿2 (𝐸)

) 1
2

∀𝑣
ℎ
∈ 𝑉 𝑘

ℎ
.

In all the cases, the error is normalized with respect to the corresponding norm of the discrete
solution.

9



Figure 3: Mesh sequences considered in the numerical test of Section 5.1.

The results reported in Figure 4 and 5 show that the energy norm converges with order 1
(or slightly more), as predicted by Theorem 8 with 𝑟 = 0. We additionally notice that the error
is of comparable magnitude irrespectively of the value of 𝜎int

𝜎ext
, which confirms the robustness

of the method with respect to the jumps of the diffusion coefficients discussed in Remark 9.
As for the error in the 𝐿2-like norm, convergence is close to second order, but its magnitude
varies significantly with the ratio 𝜎int

𝜎ext
. This is to be expected, since the norm ∥ · ∥0,ℎ does not

incorporate any dependence on the value of 𝜎.

5.2 Circular interface
The second test introduces an additional difficulty, namely the fact that we deal with a curved
interface. More specifically, in the square domain Ω = [−1/2, 1/2]2, we consider the circular
interface Γ = {(𝑥, 𝑦) : 𝑥2 + 𝑦2 = 𝑅2} with 𝑅 = 1/4. The convergence of the method is tested
considering the following family of solutions 𝑢 = (𝑢int, 𝑢ext), represented in Figure 6:

𝑢int =
2𝜎ext

𝜎ext + 𝜎ext
𝑥 𝑢ext = 1 +

[
1 +

(
𝜎ext − 𝜎int
𝜎ext + 𝜎int

)
𝑅2

𝑥2 + 𝑦2

]
𝑥. (21)

We consider a sequence of unstructured triangular meshes of Ω with mesh size halved at
each refinement step and a family of polygonal discretizations of Γ with segment length divided
by 2𝑀 at each refinement step (the integer 𝑀 therefore represents the refinement ratio of the
interface with respect to the background mesh). A fitted mesh is generated by splitting the
elements of the original triangular mesh cut by the interface, as represented in Figure 7. The
test is then repeated with 𝑀 = 4 for different values of 𝜎int/𝜎ext taken in {10−6, 10−3, 103, 106}
to assess the convergence and robustness properties of the method; see Figure 9. As for
the test of Section 5.1, slightly more than the theoretical convergence rate 1 is obtained for
the energy norm. In order to explore the impact of the refinement ratio, in Figure 8 we let
𝜎int/𝜎ext = 10−1 and solve for several values of 𝑀 . The results suggest that 𝑀 = 2 is sufficient
to get the theoretical convergence rate 1, showing the ability of the method to capture curved
interfaces without increasing the number of interface edges.
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Figure 4: Convergence for different values of 𝜎int
𝜎ext

over a mesh sequence of Cartesian orthogonal
meshes, as described in Section 5.1. Error is normalized with respect to the norm of the
reference solution.
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Figure 5: Convergence for different values of 𝜎int
𝜎ext

over a mesh sequence of irregular quadrilat-
erals as described in Section 5.1. Error is normalized with respect to the norm of the reference
solution

12



Figure 6: The exact solution 21 considered in Section 5.2 and its gradient with 𝜎int
𝜎ext

= 10−1.

Figure 7: Mesh family used in the example form Section 5.2. The detail shows new elements
generated by cutting a triangular mesh with a polygonal discretization of the interface. Spots
represent the distribution of degrees of freedom. The same background triangular mesh can
be cut using different refinement levels for the interface. The accuracy of discretization of Γ is
therefore arbitrary.
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Figure 8: Convergence test described in Section 5.2, keeping 𝜎int/𝜎ext = 0.1 and varying the
refinement ratio 𝑀 .

5.3 Generic interface
In the square domain Ω = [−1/2, 1/2]2, we consider a last test where the interface is obtained by
deforming a circle. The additional difficulty comes from the fact that the curvature is no longer
constant. To test the convergence of the method, we consider the family of polynomial solution
20 used for the case of a square interface depicted in Figure 10. Keeping the refinement ratio
𝑀 = 2, a convergence test showed in 11 is realized. The convergence rate over 1 confirms the
theoretical prediction of Theorem 8.

6 Application to the Leaky Dielectric Model
In this section we discuss a version of problem (2) where the interface jump 𝐽Γ is time dependent
and obeys an evolution equation depending on the interface gradient of 𝑢.

6.1 Continuous setting
Given a final time 𝑡f > 0, a source term 𝑓 : (0, 𝑡f] → R, and an initial potential jump
𝐽0
Γ
, we consider the problem of finding the time-dependent potential 𝑢 = (𝑢int, 𝑢ext) with

𝑢• : Ω• × (0, 𝑡f] → R, • ∈ {int, ext} and the interface jump 𝐽Γ : Γ × [0, 𝑡f] → R such that

−∇ · (𝜎•∇𝑢•) = 𝑓 in Ω• × (0, 𝑡f], • ∈ {int, ext}, (22a)
[𝑢]Γ = 𝐽Γ on Γ × (0, 𝑡f], (22b)

[𝜎∇𝑢]Γ · 𝑛Γ = ΦΓ on Γ × (0, 𝑡f], (22c)
𝑢ext = 0 on 𝜕Ω × (0, 𝑡f] (22d)

𝐶𝜕𝑡𝐽Γ = 𝜎•∇𝑢• · 𝑛Γ on Γ × (0, 𝑡f], • ∈ {int, ext} (22e)
𝐽Γ (·, 0) = 𝐽0

Γ on Γ, (22f)

14



Figure 9: Convergence test from Section 5.2. With refinement ratio 𝑀 = 4 the test is repeated
for several values of 𝜎int

𝜎ext
. Error is normalized with respect to the norm of the reference solution.
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Figure 10: The exact solution (20) considered in Section 5.3 and its gradient with 𝜎int
𝜎ext

= 10−1.

Figure 11: Convergence test for the case of a generic interface of Section 5.3. On the left,
a member of the mesh sequence. The red area represents Ωint and the blue one Ωext. Dots
represent the distribution of degrees of freedom for the first element of the mesh sequence. On
nodes belonging to Γ they are doubled. On the right, 𝑝 indicates the estimated convergence
order.
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with 𝐶 > 0. Problem (22) models a situation where two media with electric conductivity
respectively equal to 𝜎int and 𝜎ext occupy the regions Ωint and Ωext. The interface Γ between
the two media is characterized by a capacitance 𝐶. The variation rate of the charge in the
bulk is 𝑓 and the interface supports a surface charge ΦΓ. The region Ω• with • ∈ {int, ext} is
characterized by an electrostatic potential 𝑢• to determine. The potential is discontinuous at
the interface, with a jump 𝐽Γ to determine, and vanishes on the boundary of Ω.

6.2 Discrete problem
To adapt the scheme (15) to problem (22), it is necessary to introduce a time stepping scheme
and a suitable discrete space to describe the new variable 𝐽Γ. For the sake of simplicity, we
describe the adaption in the case of 𝑘 = 0. Consider 𝑁 ≥ 1 time steps with duration 𝜏 = 𝑡f/𝑁.
For any time-dependent variable𝑤, we introduce the set of time-independent variables {𝑤𝑛}𝑛≤𝑁
such that 𝑤𝑛 (𝑥) = 𝑤(𝑥, 𝑛𝜏). An explicit Euler scheme is adopted to replace (22e) with:

𝐶

𝜏

(
𝐽𝑛+1
Γ − 𝐽𝑛Γ

)
= 𝜎int∇𝑢𝑛int · 𝑛Γ = 𝜎ext∇𝑢𝑛ext · 𝑛Γ.

The equation is integrated along Γ after multiplying by a test function 𝑄𝑛
Γ

: Γ → R:

𝐶

𝜏

(∫
Γ

𝐽𝑛+1
Γ 𝑄𝑛

Γ −
∫
Γ

𝐽𝑛Γ𝑄
𝑛
Γ

)
=

∫
Γ

(𝜎int∇𝑢𝑛int · 𝑛Γ)𝑄
𝑛
Γ =

∫
Γ

(𝜎ext∇𝑢𝑛ext · 𝑛Γ)𝑄𝑛
Γ.

Consider the collection of interface vertices VΓ,ℎ and introduce the space of interface variables:

𝑍
Γ,ℎ ≔

{
𝑝
Γ,ℎ

= (𝑝𝑉 )𝑉∈VΓ,ℎ
: 𝑝𝑉 ∈ R ∀𝑉 ∈ VΓ,ℎ

}
.

Given 𝑝
Γ,ℎ

∈ 𝑍
Γ,ℎ and 𝐸 ∈ EΓ,ℎ, define 𝑝𝐸 ∈ P1(𝐸) as the unique affine function that takes

the value 𝑝𝑉 at every endpoint 𝑉 of 𝐸 . Equip 𝑍
Γ,ℎ with the following norm:

∥𝑝Γ,ℎ∥2
0,Γ,ℎ ≔

∑︁
𝐸∈EΓ,ℎ

∥𝑝𝐸 ∥2
𝐸 .

We set 𝐽0
Γ,ℎ

≔ (𝐽0
Γ
(𝑥𝑉 ))𝑉∈VΓ,ℎ

, with 𝑥𝑉 denoting the coordinate vector of the vertex 𝑉 and, for
𝑛 = 0, . . . , 𝑁 − 1, we advance in time solving the following problem: Find 𝐽𝑛+1

Γ,ℎ
∈ 𝑍

Γ,ℎ such
that
𝐶

𝜏

( ∑︁
𝐸∈EΓ,ℎ

∫
𝐸

𝐽𝑛+1
𝐸 𝑄𝑛

𝐸 −
∫
𝐸

𝐽𝑛𝐸𝑄
𝑛
𝐸

)
=

∑︁
𝐸∈EΓ,ℎ

∫
𝐸

{𝜎𝐺𝑇𝑢𝑇 }𝑘,𝐸 · 𝑛Γ𝑄𝐸 ∀𝑄𝑛

Γ,ℎ
∈ 𝑍

Γ,ℎ. (23)

Given 𝐽𝑛
Γ,ℎ

∈ 𝑍 𝑘
Γ,ℎ

, denote by Mℎ : 𝑍 𝑘
Γ,ℎ

→ 𝑉0
ℎ

the operator that associates to a jump 𝐽𝑛
Γ

the solution 𝑢
ℎ

of the stationary problem (15). Likewise, call Nℎ : 𝑉0
ℎ
× 𝑍

Γ,ℎ → 𝑍
Γ,ℎ the

operator that associates to a potential 𝑢
ℎ

and a jump 𝐽𝑛
Γ,ℎ

the jump 𝐽𝑛+1
Γ,ℎ

solution to problem
(23). Then, the time advancement algorithm for the case of an evolving jump reads: Given
𝐽0
Γ,ℎ

, for 𝑛 = 0, . . . , 𝑁 − 1, set, in this order,

𝑢𝑛
ℎ
= Mℎ (𝐽𝑛Γ),

𝐽𝑛+1
Γ,𝑛

= Nℎ (𝑢ℎ, 𝐽
𝑛
Γ,ℎ

).
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6.3 Numerical tests
To numerically assess the performance method, we consider a test case with 𝑓 = 0, ΦΓ = 0,
𝐽0
Γ
= 0. This set of conditions is encountered in the description of the electric potential in the

context of the Leaky Dielectric Model, and represents a situation where neither the bulk nor
the surface support electric charge. Consider a circular interface of radius 𝑅 > 0 immersed in
a uniform far field 𝐸 ∈ R2, such that lim∥𝑥∥→∞ ∇𝑢 = 𝐸 , with ∥ · ∥ denoting the Euclidean norm
in R2. The solution reads:

�̂�(𝑥, 𝑡) = exp
(
− 𝑡

𝑡c

)
(𝑢0(𝑥) − 𝑢∞(𝑥)) + 𝑢∞(𝑥), (24)

with

𝑢0 =

{
𝐸

2𝜎ext
𝜎ext+𝜎int

𝑥 if ∥𝑥∥ < 𝑅

𝐸

[
1 +

(
𝜎ext−𝜎int
𝜎ext+𝜎int

)
𝑅2

∥𝑥∥2

]
𝑥 if ∥𝑥∥ > 𝑅,

𝑢∞ =

{
0 if ∥𝑥∥ < 𝑅

𝐸

(
1 + 𝑅2

∥𝑥∥2

)
𝑥 if ∥𝑥∥ > 𝑅

and 𝑡c = 𝐶𝑅

(
1
𝜎int

+ 1
𝜎ext

)
(see Figure 12). The system evolves from an initial condition with

no potential jump at the interface to a condition of electrostatic equilibrium, where the current
flow through the interface ∇𝑢• · 𝑛Γ with • ∈ {int, ext} vanishes from either side and the electric
field inside the interface is completely screened out.

To monitor the convergence of the scheme, we consider a mesh sequence realized with the
same family of triangular background meshes of Section 5.2. The interface is refined with a
refinement ratio 𝑀 = 2, and a sequence of time steps decreasing by a factor 4 is considered.
The profile of the error for both the potential 𝑢 and the jump 𝐽Γ is displayed in Figure 13.
Results show that the 𝐿2-temporal norm of the energy error decreases with an order slightly
lower than 1. An convergence slightly above 0.5 is observed for the time-space 𝐿2-norm of the
interface jump.

7 Proofs of the main results
This section collects the proofs of Lemma 7 and Theorem 8.

7.1 Proof of Lemma 7
We recall the following discrete trace inequality valid for any integer 𝑚 ≥ 0, any 𝑇 ∈ Tℎ, and
any 𝐸 ∈ E𝑇 : For all 𝜑 ∈ P𝑚 (𝑇),

∥𝜑∥𝐿2 (𝐸) ≤ 𝐶trℎ
−1/2
𝐸

∥𝜑∥𝐿2 (𝑇) , (25)
where 𝐶tr only depends on 𝑚 and the mesh regularity parameter.
Lemma 10 (Estimate of the consistency interface term). Let 𝑁𝜕 ≔ max𝑇∈Tℎ card(E𝑇 ∩ EΓ,ℎ).
Then, for all (𝑤

ℎ
, 𝑣

ℎ
) ∈ 𝑉 𝑘

ℎ
×𝑉 𝑘

ℎ
and any real number 𝜖 > 0, it holds∑︁

𝐸∈EΓ,ℎ

∫
𝐸

{𝜎𝐺𝑘
ℎ𝑤ℎ

}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸 ≤ 𝜖 ∥𝜎1/2𝐺𝑘
ℎ𝑤ℎ

∥2
𝐿2 (Ω)2 +

𝐶2
tr𝑁𝜕

4𝜖
|𝑣

ℎ
|2J,ℎ. (26)
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Figure 12: Solution 24 presented in Section 6. Test performed with 𝑅 = 1/4, 𝐸 = 1,
𝜎int/𝜎ext = 10−1, and 𝐶 set such that 𝑡c = 1.

Figure 13: Convergence test for the time-dependent scheme used to reproduce Solution 24
presented in Section 6. The simulation is run with 𝑡f = 2𝑡c = 2.
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Proof. Let 𝐸 ∈ EΓ,ℎ. Using a (2,∞, 2)-Hölder inequality, we can write∫
𝐸

{𝜎𝐺𝑘
ℎ𝑤ℎ

}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸

≤ ∥{𝜎𝐺𝑘
ℎ𝑤ℎ

}𝑘,𝐸 ∥𝐿2 (𝐸)2 ∥𝑛𝐸 ∥𝐿∞ (𝐸)2 ∥ [𝑣ℎ]𝐸 ∥𝐿2 (𝐸)
(11)
≤ 𝛼−1/2

(
𝜆int𝜎

1/2
int ∥𝜎

1/2
int𝐺

𝑘
𝑇int

𝑤
𝑇int

∥𝐿2 (𝐸)2 + 𝜆ext𝜎
1/2
ext∥𝜎

1/2
ext𝐺

𝑘
𝑇ext

𝑤
𝑇ext

∥𝐿2 (𝐸)2

)
𝛼

1/2∥ [𝑣
ℎ
]𝐸 ∥𝐿2 (𝐸) ,

where, in the second equality, we have additionally used the fact that ∥𝑛𝐸 ∥𝐿∞ (𝐸)2 ≤ 1. Noticing
that, by definition (10) of 𝜆• and (13) of 𝛼, and since 𝜆• < 1, 𝛼−1/2𝜆•𝜎

1/2
• < 1√

2
, • ∈ {int, ext},

we can go on writing∫
𝐸

{𝜎𝐺𝑘
ℎ𝑤ℎ

}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸

<
1
√

2

(
∥𝜎1/2

int𝐺
𝑘
𝑇int

𝑤
𝑇int

∥𝐿2 (𝐸)2 + ∥𝜎1/2
int𝐺

𝑘
𝑇ext

𝑤
𝑇ext

∥𝐿2 (𝐸)2

)
𝛼

1/2∥ [𝑣
ℎ
]𝐸 ∥𝐿2 (𝐸)

(25), (17)
≤ 𝐶tr√

2

(
∥𝜎1/2

int𝐺
𝑘
𝑇int

𝑤
𝑇int

∥𝐿2 (𝑇int)2 + ∥𝜎1/2
int𝐺

𝑘
𝑇ext

𝑤
𝑇ext

∥𝐿2 (𝑇ext)2

) (
𝛼

ℎ𝐸

)1/2

∥ [𝑣
ℎ
]𝐸 ∥𝐿2 (𝐸) .

Summing the above inequality over 𝐸 ∈ EΓ,ℎ, using a Cauchy–Schwarz inequality along with
the fact that (𝑎 + 𝑏)2 ≤ 2(𝑎2 + 𝑏2), and recalling the definition (17) of | · |J,ℎ, we obtain∑︁

𝐸∈EΓ,ℎ

∫
𝐸

{𝜎𝐺𝑘
ℎ𝑤ℎ

}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸

≤ 𝐶tr


∑︁

𝐸∈EΓ,ℎ

(
∥𝜎1/2

int𝐺
𝑘
𝑇int

𝑤
𝑇int

∥2
𝐿2 (𝑇int)2 + ∥𝜎1/2

int𝐺
𝑘
𝑇ext

𝑤
𝑇ext

∥2
𝐿2 (𝑇ext)2

)
1/2

|𝑣
ℎ
|J,ℎ

≤ 𝐶tr𝑁
1/2
𝜕
∥𝜎1/2𝐺𝑘

ℎ𝑤ℎ
∥𝐿2 (Ω)2 |𝑣ℎ |J,ℎ

≤ 𝜖 ∥𝜎1/2𝐺𝑘
ℎ𝑤ℎ

∥2
𝐿2 (Ω)2 +

𝐶2
tr𝑁𝜕

4𝜖
|𝑣

ℎ
|2J,ℎ,

the conclusion being a consequence of the generalized Young’s inequality. □

Proof of Lemma 7. Recalling the expression (12) of 𝑎ℎ and using (26), we obtain, for all
𝑣
ℎ
∈ 𝑉 𝑘

ℎ,0,

𝑎ℎ (𝑣ℎ, 𝑣ℎ) ≥ (1 − 𝜖)∥𝜎1/2𝐺𝑘
ℎ𝑣ℎ∥

2
𝐿2 (Ω)2

+
∑︁
𝑇∈Tℎ

𝜎𝑇

ℎ𝑇

∑︁
𝐸∈E𝑇

∥𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 ∥2

𝐿2 (𝐸)2 +
(
𝜂 −

𝐶2
tr𝑁𝜕

4𝜖

)
|𝑣

ℎ
|2J,ℎ,

from which the conclusion readily follows recalling the definition (16) of the energy norm. □
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7.2 Proof of Theorem 8
Lemma 11 (Estimate of the consistency error). Assume 𝑢 ∈ 𝐶0(Ωint) × 𝐶0(Ωext) and define
the consistency error linear form Eℎ : 𝑉 𝑘

ℎ,0 → R such that, for all 𝑣
ℎ
∈ 𝑉 𝑘

ℎ,0,

Eℎ (𝑣ℎ) ≔ ℓℎ (𝑣ℎ) − 𝑎ℎ (𝐼 𝑘ℎ𝑢, 𝑣ℎ).

Then, provided that 𝑢 ∈ 𝐻𝑟+2(T int
ℎ

) × 𝐻𝑟+2(T ext
ℎ

) for some 𝑟 ∈ {0, . . . , 𝑘}, it holds

sup
𝑣
ℎ
∈𝑉 𝑘

ℎ,0\{0}

Eℎ (𝑣ℎ)
∥𝑣

ℎ
∥en,ℎ

≲ 𝜎ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (Tℎ) , (27)

where 𝜎 ≔ max{𝜎int, 𝜎ext}, and the hidden constant depends only on the domain, the stability
constant 𝐶stab in (19), the polynomial degree 𝑘 , and the mesh regularity parameter (but is
independent of both the meshsize and 𝜎).

Proof. Let 𝑣
ℎ
∈ 𝑉 𝑘

ℎ,0. We reformulate the components of the consistency error Eℎ (𝑣ℎ) in order
to make them comparable. Throughout the proof we let, for the sake of brevity, �̂�

ℎ
≔ 𝐼 𝑘

ℎ
𝑢.

1. Reformulation of ℓℎ (𝑣ℎ). Recalling (2a), 𝑓 = −∇ · (𝜎•∇𝑢•) almost everywhere in Ω•, • ∈
{int, ext}. We can therefore write for the first term in the right-hand side of (14):∑︁
𝑇∈Tℎ

∫
𝑇

𝑓 𝑝𝑘+1
𝑇 𝑣

𝑇
= −

∑︁
𝑇∈Tℎ

∫
𝑇

∇ · (𝜎𝑇∇𝑢)𝑝𝑘+1
𝑇 𝑣

𝑇

=
∑︁
𝑇∈Tℎ

∫
𝑇

𝜎𝑇∇𝑢 · ∇𝑝𝑘+1
𝑇 𝑣

𝑇
−

∑︁
𝑇∈Tℎ

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

(𝜎𝑇∇𝑢 · 𝑛𝐸 )𝑝𝑘+1
𝑇 𝑣

𝑇

=
∑︁
𝑇∈Tℎ

∫
𝑇

𝜎𝑇∇𝑢 · ∇𝑝𝑘+1
𝑇 𝑣

𝑇
−

∑︁
𝑇∈Tℎ

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

(𝜎𝑇∇𝑢 · 𝑛𝐸 ) (𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 )

−
∑︁
𝑇∈Tℎ

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

(𝜎𝑇∇𝑢 · 𝑛𝐸 )𝑣𝑇𝐸︸                                      ︷︷                                      ︸
𝔗

,

(28)
where we have used an integration by parts inside each element in the second equality and
inserted ±𝑣𝑇𝐸 into the boundary term to conclude. Let us focus on the last term. Rearranging
the sums, we have

𝔗 =
∑︁
𝐸∈Eℎ

∑︁
𝑇∈T𝐸

𝜔𝑇𝐸

∫
𝐸

(𝜎𝑇∇𝑢 · 𝑛𝐸 )𝑣𝑇𝐸

=
∑︁

𝐸∈EΓ,ℎ

∫
𝐸

[
(𝜎𝑇int∇𝑢int · 𝑛𝐸 )𝑣𝑇int𝐸 − (𝜎𝑇ext∇𝑢ext · 𝑛𝐸 )𝑣𝑇ext𝐸

]
,

where we have used the fact that the normal trace of 𝜎∇𝑢 is continuous across mesh edges
internal to each subdomain along with the fact that 𝑣𝑇𝐸 = 0 on edges contained in 𝜕Ω in

21



the second equality. We next notice that, given four real numbers 𝑎1, 𝑎2, 𝑏1, and 𝑏2, since
𝜆int + 𝜆ext = 1 (cf. (10),

𝑎1𝑏1 − 𝑎2𝑏2 = (𝜆int𝑎1 + 𝜆ext𝑎2) (𝑏1 − 𝑏2) + (𝑎1 − 𝑎2) (𝜆ext𝑏1 + 𝜆int𝑏2).

Applying this formula with (𝑎1, 𝑎2, 𝑏1, 𝑏2) = (𝜎int∇𝑢int · 𝑛𝐸 , 𝜎ext∇𝑢ext · 𝑛𝐸 , 𝑣𝑇int𝐸 , 𝑣𝑇ext𝐸 ), re-
calling the definitions of the interface trace operators of Section 4.3, and using the fact that, by
(2c), [𝜎∇𝑢]𝐸 · 𝑛𝐸 = ΦΓ almost everywhere on Γ, we infer that

𝔗 =
∑︁

𝐸∈EΓ,ℎ

∫
𝐸

{𝜎∇𝑢}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸 +
∑︁

𝐸∈EΓ,ℎ

∫
𝐸

ΦΓ{𝑣ℎ}𝑘,𝐸 .

Plugging this expression into (28) and substituting into the expression (14) of ℓℎ, we arrive at

ℓℎ (𝑣ℎ) =
∑︁
𝑇∈Tℎ

∫
𝑇

𝜎𝑇∇𝑢 · ∇𝑝𝑘+1
𝑇 𝑣

𝑇
−

∑︁
𝑇∈Tℎ

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

(𝜎𝑇∇𝑢 · 𝑛𝐸 ) (𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 )

−
∑︁

𝐸∈EΓ,ℎ

∫
𝐸

{𝜎∇𝑢}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸 + 𝜂
∑︁

𝐸∈EΓ,ℎ

𝛼

ℎ𝐸

∫
𝐸

𝐽Γ [𝑣ℎ]𝐸 .
(29)

2. Reformulation of 𝑎ℎ (�̂�ℎ, 𝑣ℎ). Let 𝑇 ∈ Tℎ. Writing (4) for 𝜏 = 𝜎𝑇𝐺
𝑘
𝑇
�̂�
𝑇

and rearranging, we
obtain∫

𝑇

𝜎𝑇𝐺
𝑘
𝑇 �̂�𝑇 · 𝐺𝑘

𝑇𝑣𝑇 =

∫
𝑇

𝜎𝑇𝐺
𝑘
𝑇 �̂�𝑇 · ∇𝑝𝑘+1

𝑇 𝑣
𝑇
−

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

(𝜎𝑇𝐺
𝑘
𝑇 �̂�𝑇 · 𝑛𝐸 ) (𝑝𝑘+1

𝑇 𝑣
𝑇
− 𝑣𝑇𝐸 ).

Substituting this expression in the definition (12) of 𝑎ℎ written for 𝑤
ℎ
= �̂�

ℎ
, we obtain

𝑎ℎ (�̂�ℎ, 𝑣ℎ) ≔
∑︁
𝑇∈Tℎ

∫
𝑇

𝜎𝑇𝐺
𝑘
𝑇 �̂�𝑇 · ∇𝑝𝑘+1

𝑇 𝑣
𝑇
−

∑︁
𝑇∈Tℎ

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

(𝜎𝑇𝐺
𝑘
𝑇 �̂�𝑇 · 𝑛𝐸 ) (𝑝𝑘+1

𝑇 𝑣
𝑇
− 𝑣𝑇𝐸 )

+
∑︁
𝑇∈Tℎ

𝜎𝑇

ℎ𝑇

∑︁
𝐸∈E𝑇

∫
𝐸

(𝑝𝑘+1
𝑇 �̂�

𝑇
− �̂�𝑇𝐸 ) (𝑝𝑘+1

𝑇 𝑣
𝑇
− 𝑣𝑇𝐸 )

−
∑︁

𝐸∈EΓ,ℎ

∫
𝐸

{𝜎𝐺𝑘
ℎ�̂�ℎ}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸 + 𝜂

∑︁
𝐸∈EΓ,ℎ

𝛼

ℎ𝐸

∫
𝐸

[�̂�
ℎ
]𝐸 [𝑣ℎ]𝐸 .

(30)
3. Estimate of the consistency error. Subtracting (30) from (29), we arrive at the following
decomposition of the consistency error:

Eℎ (𝑣ℎ) = 𝔗1 + · · · + 𝔗5 (31)
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with
𝔗1 ≔

∑︁
𝑇∈Tℎ

∫
𝑇

𝜎𝑇 (∇𝑢 − 𝐺𝑘
𝑇 �̂�𝑇 ) · ∇𝑝

𝑘+1
𝑇 𝑣

𝑇
,

𝔗2 ≔
∑︁
𝑇∈Tℎ

∑︁
𝐸∈E𝑇

𝜔𝑇𝐸

∫
𝐸

𝜎𝑇 (𝐺𝑘
𝑇 �̂�𝑇 − ∇𝑢) · 𝑛𝐸 (𝑝𝑘+1

𝑇 𝑣
𝑇
− 𝑣𝑇𝐸 ),

𝔗3 ≔
∑︁
𝑇∈Tℎ

𝜎𝑇

ℎ𝑇

∑︁
𝐸∈E𝑇

∫
𝐸

(𝑝𝑘+1
𝑇 �̂�

𝑇
− �̂�𝑇𝐸 ) (𝑝𝑘+1

𝑇 𝑣
𝑇
− 𝑣𝑇𝐸 ),

𝔗4 ≔
∑︁

𝐸∈EΓ,ℎ

∫
𝐸

{𝜎(𝐺𝑘
ℎ�̂�ℎ − ∇𝑢)}𝑘,𝐸 · 𝑛𝐸 [𝑣ℎ]𝐸

𝔗5 ≔ 𝜂
∑︁

𝐸∈EΓ,ℎ

𝛼

ℎ𝐸

∫
𝐸

(𝐽Γ − [�̂�
ℎ
]𝐸 ) [𝑣ℎ]𝐸 .

We next proceed to estimate the above terms. Using Cauchy–Schwarz inequalities along with
the fact that 𝜎𝑇 ≤ 𝜎 for all 𝑇 ∈ Tℎ, we have for the first term

𝔗1 ≤ 𝜎
1/2

(∑︁
𝑇∈Tℎ

∥∇𝑢 − 𝐺𝑘
𝑇 �̂�𝑇 ∥

2
𝐿2 (𝑇)2

)1/2 (∑︁
𝑇∈Tℎ

𝜎𝑇 ∥∇𝑝𝑘+1
𝑇 𝑣

𝑇
∥2
𝐿2 (𝑇)2

)1/2

(7), (5), (16)
≲ 𝜎

1/2ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (Tℎ) ∥𝑣ℎ∥en,ℎ.

(32)

For the second term, we use on each edge a (2,∞, 2)-Hölder inequality on the integral, the
fact that ∥𝑛𝐸 ∥𝐿∞ (𝐸)2 ≤ 1 along with 𝜎𝑇 ≤ 𝜎, and a Cauchy–Schwarz inequality on the sums to
write

𝔗2 ≤ 𝜎
1/2

(∑︁
𝑇∈Tℎ

ℎ𝑇 ∥𝐺𝑘
𝑇 �̂�𝑇 − ∇𝑢∥2

𝐿2 (𝜕𝑇)2

)1/2 (∑︁
𝑇∈Tℎ

𝜎𝑇

ℎ𝑇

∑︁
𝐸∈E𝑇

∥𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 ∥2

𝐿2 (𝐸)

)1/2

(7), (16)
≲ 𝜎

1/2ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (Tℎ) ∥𝑣ℎ∥en,ℎ.

(33)

Cauchy–Schwarz inequalities along with 𝜎𝑇 ≤ 𝜎 yield for the third term

𝔗3 ≤ 𝜎
1/2

(∑︁
𝑇∈Tℎ

ℎ−1
𝑇

∑︁
𝐸∈E𝑇

∥𝑝𝑘+1
𝑇 �̂�

𝑇
− �̂�𝑇𝐸 ∥2

𝐿2 (𝐸)

)1/2 (∑︁
𝑇∈Tℎ

𝜎𝑇

ℎ𝑇

∑︁
𝐸∈E𝑇

∥𝑝𝑘+1
𝑇 𝑣

𝑇
− 𝑣𝑇𝐸 ∥2

𝐿2 (𝐸)

)1/2

(16)
≲

[∑︁
𝑇∈Tℎ

ℎ−1
𝑇

∑︁
𝐸∈E𝑇

(
∥𝑝𝑘+1

𝑇 �̂�
𝑇
− 𝛾𝑇𝐸𝑢∥2

𝐿2 (𝐸) + ∥𝛾𝑇𝐸𝑢 − �̂�𝑇𝐸 ∥2
𝐿2 (𝐸)

)] 1/2

∥𝑣
ℎ
∥en,ℎ

(8), (6)
≲ 𝜎

1/2ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (Tℎ) ∥𝑣ℎ∥en,ℎ.
(34)

where, in the second inequality, we have additionally used the fact that (𝑎 + 𝑏)2 ≤ 2(𝑎2 + 𝑏2)
after inserting ±𝛾𝑇𝐸𝑢 (the trace of 𝑢 |𝑇 on 𝐸) inside the norm. To estimate the fourth term, we
start with (2,∞, 2)-Hölder inequalities on the integrals and Cauchy–Schwarz inequalities on
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the sums and recall the definition (17) to write

𝔗4 ≤ ©«
∑︁

𝐸∈EΓ,ℎ

ℎ𝐸

𝛼
∥{𝜎(𝐺𝑘

ℎ�̂�ℎ − ∇𝑢)}𝑘,𝐸 ∥2
𝐿2 (𝐸)2

ª®¬
1/2

|𝑣
ℎ
|J,ℎ (35)

Let now 𝐸 ∈ EΓ,ℎ and, using the inequality (𝑎 + 𝑏)2 ≤ 2(𝑎2 + 𝑏2), write

𝛼−1∥{𝜎(𝐺𝑘
ℎ�̂�ℎ − ∇𝑢)}𝑘,𝐸 ∥2

𝐿2 (𝐸)2

(11)
≤ 2𝛼−1𝜆int𝜎int∥𝜎

1/2
int (𝐺

𝑘
𝑇int

�̂�
𝑇
− ∇𝑢int)∥2

𝐿2 (𝐸)2 + 2𝛼−1𝜆ext𝜎ext∥𝜎
1/2
ext(𝐺

𝑘
𝑇ext

�̂�
𝑇
− ∇𝑢ext)∥2

𝐿2 (𝐸)2

= ∥𝜎1/2
int (𝐺

𝑘
𝑇int

�̂�
𝑇
− ∇𝑢int)∥2

𝐿2 (𝐸)2 + ∥𝜎1/2
ext(𝐺

𝑘
𝑇ext

�̂�
𝑇
− ∇𝑢ext)∥2

𝐿2 (𝐸)2

(7)
≲ 𝜎

1/2ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (T𝐸 ) ,

where, in the equality, we have used the fact that, by definition (13) of 𝛼 and (10) of 𝜆•,
2𝛼−1𝜆•𝜎• = 1 for • ∈ {int, ext}. Plugging the above estimate into (35) and recalling the
definition (16) of the energy norm, we conclude that

𝔗4 ≲ 𝜎
1/2ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (Tℎ) ∥𝑣ℎ∥en,ℎ. (36)

Moving to the fifth term, we recall that, by (2b), 𝐽Γ = [𝑢]Γ almost everywhere on Γ and use
Cauchy–Schwarz inequalities along with the fact that 𝛼 ≤ 2𝜎int𝜎ext

2 min{𝜎int,𝜎ext} ≤ 𝜎 and the definition
(17) of the | · |J,ℎ-seminorm to write

𝔗5 ≤ 𝜂𝜎
1/2 ©«

∑︁
𝐸∈EΓ,ℎ

ℎ−1
𝐸 ∥ [𝑢]Γ − [�̂�

ℎ
]𝐸 ∥2

𝐿2 (𝐸)
ª®¬

1/2

|𝑣
ℎ
|J,ℎ

(1), (9), (16)
≲ 𝜎

1/2


∑︁

𝐸∈EΓ,ℎ

ℎ−1
𝐸

(
∥𝛾𝑇int𝐸𝑢 − �̂�𝑇int𝐸 ∥2

𝐿2 (𝐸) + ∥𝛾𝑇ext𝐸𝑢 − �̂�𝑇ext𝐸 ∥2
𝐿2 (𝐸)

)
1/2

∥𝑣
ℎ
∥en,ℎ

(6)
≲ 𝜎

1/2ℎ𝑟+1 |𝑢 |𝐻𝑟+2 (Tℎ) ∥𝑣ℎ∥en,ℎ

(37)

Plugging the estimates (32), (33), (34), (36), and (37) into (31), (27) follows. □

Proof of Theorem 8. Straightforward consequence of the Third Strang Lemma [12, Theo-
rem 10] accounting for Lemmas 7 and 11 above. □
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