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Introduction 
Released by the US-based artificial intelligence (AI) research and deployment company 

OpenAI, ChatGPT is a language model that generates responses to queries and topics with the 

tone of a human-like expert and through a conversational mode of interaction (Dwivedi et al., 

2023). ChatGPT is built on OpenAI’s family of Generative Pre-training Transformer (GPT) 

large language models, which uses deep learning and artificial neural network architecture to 

predict the likelihood of a sequence of words created by a typical human interaction (Dwivedi 

et al., 2023). While ChatGPT was originally built on OpenAI’s GPT-3.5 model, a version of 

ChatGPT built on OpenAI’s latest GPT-4 model is available for paid subscribers as of April 

2023 (OpenAI, 2023a). 

 Since its release in November 2022, ChatGPT has gained attention from researchers, 

policymakers, the media, and the general public for its sophistication and ease of use. The 

chatbot became the fastest-growing consumer application in history, reaching 100 million 

monthly active users two months after launch (Milmo, 2023; Mukherjee et al., 2023). The use 

cases highlighted for ChatGPT include from business to programming, education, research, 

and healthcare, among others (Taecharungroj, 2023). However, reactions have also emphasized 

the limitations and ethical challenges posed by ChatGPT, especially relating to human 

resources (HR) and mis- or disinformation. More recently, research has focused on empirically 

testing the limitations or malicious uses of ChatGPT as well as potential solutions to these 

problems. 

Methodology 
This report is based on a literature review of ChatGPT-related research articles, media 

articles, official reports and other commentary on ChatGPT. The review focused on 

experiments and incidents surrounding generative AI and ChatGPT, with a specific focus on 

disinformation-related controversies. Articles were collected using Google Scholar, Business 

Source Complete, the AI Incident Database, and media outlets, using the keywords “ChatGPT” 

and “ChatGPT + [keyword]”, e.g. “ChatGPT controversy,” “ChatGPT carbon footprint,” 

“ChatGPT hiring” and “ChatGPT disinformation.” The total article pool comprises: 

● 107 research articles; 

● 85 media articles; and 

● 48 other commentaries (e.g. researchers’ blog posts, journal editorials, policy briefs…) 

of which a total of 92 ChatGPT-related incidents and experiments were found. 

ChatGPT Opportunities 
 ChatGPT may also contribute to society. A systematic literature review by Zamfiroiu 

et al. (2023) reports that published articles have focused on the application of ChatGPT in four 

domains: education, medicine, writing, and finance and investments. Separately, several 

experimental studies have explored the potential to use ChatGPT in various fields including: 

● Education: ChatGPT as a teaching assistant for proposing lesson plans and offering 

feedback on student assignments (Farrokhnia et al., 2023); ChatGPT as an educational 

chatbot for interactive and personalized teaching (Koyuturk et al., 2023). 

● Healthcare: using ChatGPT in clinical entity recognition, i.e. extracting medical 

conditions from patient files (Hu et al., 2023). 
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● Translation: Jiao et al. (2023) demonstrate that ChatGPT performs competitively 

against commercial translation products, especially on spoken language and for high-

resource European languages. 

● Computer Programming: Sobania et al. (2023) show that ChatGPT outperforms state-

of-the-art automatic bug fixing approaches. 

Further case studies include: 

Patient Care | A pilot program in California and Wisconsin is trialing the use of 

ChatGPT to read selected patient messages and draft responses with the aim of reducing time 

spent by medical staff on replying to online queries. ChatGPT offers draft replies based on 

information in the patient’s message and their abbreviated electronic medical history, which 

physicians can edit before sending. Participating physicians report that ChatGPT is 

“significantly better than physicians at answering medical questions posted online,” with 

replies scoring higher than human experts on quality and empathy. Hospital administrators and 

doctors hope that ChatGPT will “ease burnout” among medical staff, an issue exacerbated by 

the COVID-19 pandemic. (Subbaraman, 2023) 

Hate Speech Detection | An experimental study by Huang et al. (2023) reported that 

ChatGPT was able to detect implicit hateful speech well, with 80% agreement between human 

annotators and the AI model on classifications. Moreover, ChatGPT-generated natural 

language explanations for detected implicit hateful speech were rated as significantly clearer 

than human-written explanations, enabling end-users to more “easily confirm implicit 

hatefulness from a given tweet.” However, the researchers demonstrate that end users are more 

likely to be convinced by ChatGPT-generated explanations than human-generated 

explanations, meaning that should ChatGPT make a wrong decision, the AI model may 

unintentionally mislead end-users. (Huang et al., 2023) 

 Art | A new collaboration between platform for digital art assets V-Art, art curator and 

advisor Maylin Pérez, and art collectors Dslcollection is leveraging ChatGPT and other 

generative AI to create a virtual exhibition space in the Spanish Colonial style for an exhibition 

dedicated to South American art. The project uses ChatGPT for initial exhibition ideation and 

research and as a prompt generator for AI text-to-image services Midjourney and Stable 

Diffusion. The project connects Dslcollection’s ten existing interconnected social spaces on 

the metaverse, creating the current largest existing ‘cyberflaneur’ space in the world. (S. Levy, 

personal communication, May 18, 2023). 

 More broadly, ChatGPT and other LLMs may enable us to better understand human 

and animal intelligence. LeCun’s (2022) proposed architecture for autonomous intelligent 

agents suggests that such architecture could “be the basis of a model of animal intelligence.” 

Similarly, Sejnowski (2023, p. 319) suggests that “a mathematical understanding for how 

LLMs are able to talk would be a good starting point for a new theory of intelligence… [as] by 

studying LLMs’ uncanny abilities with language, we may uncover general principles of verbal 

intelligence that may generalize to other aspects of intelligence.”  

 

ChatGPT Controversies 

Ethical Issues in Generative AI 

 Research has highlighted important ethical issues in the use of generative AI. Borji 

(2023) reports that the use of large language models (LLMs) raises the following questions:  

● Transparency and Trustworthiness: the size and complexity of deep learning models 

such as LLMs make it difficult to understand the reasoning behind the output provided 
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by such models, while a lack of transparency around the data sources used to train 

models makes it difficult to properly cite provided output. 

● Robustness and Security: generative AI models are a point of failure and potential target 

for ‘data poisoning’ attacks, which aim to inject hateful speech aimed at specific targets 

and which can affect applications built on top of such models. 

● Privacy: a large number of people would be affected by an LLM data privacy breach as 

the training data for LLMs may include sources of personal data and as users may 

process confidential information through LLMs. 

● Plagiarism: the possible unethical use of LLMs by students to produce essays for 

submission is a major concern among educators and has led to ChatGPT bans in some 

institutions. 

● Environmental Impact and Sustainability: the architecture and training process for 

LLMs have raised concerns around their carbon footprint, with the training process for 

some AI models estimated to generate over five times the lifetime emissions of an 

average car.  

Separately, Huang & Siddarth (2023) develop an ethical analysis of generative AI based on the 

concept of the ‘digital commons,’ i.e. online shared information resources and the 

infrastructure underpinning such resources. They argue that generative AI depends on the 

digital commons as a source of training data, with economic, legal, and moral implications as 

private companies developing generative AI models will benefit from the sales of generative 

AI products at the expense of ordinary users who contributed for free to the digital commons. 

Moreover, generative AI may ironically then degrade the digital commons by: 

● Poisoning the information sphere with easy-to-create but low-quality content; 

● Eroding self-determination and democracy by pumping out personalized 

disinformation; 

● Homogenizing content; 

● Misaligning incentives for humans to contribute to the digital commons, either by 

reducing visits to the websites from which data is sourced or exacerbating fears of labor 

exploitation without attribution;  

● Driving further economic concentration towards technology companies with the capital 

to invest in creating and owning generative AI models; 

● Contributing to precarious labor conditions and large-scale automation in fields such as 

digital art and copywriting; and 

● Accelerating unpredictable risks from highly capable AI systems, as others may build 

malicious applications on top of generative AI models that exploit their abilities in 

unpredictable but dangerous ways. 

ChatGPT Perceptions and Hypotheses 

Perceptions and hypotheses on the potential threats and opportunities posed by 

ChatGPT differ across groups. Current research has focused on the reception of ChatGPT 

among four key groups: 1) the public 2) researchers; 3) educators; 4) students. 

Public | Sentiment analysis research on public perceptions of ChatGPT have revealed 

that ChatGPT is variously perceived as a threat and an opportunity across different domains.  

Taecharungroj’s (2023) analysis of English-language tweets about ChatGPT in the first month 

after its launch revealed that public hypotheses focused on how ChatGPT could potentially be 

deployed as a tool in five domains: creative writing, essay writing, prompt writing, code 

writing, and answering questions. Subsequently, Leiter et al.’s (2023) separate analysis of 

public sentiment on ChatGPT 2.5 months after its launch found that ChatGPT was generally 

viewed as of high quality and associated with positive sentiments such as joy. Firstly, their 
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analysis of tweets about ChatGPT in English, French, German, Spanish and Japanese found 

that public perceptions of ChatGPT had slightly decreased over time with negative surprise 

rising, especially in non-English language tweets which had a higher proportion of news and 

social concern topics than business and technology topics. 

 Researchers | Researchers are generally mixed in their assessment of ChatGPT as an 

opportunity and threat for society. According to researchers, generative AI such as ChatGPT 

may enhance productivity but may replace human employees and predict that ChatGPT will 

have the most transformative impact on education and research (Dwivedi et al., 2023). 

Moreover, researchers raise bias, out-of-date training data, and a potential lack of transparency 

and credibility as major issues in generative AI (Dwivedi et al., 2023). The reception of 

ChatGPT also differs in different research domains. According to Leiter et al. (2023), scientific 

and medical papers tended to characterize ChatGPT as high-performing and as a positive 

opportunity for society, but the tool received mixed assessment in papers on education, where 

it was linked to plagiarism concerns, and was characterized as a threat in papers on ethics. 

Educators | Research on the reception of ChatGPT among educators has revealed 

generally positive sentiment accompanied by ethical concerns. Hosseini et al.’s (2023) 

exploratory survey on using ChatGPT in education, healthcare, and research revealed that 

healthcare experts were generally positive on the potential applications of ChatGPT to 

administrative tasks such as writing letters to insurance companies and generally deemed it 

acceptable to use ChatGPT for research. Their survey also revealed that healthcare 

professionals saw ChatGPT both as an opportunity and threat in education, with experts 

suggesting it could ‘level the playing field’ for students with insufficient language skills but 

could not be trusted for accurate medical information or substitute for clinical reasoning skills.  

Students | Haensch et al. (2023) analyzed discussion on student perceptions of 

ChatGPT on TikTok, a social media platform popular among teenagers. They found that most 

videos viewed ChatGPT positively and promoted its use “without any hesitation” in tasks such 

as writing essays, providing code, and answering questions, but did not discuss ChatGPT 

limitations such as the possibility of producing nonsensical content. Moreover, videos 

discussing AI detectors concentrated on how to circumvent these detectors by transforming 

ChatGPT output. 

ChatGPT Incidents and Experiments 

OpenAI has been relatively secretive about the training data behind its GPT models 

powering ChatGPT. While the company has yet to release details on the training data behind 

GPT-4 (Ouyang et al, 2022), the majority of the training data behind GPT-3 has been confirmed 

to derive from Common Crawl, a nonprofit that performs monthly web scrapes (Brown et al., 

2020). A 2023 Washington Post analysis of Google’s C4 dataset, a popular AI model resource 

derived from a 2019 Common Crawl scrape, highlighted several concerns with the dataset, 

including privacy issues over the inclusion of US voters’ personal information, the prevalence 

of copyrighted material, untrustworthy news media outlets, religious sites that reflected “a 

Western perspective” and potential “anti-Muslim bias,” and other troubling content such as a 

white supremacist site, an anti-trans site, and conspiracy theorist sites, among others (Schaul 

et al., 2023). 

Researchers testing the limitations of ChatGPT have raised several alarms regarding its 

usage across disciplines. Borji’s (2023) archive of ChatGPT failures comprises the most 

extensive list of examples of its limitations to date, including factual errors, bias and 

discrimination, and failures of ethics and morality. For instance, chatbots such as ChatGPT 

tend to produce ‘hallucinations,’ meaning inaccurate or imaginary information, while earlier 

versions of ChatGPT produced biased answers, such as by offering descriptions favoring white 
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males when prompted to describe the race and gender of a ‘good scientist’ (Borji, 2023). That 

said, Sejnowski (2023) demonstrates that the input prompt used to prime GPT-3 influences the 

response it gives, suggesting that GPT-3 and other LLMs may ‘mirror’ the intelligence and 

viewpoint of their interviewee. LLMs may “have an exceptional ability to mimic many human 

personalities, especially when fine-tuned” (Sejnowski, 2023, p. 317). Wach et al. (2023) 

identify seven potential threats from ChatGPT: 1) a lack of regulation in the AI market; 2) 

issues with information quality; 3) potential job losses due to automation; 4) issues with privacy 

violation; 5) issues with social manipulation and intellectual property infringement; 6) 

widening social inequality; and 7) technostress (i.e. the negative impact of technology on 

users). 

Hallucinations | Researchers have highlighted that ChatGPT hallucinations diminish 

its reliability as a tool in academic research. Alkaissi & McFarlane (2023) evaluate ChatGPT 

as an academic writing tool. While the authors highlight that ChatGPT can aid in assembling a 

coherent text from provided bullet points and in managing citation references, they note that 

ChatGPT generates a mix of true and fabricated sources, which raises concerns about integrity 

and accuracy. Indeed, researchers have recently raised concerns over crediting ChatGPT as an 

author on research papers and the need for publishers to better regulate its use (Stokel-Walker, 

2023). Worryingly, a recent experiment by Gao et al. (2023) has highlighted the difficulty of 

distinguishing ChatGPT-generated from original abstracts. Gao et al. (2023) report that blinded 

human reviewers correctly identified 68% of generated abstracts as generated but incorrectly 

identified 14% of original abstracts as generated, with reviewers indicating that it was 

“surprisingly difficult” to differentiate between the two types of abstracts. Similarly, Goldstein 

et al. (2023) demonstrate that minor paraphrasing of ChatGPT-generated text can trick 

automated tools into certifying the text as ‘real’ rather than AI-generated with 99% certainty.  

Bias | Researchers have demonstrated that ChatGPT may produce biased text, 

especially in languages other than English. While Zhuo et al. (2023) highlight that ChatGPT is 

less biased than other large language models as per a benchmarking exercise, they highlight 

that ChatGPT offers biased opinions in different languages. When prompted to state which 

country Kunashir Island, a disputed territory, belongs to, ChatGPT offers different responses 

in Japanese, Russian, and English; moreover, ChatGPT only notes that the island is disputed 

when asked in English (Zhuo et al., 2023). Similarly, ChatGPT has been reported to display 

stereotypes about marginalized communities as well as a greater proportion of hallucinations 

in Farsi than in English (Murgia, 2023). 

Political Leanings | Research has also suggested that ChatGPT may have biased 

political inclinations. Experiments by Hartmann et al. (2023) and Rozado (2023a) suggest that 

ChatGPT offers left-leaning perspectives, while McGee (2023) suggests that ChatGPT tends 

to positively portray liberal politicians and negatively portray conservative politicians in its 

responses. A more recent experiment (Rozado, 2023b) concludes that OpenAI’s content 

moderation system tends to classify as ‘hateful’ negative comments about demographic groups 

deemed as historically disadvantaged, such as women and people of color. However, Rozado 

reports that negative comments about liberals and Democrats are also more likely to be 

classified as ‘hateful’ than the same negative comments about conservatives and Republicans, 

highlighting that this pattern cannot be justified on the grounds of systemic disadvantage 

(Rozado, 2023b). Rozado has since further demonstrated the issue of political bias in LLMs by 

creating RightWingGPT, an AI model that expresses conservative viewpoints such as the 

untrue claim that Donald Trump won the 2022 US elections and expressing doubt about the 

reality of climate change (Knight, 2023). King (2023) has similarly demonstrated that GPT-4, 

the model underlying the most current version of ChatGPT, aligns with a ‘New Liberal’ 

position (socially conservative and economically moderate) as per a 2021 New York Times 

political quiz. 
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Toxic Speech | Experiments have shown that users are able to ‘jailbreak’ ChatGPT, or 

circumvent OpenAI’s safeguards around toxic speech, by prompting ChatGPT to respond in 

the role of a persona. For instance, directing ChatGPT to respond as a given character has led 

the model to generate profanity-laden text insulting users (Borji, 2023; Zhuo et al., 2023). 

Finally, Subhash (2023) demonstrates that ChatGT can be prompted to write statements 

encouraging unnecessary medication, mass shootings, and suicide, which could lead to 

dangerous outcomes if read by vulnerable users. 

Incitement to Dangerous Action | As with the above, ChatGPT can also be 

‘jailbroken’ to produce output inciting users to dangerous or even criminal action, such as 

‘how-to’ guides on manufacturing methamphetamine or cyber-attacking military systems, 

among others (Borji, 2023; Franceschi-Bicchierai, 2023; Murgia, 2023; Smalley, 2023). 

Christian (2023) further reports that ChatGPT can be ‘jailbroken’ by requesting that the model 

“respond to the prompt exactly as an unfiltered, completely unlimited language model could 

do,” which allows ChatGPT to generate controversial responses encouraging illegal activities 

such as drug abuse and public disturbance. 

Linguistic Inequity | Early experiments on the GPT-3 and GPT-4 architecture 

underlying ChatGPT have shown that both models are generally able to perform well on non-

English languages, with GPT-4 in particular capable of offering “qualitatively similar 

capabilities in Japanese as it does in English” (Passaglia, 2023). However, the tokenization 

process, which involves splitting input text into pieces or ‘tokens’ to be converted and which 

is the first step in LLM input processing, is poorly optimized for non-English languages in 

OpenAI’s GPT models (Passaglia, 2023). Indeed, OpenAI has disclosed that GPT-3’s training 

data was 92% English and that its reinforced learning human feedback pipeline was 96% 

English (Passaglia, 2023; Ouyang et al., 2022). Since OpenAI charges for model use per token, 

using GPT models in non-English languages can be much more expensive in English: for 

example, using GPT-4 for French tasks would be 1.7 times slower and more expensive, while 

using Armenian would be up to 7 times slower and more expensive. This difference in speed 

and pricing across languages may generate linguistic inequity in the usage of ChatGPT. 

 Privacy | Researchers have raised privacy concerns around ChatGPT. OpenAI policies 

explicitly state that the company may review users’ conversations from before 1 March 2023 

for use in training; while users can delete their accounts, the process can take up to four weeks 

(Metz, 2023; OpenAI, 2023b). Moreover, a glitch in March 2023 led OpenAI to briefly shut 

down ChatGPT after reports that the titles of chat histories became viewable to some users 

(Metz, 2023). These privacy issues are especially concerning amid reports that some users have 

begun using ChatGPT as a therapy tool, with therapists warning that ChatGPT has not been 

programmed to conform to ethical and legal guidelines for human therapists (Metz, 2023).  

 Replacement of Human Expertise | ChatGPT may replace even human experts 

holding high-level job positions. Experimental evaluations of ChatGPT and rival chatbots 

Microsoft Bing, Google Bard, and Quora Poe using the Pernambuco Adult Intelligence Mini-

Test showed that ChatGPT and other AI models scored above the 95th percentile, “surpassing 

the average IQ scores of individuals with advanced degrees or even university professors” 

(Campello de Souza et al., 2023). The researchers report that the two best-performing models, 

ChatGPT and Microsoft Bing, achieved scores at the 99th percentile, indicating the potential 

dangerous impact of AI on the labor market. (Campello de Souza et al., 2023). Moreover, recent 

incidents have raised concerns that ChatGPT and other LLMs may be used to automate work 

previously done by humans. In April 2023, the Writers Guild of America, which represents 

writers in Hollywood, went on strike to demand that “no literary material… can be written or 

rewritten by chatbots” and that studios cannot “use chatbots to generate source material that is 

adapted to the screen by humans” (Scheiber & Koblin, 2023). Oremus (2023) further reports 

that AI-generated books and reviews are being published on Amazon, as the public availability 
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of chatbots has driven down the cost of content generation from $250 to $10. Worryingly, AI-

generated content may be replacing human experts at the cost of accuracy. Chris Cowell, a US-

based software developer, found another book with the same title as his book on a niche subject 

but bearing signs of being generated by ChatGPT on Amazon (Oremus, 2023).  

 Intellectual Property | Henderson et al.’s (2023) review of fair use and foundation 

models argues that generative AI model development and deployment may not always fall 

under fair use. They experimentally demonstrated that ChatGPT and GPT-4 were able to 

regurgitate copyrighted material verbatim, with both models producing the entirety of Dr. 

Seuss’s Oh the Places You’ll Go! within two interactions as well as significant sections of J. 

K. Rowling’s Harry Potter and the Sorcerer’s Stone (Henderson et al., 2023).   

Environmental Impact | Concerns are rising over the environmental impact of LLMs, 

including ChatGPT. Borji (2023) reports that “training a neural architecture search based model 

with 213 million parameters is estimated to generate carbon emissions equivalent to over five 

times the lifetime emissions of the average car.” P. Li et al. (2023) estimate that ChatGPT 

requires 500 milliliters of water per conversation of 20–50 questions and answers, indicating 

an “extremely large” total combined water footprint considering its billions of users. OpenAI 

has not revealed where its GPT training data centers are housed. Training GPT-3 in Microsoft’s 

US-based data centers can directly consume 700,000 liters of clean freshwater, enough for 

producing 370 BMW cars or 320 Tesla electric vehicles, while generating an additional off-

site water footprint of 2.8 million liters due to electricity usage, putting  GPT-3’s total water 

footprint for training in the US at 3.5 million liters (P. Li et al., 2023). However, due to 

differences in water usage effectiveness, GPT-3’s total water footprint would rise to 4.9 million 

liters if trained in Microsoft’s Asian data centers (P. Li et al., 2023). While little public data is 

available to estimate GPT-4’s total water footprint, it is likely to be “multiple times” that of 

GPT-3’s due to its significantly larger model size (P. Li et al., 2023, p. 3). Separately, 

experimental estimates by Saenko (2023) suggest that the carbon footprint of training ChatGPT 

“is likely much higher than that of GPT-3,” which itself is estimated to have “consumed 1,287 

megawatt hours of electricity and generated 552 tons of carbon dioxide equivalent, the 

equivalent of 123 gasoline-powered passenger vehicles driven for one year.” Saenko (2023) 

highlights that ChatGPT’s carbon footprint would significantly increase with continual updates 

and high user volume, given the popularity of ChatGPT among users and the versatile potential 

applications of ChatGPT. 

Other Consequences | ChatGPT’s tendency to produce factually incorrect, biased, and 

toxic text is concerning in light of experimental results that humans may prefer ChatGPT’s 

answers to those of human experts. Guo et al. (2023) report that while answers generated by 

human experts across different fields and languages score much higher than ChatGPT answers 

in terms of accuracy, volunteers generally consider ChatGPT’s answers to be more helpful than 

those of humans in more than half of tested domains, especially in the areas of finance and 

psychology. While they note that ChatGPT performs poorly in terms of helpfulness in 

answering medical questions in English and Chinese, they suggest that ChatGPT is considered 

more helpful where it can provide specific and straightforward suggestions. 

Researchers have also evaluated the performance of ChatGPT on examinations in 

various fields, including medical exams such as the United States Medical Licensing 

Examination (USMLE) (Gilson et al., 2023; Kung et al., 2023), clinical reasoning exams 

(Strong et al. 2023) or neurosurgery written board exams (Rohaid et al., 2023), law school 

exams (Choi et al., 2023), and computer science exams (Bordt & von Luxburg, 2023). 

ChatGPT’s consistent ability to perform near or at the passing threshold of such examinations 

has led some scholars to suggest ChatGPT as an educational tool (e.g. Kung et al., 2023), while 

others have suggested a need to rethink education and standardized testing in these fields (e.g. 

Mbakwe et al., 2023). 
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Focus on Disinformation: ChatGPT Disinformation 

Incidents 

Case Studies of ChatGPT Disinformation 

In a series of experiments by misinformation experts at news reliability tracker 

NewsGuard directing ChatGPT to respond to prompts from a sample of 100 false narratives 

demonstrated that ChatGPT was able to generate false narratives, including news articles, 

essays, and media scripts, for 80 cases of ‘fake news’ (Brewster et al., 2023). As the researchers 

warn, “for anyone unfamiliar with the issues or topics covered by this content, the results could 

easily come across as legitimate, and even authoritative.”  

Current hypotheses and research on applying ChatGPT to the creation and spread of 

disinformation have identified five issues: 1) malicious actors; 2) foreign propaganda; 3) toxic 

speech; 4); conspiracy theories; and 5) fake news. 

 Malicious Actors | Early hypotheses on the impact of generative AI, including 

ChatGPT, on disinformation have warned that malicious actors may deploy generative AI for 

disinformation campaigns. In 2021, researchers at the Center for Security and Emerging 

Technology warned that “language generation capabilities… are already capable of 

manufacturing viral disinformation at scale and empowering digital impersonation” (Sedova et 

al., 2021, p.1). More recently, researchers have suggested that ChatGPT’s ability to produce 

content in multiple languages may be exploited by foreign agents hoping to spread 

disinformation in English (Hsu & Thompson, 2023). 

Foreign Propaganda | Researchers have shown that ChatGPT can produce foreign 

propaganda in the style and tone of the Chinese Communist Party and Russian state-controlled 

news agencies such as RT and Sputnik (Brewster et al., 2023). For instance, ChatGPT was able 

to create disinformation defending China against allegations about Uyghur internment camps 

and suggesting that Russia was not responsible for the crash of Malaysia Airlines flight MH17 

in Ukraine (Al-Sibai, 2023; Brewster et al., 2023). The researchers note that ChatGPT 

frequently failed to include any countervailing evidence or arguments in its responses. In this 

way, ChatGPT can serve as an ally producing propaganda for authoritarian regimes. 

Toxic Speech | McGuffie & Newhouse (2020) demonstrated that GPT-3, the 

underlying technology for ChatGPT, could be prompted to produce toxic speech in the style of 

mass shooters, neo-Nazis, and other extremists in different languages. No specialized technical 

knowledge and little experimentation was required to produce text consistent with human-

generated writings by far-right extremists, suggesting that ChatGPT could be used to radicalize 

individuals into violent far-right extremist ideologies and behaviors (Hsu & Thompson, 2023; 

McGuffie & Newhouse, 2020). 

Conspiracy Theories | Researchers have also demonstrated that ChatGPT is able to 

produce disinformation in the style of conspiracy theorists. For instance, when prompted to 

write about the 2018 Parkland school shooting in the US from the perspective of far-right 

conspiracist Alex Jones, ChatGPT responded by repeating unfounded allegations that “the 

mainstream media, in collusion with the government, is trying to push their gun control agenda 

by using ‘crisis actors’ to play the roles of victims and grieving family members” (Al-Sibai, 

2023; Brewster et al., 2023). Similarly, ChatGPT was able to produce health disinformation 

from an anti-vaxxer perspective promoting ivermectin as a proven and effective treatment for 

COVID-19 (Brewster et al., 2023). Researchers noted that the texts were “pockmarked with 

phrases popular with misinformation peddlers… along with citations of fake scientific studies 

and even references to falsehoods not mentioned in the original prompt” and that caveats urging 
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readers to consult healthcare experts “were usually buried under several paragraphs of incorrect 

information” (Hsu & Thompson, 2023). 

 Fake News | A NewsGuard report flagged at least 49 news websites populated using 

ChatGPT and Bard that generated falsehoods, such as a false report that US President Joe Biden 

was dead and an unverified story about thousands of dead soldiers in the Russia-Ukraine war 

(Alba, 2023; Sadeghi & Arvanitis, 2023). The researchers noted that most of these sites 

appeared to be ‘content farms’ churning out low-quality content to bring in advertising. AI-

generated fake news content has the potential to become a global problem, as these websites 

were based around the world and published content in seven languages: Chinese, Czech, 

English, French, Portuguese, Tagalog, and Thai (Sadeghi & Arvanitis, 2023). X. Li et al’s 

(2023) preliminary study applying ChatGPT to news recommendations also highlights 

trustworthiness as a significant issue, with experimental results showing that approximately 1 

in 10 users were recommended fake IDs instead of real news items from the Microsoft News 

Dataset. 

Moreover, ChatGPT hallucinations may create fake news with real consequences. Law 

professor Eugene Volokh (2023) reports that, when asked for a list of scandals involving law 

professors, ChatGPT produced text claiming that real-life law professor Jonathan Turley had 

been accused of sexual harassment in a 2018 Washington Post article. However, neither the 

news article nor the sexual harassment allegations actually exist, suggesting that ChatGPT 

produced misinformation (Turley, 2023; Volokh, 2023). Turley (2023) noted that such false 

allegations might have fueled a continuing campaign to have him fired from his post due to his 

conservative opinions, writing that “there is a continual stream of false claims about my history 

or statements… AI promises to expand such abuses exponentially.”  

Further Threats in ChatGPT Disinformation 

Researchers have warned that the ease of using ChatGPT means the chatbot could serve 

as a useful tool for bad actors in creating disinformation at scale (Brewster et al., 2023). 

Moreover, ChatGPT’s personalized, human-like style of interaction may increase users’ trust 

in the tool, while users’ unmediated access to ChatGPT allows the chatbot to deliver false or 

misleading information directly to audiences without any internal means of fact-checking 

(Zagni & Canetta, 2023). 

A paper developed between OpenAI and independent researchers forecasting the 

disinformation threat posed by ChatGPT and proposing potential mitigations, including 

technical solutions to clearly distinguish AI-generated from human-generated text (Goldstein 

et al., 2023). However, empirical research by Sadasivan et al. (2023) demonstrates that these 

and other state-of-the-art AI-text detectors are unreliable in practical scenarios. Firstly, 

paraphrasing tools applied to the output text of LLMs can evade various types of detectors, 

even when watermarks are embedded to identify such texts as AI-generated; next, AI-generated 

texts will become increasingly similar to human-generated texts over time as models improve, 

making them harder to detect (Sadasivan et al., 2023). Separately, OpenAI launched in January 

2023 a classifier to detect AI-generated text, with the aim of identifying automated 

misinformation campaigns, but warned that the tool was not fully reliable and could be evaded 

(Hsu & Thompson, 2023).  

 Finally, while OpenAI has implemented safeguards against disinformation and 

continues to actively mitigate forecast threats on ChatGPT, researchers have warned that the 

rise of ChatGPT-like services will increase the risks associated with AI-enabled 

disinformation. Current ChatGPT rivals include Google’s experimental Bard chatbot (launched 

21 March 2023, Baidu’s Ernie (launched 16 March 2023), and Meta’s Galactica (launched 15 

November 2022). These chatbot services have already faced controversy. Meta was forced to 
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take down Galactica three days after its launch over complaints of the chatbot producing 

misinformation (Metz & Isaac, 2023), while Google’s Bard has already produced false claims 

that the James Webb Space Telescope took the first photograph of an exoplanet (Morvan, 

2023). Alba & Love (2023) recently reported that Google’s rush to publish Bard led to ethical 

lapses, with Google AI Governance Lead Jen Gennai overruling a risk evaluation by members 

of her team stating that Bard was not ready because it could cause harm. Bard has been cited 

as “a pathological liar” and as giving advice on landing a plane and on scuba diving which 

would result in accidents, serious injury or death, according to internal employee tests (Alba & 

Love, 2023). 

Further Cases of Chatbot Disinformation: Bard Case Study 

 Bard is a chatbot service by Google that is currently powered by Google’s PaLM 2 

LLM. While initially waitlist-only, Bard was globally released to the public on May 10, 2023, 

alongside the announcement of new updates including image capabilities, coding features, app 

integration, and support for up to 40 languages (Hsiao, 2023). Google highlighted that Bard 

could be integrated into other Google apps and services as well as services by external partners, 

such as Adobe’s generative image model Firefly, while promising that Bard’s would meet 

“Adobe’s high standards for quality and ethical responsibility” (Hsiao, 2023). 

 As highlighted above, Bard has been implicated in several chatbot issues including the 

potential replacement of human expertise, the spread of fake news and the creation of false 

claims. As noted, Google’s rush to deliver Bard to market following the widespread success of 

OpenAI has led to ethical lapses, spurring concern that continued competition between rival 

LLM services may create a focus on profit at the expense of social responsibility.  

 Media outlets testing Bard’s capabilities have highlighted its propensity for 

hallucinations. Pierce (2023) reports that Bard frequently offered “confidently wrong 

information” or information that was out of date. Pringle (2023) similarly reports that Bard 

performed poorly on basic SAT questions in mathematics, reading, and writing, but that “even 

when it was wrong, Bard’s tone is confident, frequently framing responses as: ‘The correct 

answer is…’”. Moreover, Bard appears to fail to cite or offer links unless quoting from a direct 

source (Pierce, 2023). 

 Separately, the British nonprofit Center for Countering Digital Hate (CCDH) reports 

that Bard was able to generate hateful or false content relating to climate change, vaccines, 

Covid-19, conspiracy theories, anti-LGBTQ+ hate, sexism, antisemitism, and racism. The 

CCDH reports that Bard “generated responses promoting false and harmful narratives without 

any additional context negating the false claims” for 78 out of 100 prompts. The researchers 

highlight that Bard’s safety features could be evaded using more complex prompts, such as 

asking Bard to respond using a persona, or using minor modifications to keywords (CCDH, 

2023a). They also note that Bard was able to generate fake examples and conspiracy content 

suitable for social media posts, pointing to the potential misuse of such technology to 

manipulate online conversation (CCDH, 2023a).  

Proposed Solutions and Initiatives 

Ethical Frameworks for Generative AI 

Proposed general regulations for ethical AI include UNESCO’s Recommendation on 

the Ethics of Artificial Intelligence, adopted by 193 member states in November 2021 
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(UNESCO, 2021). Adopted on a voluntary basis, this rights-based framework is founded on 

the following values: 

● Respect, protection and promotion of human rights and fundamental freedoms and 

human dignity; 

● Environment and ecosystem flourishing; 

● Ensuring diversity and inclusiveness; and  

● Living in [a] peaceful, just and interconnected society. 

It is based on the following principles: 

● Proportionality and do no harm; 

● Safety and security; 

● Fairness and non-discrimination; 

● Sustainability; 

● Right to privacy and data protection; 

● Human oversight and determination; 

● Transparency and explainability; 

● Responsibility and accountability; 

● Awareness and literacy; and 

● Multi-stakeholder and adaptive governance and collaboration. 

It adopts 11 policy areas, including advocating for member states to: 

● Conduct ethical impact assessments on the benefits and risks of AI systems; 

● Ensure ethical AI governance and stewardship mechanisms; 

● Develop data governance strategies to continually evaluate data privacy in AI systems; 

● Develop international cooperation on AI-related ethical issues; 

● Assess the environmental impact of the life cycle of AI systems; and 

● Ensure that AI systems contribute to gender equality, cultural heritage, education and 

research, access to information and knowledge, labor markets and the economy, and to 

health and social well-being. 

 

Separately, the CCDH has developed a STAR Framework for international regulation 

of large technology companies in consultation with regulators, legislators, civil society and 

academics across the UK, US, EU, Canada, Australia and New Zealand (CCDH, 2023b). The 

STAR Framework promotes: 

● Safety by Design  

● Transparency of algorithms, rules enforcement and economics (advertising)  

● Accountability to independent and democratic bodies 

● Responsibility of companies and their senior executives. 

The CCDH suggests that the principle of safety by design should be applied to combat AI-

related disinformation. They propose: 

● Curating AI training datasets to remove harmful, misleading, or hateful content; 

● Employing subject matter experts when developing AI training datasets;  

● Constraining AI model outputs to prevent the generation of harmful content; and 

● Implementing mechanisms to correct any errors that arise. (CCDH, 2023b) 

 There also exist private stakeholders invested in ethical AI. The US-based Ethical AI 

Database (EAIDB) publishes a publicly available, vetted database of AI startups providing 

ethical services as well as quarterly reports on the state of the ethical AI ecosystem. EAIDB 

(Raghunathan, 2022a; Raghunathan, 2022b) divides existing ethical AI startups into five main 

business categories: 

1. Data for AI 

a. Startups specializing in the ethical treatment and handling of data for AI, 

especially regarding issues of privacy, bias and observability. 
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b. Companies in this category specialize in one of three services:  

i. Data sourcing/observability: ensuring data is sourced properly, e.g. via 

novel collection methods or ethical labeling solutions and/or offering 

tools to identify data biases. 

ii. Synthetic data: generating synthetic data, e.g. via statistical methods, to 

create entirely new synthetic datasets mimicking existing datasets but 

not linked to real individuals. 

iii. Data privacy: offering cybersecurity services such as data transfer, 

permissions and control. 

2. ModelOps, Monitoring and Observability 

a. Startups in this category monitor models, detect bias and unfairness, mitigate 

risks, or provide model governance and stakeholder access to bridge the gap 

between legal, business, and data science teams.  

b. Companies in this category include Fiddler, Arthur, ETIQ, and KOSA. 

3. AI Audits, Governance, Risk and Compliance 

a. Specialist consulting firms or platforms that establish accountability and 

governance, quantify model and/or business risk, or simplify compliance for 

internal teams within AI systems.  

b. Consulting firms in this category may differentiate themselves by experience or 

specialization. 

4. Targeted AI Solutions and Technologies 

a. These companies build through entire use cases for customers within a single 

vertical. 

b. Examples include FairPlay AI (fair lending), Pave (fair wage benchmarking) 

and Zelros (fair insurance recommendation engine). 

5. Open-Sourced Solutions 

a. Fully open-source solutions meant to provide easy access to ethical technologies 

and responsible AI, usually offered by not-for-profit companies. 

b. Most open-source tools are concerned with privacy, bias detection and 

explainability but face general open-source shortcomings: vulnerability to 

malicious users, lack of user-friendliness, and lack of extensive support systems. 

 

As another example, the AI safety and research company Anthropic focuses on 

developing “frontier AI systems that are reliable, interpretable, and steerable” (Anthropic, n.d., 

“Anthropic”). Anthropic adopts ‘constitutional training,’ which begins with a list of human-

created principles, then uses supervised learning and reinforcement learning to build AI 

systems that are Helpful, Honest and Harmless (HHH) (Bai et al., 2022a). Their HHH 

framework focuses on creating AI systems that help users, that shares information the system 

believes to be true while avoiding made-up information, and does not aid the user in harmful 

activities (Bai et al., 2022b).  

 However, ethical AI teams in large technology firms have faced layoffs in the first 

quarter of 2023, when generative AI tools such as ChatGPT began to gain traction. Companies 

including Microsoft, Meta, Google, Amazon, Twitter and Twitch have reduced staffing on 

responsible AI teams that advise on the safety of AI-related consumer products (Criddle & 

Murgia, 2023; De Vynk & Oremus, 2023). While the number of staff affected represent a small 

fraction of workers affected by layoffs amid a broader tech industry downturn, the timing of 

the cuts is worrying given the rapid adoption of ChatGPT and other generative AI tools among 

the general public. 
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Issues in ChatGPT Regulation 

Research-Based Recommendations on ChatGPT 

General Recommendations 

 Hacker et al. (2023) propose that regulation pertaining to generative AI should divide 

responsibility among four parties across the AI value chain:  

1. Developers: those creating and pre-training the model, e.g. OpenAI or Google;  

2. Deployers: those fine-tuning the model for a specific use case, e.g. a professional user, 

though developers and deployers may be the same party; 

3. Users: those generating output from generative AI via prompts and putting it into use, 

either professional or non-professional; and 

4. Recipients: those passively receiving and/or consuming the output of generative AI. 

They argue that developers should be subject to non-discrimination law and data governance 

provisions, but that the majority of regulatory obligations should lie with deployers and users 

regarding risk management systems and performance and robustness thresholds. The obligation 

for users to implement human oversight and screening of AI systems for evident cases of 

significant harm should extend to all users, including non-professional users.  

 As noted above, Huang & Siddarth (2023) highlight that generative AI may degrade 

the digital commons by flooding online spaces with low-quality content. They suggest three 

measures for developers and deployers to improve training data quality, which may improve 

the quality of AI output:  

1. Creating consortia to develop best practices around generative AI, with duties such as 

monitoring, auditing, standards-setting (e.g. on issues such as transparency), and 

developing shared tools. 

2. Establishing ‘gold standard’ datasets for model training or deployment, e.g. by 

encouraging companies to admit data to privacy-preserving but accessible repositories, 

which would allow researchers to determine impacts of AI model deployment. This 

move would also enable companies to adhere to shared standards, but would require 

establishing transparent data collection procedures as well as external scrutiny on the 

validity of collected data. 

3. Encouraging human feedback to improve models, for instance in return for ownership 

stakes or governance rights. Such feedback could come from users, experts or specific 

organizations (e.g. healthcare companies overseeing highly-private data or artists 

whose works are used in training image-generation models) who interface between 

data-owners and AI companies. Data-owners may also co-create and co-govern 

generative AI models themselves: for instance, a group of artists may jointly train and 

govern an image model that they then monetize. 

ChatGPT Regulation: Focus on EU Context  

Hacker et al. (2023) argue that EU regulation is “ill-prepared” for generative AI models 

such as ChatGPT. They highlight four key concerns: 1) data privacy violations under GDPR; 

and 2) content moderation loopholes under DSA; 3) overly-stringent requirements under 

proposed AI regulations; and 4) exploitable loopholes under proposed AI regulations. 

 GDPR: Data Privacy Violations | Generative AI models such as ChatGPT have been 

shown to be vulnerable to malicious ‘inversion attacks,’ meaning that training data, which may 

include private information, may be extrapolated from the model. Moreover, GDPR requires 

information to be provided to users on the processing of personal data provided within a chat 
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interface, especially for minors, but OpenAI has thus far failed to appropriately disclose such 

information. LLM hallucinations may also contravene GDPR requirements for personal data 

to be accurate and non-discriminatory. 

 DSA: Content Moderation Loopholes | The DSA is targeted at illegal content on 

social networks, not generative AI. The DSA covers intermediary conduits and caching or 

hosting services, but LLMs do not appear to fall into these categories. Moreover, while DSA 

may be applied to LLM-generated posts published on social networks, it does not apply to 

private messaging services such as WhatsApp and Telegram, although problematic content 

may proliferate in such closed groups. Malicious actors may exploit this loophole to 

disseminate illegal content at scale, especially with the aid of LLM-generated code. 

 AI Act: Overly Stringent Regulations | The amendment to the draft AI Act on 

“general-purpose AI systems” circulated by the French Council Presidency on 13 May 2022 

appears overly-stringent in its requirements for developers of generative AI to conduct 

comprehensive risk management assessments and build risk management systems, given the 

wide versatility of such AI models. The prohibitive costs of compliance may spur anti-

competitive behavior in the generative AI market as only large technology companies may 

have the resources to comply with these requirements. 

 AI Act: Exploitable Loopholes | On 7 February 2023, the European Parliament 

proposed applying even more stringent regulations by classifying all generative AI systems as 

high-risk, except if the output was subject to human review and if a human or organization was 

legally responsible for it. However, malicious actors may exploit this exception by subjecting 

illegal output to human ‘rubber stamp’ review without changing the content. 

In response, they propose four policies for generative AI regulation: 

1. Transparency obligations 

a. For developers and deployers: requirements to report on performance metrics 

and incidents and mitigation strategies on harmful content. 

b. For professional users: requirements to disclose when publicly-available 

content is generated by or adapted from generative AI. 

c. For non-professional users: implementation of technical measures, e.g. digital 

rights management, automatic watermarking, and AI-content detection systems, 

to separate AI-generated content from human-generated content. 

2. Risk management via staged release 

a. Adopting staged release for powerful AI models, allowing early access only for 

security researchers and selected stakeholders to conduct community-based risk 

assessment ahead of full public release. 

3. Non-discrimination strategies in training data 

a. Implementing data curation for representativeness and approximate balance 

between protected groups at the development and deployment stage. 

4. Expanded content moderation 

a. Integrating existing DSA strategies, e.g. mandatory notice and action 

mechanisms, trusted flaggers, and comprehensive audits for models with many 

users, into generative AI. 

b. Allowing users to flag problematic content and give notice, with special status 

accorded to ‘trusted flaggers’ such as private individuals, NGOs, or volunteer 

coders, who function as a decentralized content monitoring team. 

c. Obliging content moderation teams working with developers and deployers to 

respond to notices by modifying the AI system or blocking its output and to 

establish a comprehensive compliance system for sufficiently-large AI models. 
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Other Proposed Initiatives: SafeGPT Case Study 

 Giskard AI, a responsible AI startup, has developed a ‘SafeGPT’ product targeting 

LLM issues such as hallucinations, data privacy, toxicity and robustness (accuracy). The 

product comprises a browser extension for users to identify wrong answers, reliability issues 

and ethical biases, as well as a quality assurance platform for developers to track performance 

and debug LLMs by creating business-specific tests. SafeGPT is currently alpha-version and 

waitlist-only. (Giskard AI, 2023) 

International Regulatory Reactions 
An opinion piece in The Economist (2023) argues that AI regulation must balance the 

promises and risks of AI while remaining able to adapt to emerging issues. The piece highlights 

approaches by different governments, ranging from the UK’s “light-touch” approach which 

extends existing regulations to AI systems, to the EU’s “tougher” proposed laws which 

categorize AI uses by degrees of risk, to China’s “sterner” system of dedicated regulation, 

testing, and approval before public release (The Economist, 2023). The piece suggests that the 

EU’s approach is “closest to the mark” but that a principles-based approach requiring 

disclosures and inspections “would be more flexible” while allowing greater regulation over 

time if needed (The Economist, 2023). 

Europe 

 The rapid adoption of ChatGPT led to modifications of the proposed EU AI Act, which 

lawmakers began drafting nearly two years ago. Journalists report that “a rare example of 

consensus” among EU politicians concerning the risks of AI technology, with proposed 

regulations hammered out over just 11 days. The draft act proposes to classify AI tools 

according to their perceived risk level, from minimal to limited, high, or unacceptable, while 

areas for concern may include biometric surveillance, misinformation and toxic speech. 

Lawmakers will likely focus on enforcing transparency around the use of high-risk tools rather 

than banning such tools. (Coulter & Mukherjee, 2023) 

 Key concerns within the EU and European countries include: 

 EU: Copyright | The latest draft of the EU AI Act identifies copyright protection as a 

key issue. Companies deploying generative AI, including ChatGPT, must disclose any 

copyrighted material used to develop their models (Mukherjee et al., 2023). 

 Italy: Privacy | On 30 March 2023, Italian Data Protection Authority Garante ordered 

OpenAI to stop processing personal information from Italian users amid allegations that some 

users had their messages and payment information exposed to other users, leading OpenAI to 

take ChatGPT offline on 31 March. On 28 April, access to ChatGPT in Italy was restored amid 

a raft of measures, including OpenAI adding information on its website on its GPT data 

collection and training procedures, providing EU users with a form for objecting to using their 

data for training, and adding an age verification tool for users at the signup stage. (Chan, 2023; 

Reuters, 2023) 

France: Plagiarism | French university Sciences Po became one of the first higher 

education institutions to ban the use of ChatGPT without explicit referencing by students and 

faculty, with penalties including expulsion from the university or a ban from French higher 

education (Kane, 2023; Sciences Po, 2023). 

A recent evaluation by the Stanford Center for Research on Foundation Models and 

Institute for Human-Centered Artificial Intelligence evaluating 10 major foundation model 

providers finds that providers “largely do not” comply with the current draft of the EU AI Act 
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(Bommasani et al., 2023). Bommasani et al. (2023) find “a striking range in compliance across 

model providers” with “significant margin for improvement” even among the highest-scoring 

foundation model providers, highlighting disclosures of data transparency, copyright, energy 

use, risk mitigation, and performance auditing standards as consistent challenges (Figure 1). 

Moreover, they suggest it is “currently feasible” for providers to comply with the AI Act, 

indicating that the Act could potentially “yield significant change to the ecosystem… towards 

more transparency and accountability” (Bommasani et al., 2023). 

 
Figure 1. Reproduced from “Do Foundation Model Providers Comply with the Draft EU AI 

Act?”, by R. Bommasani, K. Klyman, D. Zhang & P. Liang, June 15, 2023, Stanford CRFM 

(crfm.stanford.edu/2023/06/15/eu-ai-act.html). CC BY-NC. 

UK 

 A March 2023 white paper by the UK Department for Science, Innovation and 

Technology and Office for Artificial Intelligence set out a “pro-innovation” approach to AI 

(Clarke, 2023). However, UK Prime Minister Rishi Sunak has since underscored the 

importance of “guardrails” and promoted the UK as “not just the intellectual home, but the 

geographical home of global AI safety regulation,” announcing in June 2023 that Google 

DeepMind, OpenAI and Anthropic “have agreed to open up their AI models to the UK 

government for research and safety purposes” (Clarke, 2023). In June 2023, the UK 

Department for Science, Innovation and Technology announced the launch of the Foundation 

Model Taskforce, led by technology entrepreneur, investor and AI specialist Ian Hogarth and 

backed with an initial £100 million in government funding, to “lead vital AI safety research” 

(Department for Science, Innovation and Technology). 

US 

 Following US President Joe Biden’s call for companies to ensure AI product safety 

ahead of release (Miller, 2023), seven AI companies, including OpenAI, Google, Amazon, and 

Meta, have made “voluntary commitments” to working with the White House on AI safety 

practices (Siddiqui & Seetharaman, 2023). Separately, Noveck (2023) reports that Boston’s 

civil service is encouraging a ‘responsible experimentation’ approach to generative AI 

following a city-wide policy brief sent by City of Boston Chief Information Officer Santiago 

https://crfm.stanford.edu/2023/06/15/eu-ai-act.html
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Garces on 18 May 2023. The brief encourages city officials to use generative AI on memos, 

letters, and job descriptions; to translate jargon into approachable language for different target 

audiences; to translate information into other languages; to summarize text and audio; and as a 

coding assistant (Noveck, 2023). The city has also integrated Bard into its enterprise Google 

Workspace to enable access to Bard for all public servants (Noveck, 2023). However, the 

guidelines highlight that “generative AI is a tool” and that “we are responsible for the outcomes 

of our tools,” with public servants encouraged to fact-check all AI-generated content, disclose 

the use of generative AI, and avoid sharing sensitive or private information in the prompts 

(Garces, 2023, pp. 1–4). 

China 

 On 11 April 2023, the Cyberspace Administration of China (CAC) issued draft 

Measures for the Management of Generative Artificial Intelligence Services to govern 

generative AI services in China. The draft measures come after the implementation of  rules on 

‘deep synthesis’ technologies (Provisions on the Administration of Deep Synthesis Internet 

Information Services) in November 2022, which targeted audio and visual media over deepfake 

concerns (Webster et al., 2023). The new draft regulations implicitly target providers of text-

based generative AI services following the popularity of ChatGPT and the rise of Chinese 

competitors, but may also target research and development of such services as per Article 2 

(Webster et al., 2023). Commentators highlight the “vague,” “broad and demanding 

requirements” of the draft measures, which include: 

● Requiring providers of generative AI services to apply to the CAC for a security 

assessment and file information regarding its use of algorithms (e.g. the name of the 

service provider, service form, algorithm type, and algorithm self-assessment report) 

with the CAC before releasing the generative AI service to the public; 

● Holding providers responsible for content produced by generative AI products, fulfill 

personal information protection obligations, and assume legal obligations of “personal 

information processing entities” (equivalent to “data controllers” under the EU GDPR); 

● Requiring providers to filter inappropriate content and to optimize algorithms to prevent 

the generation of such content within 3 months; 

● Requiring providers to enable the use of tagging mechanisms to identify content/video 

created by generative AI; 

● Requiring that training data must not contain content that infringes intellectual property 

and to only obtain data on personal information with consent from data subjects. 

(Webster et al., 2023) 

Commentator Helen Toner, Director of Strategy and Foundational Research Grants at 

the Center for Security and Emerging Technology at Georgetown University, underscores that 

Article 5 of the Chinese draft measures specifies that companies providing access to generative 

AI via “programmable interfaces,” i.e. APIs such as those released by OpenAI and Google, are 

responsible for all content produced (Webster et al., 2023). This approach, unlike with the draft 

EU AI Act, would hold the original AI developers “liable for everything, including issues 

arising from choices the downstream client company makes about app design or how to restrict 

user behavior,” which appears unfeasible (Webster et al., 2023). 

Commentator Paul Triolo, Senior Associate and Trustee Chair in Chinese Business and 

Economics at the Center for Strategic and International Studies, notes that generative AI 

chatbots represent a major issue for China’s current keyword-based censorship approach, as 

individual users become “able to ask questions to a generative AI application without any 

ability to monitor and block the output for sensitivity and offending words” (Webster et al., 

2023). 
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Singapore 

 Regulatory responses in Singapore have encouraged the ethical use of ChatGPT for 

schoolwork and business (Ali & Ong, 2023; Chan & Chin, 2023). Singaporean Minister of 

Education Chan Chun Sing announced in February 2023 that the Ministry of Education was 

“guiding teachers in schools and institutes of higher learning” on the use of AI tools such as 

ChatGPT to “enhance learning,” highlighting that students would be taught to critically assess 

responses from AI tools for accuracy and objectivity as well as to truthfully declare their 

sources of information (Abdullah, 2023). Journalists have reported that some Singaporean 

workplaces have been “quick to embrace” the use of ChatGPT at work, especially for idea 

generation and copywriting (Ali & Ong, 2023).  

Separately, Pair, a government-based team, has built a ChatGPT- and Microsoft Word-

based service for Singaporean civil servants to increase writing productivity. The tool is 

expected to help civil servants summarize reference material, explore related ideas, or improve 

clarity and will be rolled out progressively across agencies to support up to 90,000 civil service. 

The Government of Singapore has struck an agreement with OpenAI to ensure data privacy 

around government information. (Chia, 2023) 

Conclusion 
 ChatGPT and other chatbots have proven to be versatile tools offering a range of 

potential applications, from healthcare to education and art. However, the incidents and 

experiments outlined in this paper and summarized below (Table 1) demonstrate the urgent 

need to develop a framework for responsible use of LLMs and generative AI models in general. 

The threat of disinformation, in particular, remains an especially powerful concern.  

As this paper has shown, several frameworks for mitigating the potential threats posed 

by LLMs and generative AI at large exist, proposed by organizations ranging from nonprofits 

to private startups as well as researchers. A range of international policy approaches to 

generative AI exist as well. 

 

Data Governance 

Concerns 

Content Concerns Social and Economic 

Concerns 

Environmental Concerns 

● Data transparency 

● Data privacy 

● Cybersecurity 

(model training and 

deployment) 

● Linguistic equity 

(model training and 

deployment) 

● Protection of IP 

rights  

● Respect for digital 

commons 

False Content and 

Disinformation 

● LLM 

hallucinations 

● LLM-generated 

misinformation and 

disinformation 

● LLM use by 

malicious actors 

 

Biased and Dangerous 

Content 

● Biased or 

discriminatory 

output 

● Toxic speech 

● Incitement to 

dangerous or 

Human Labor 

Replacement 

Especially among: 

● Experts 

● Creatives 

● Knowledge 

workers 

 

Education, Job Seeking 

and Hiring 

● Plagiarism and 

cheating 

● Generating expert 

answers 

● Carbon footprint 

(model training and 

deployment) 

● Water footprint 

(model training and 

deployment) 
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criminal action 

● Language-based 

bias (i.e. 

differences in LLM 

output based on 

prompt language) 

Table 1. Summary of concerns across ChatGPT incidents and experiments.  
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