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Abstract

We investigate finding a map g within a function class G that minimises an Optimal Transport
(OT) cost between a target measure ν and the image by g of a source measure µ. This is relevant
when an OT map from µ to ν does not exist or does not satisfy the desired constraints of G.
We address existence and uniqueness for generic subclasses of L-Lipschitz functions, including
gradients of (strongly) convex functions and typical Neural Networks. We explore a variant that
approaches a transport plan, showing equivalence to a map problem in some cases. For the squared
Euclidean cost, we propose alternating minimisation over a transport plan π and map g, with the
optimisation over g being the L2 projection on G of the barycentric mapping π. In dimension
one, this global problem equates the L2 projection of π∗ onto G for an OT plan π∗ between µ and
ν, but this does not extend to higher dimensions. We introduce a simple kernel method to find
g within a Reproducing Kernel Hilbert Space in the discrete case. Finally, we present numerical
methods for L-Lipschitz gradients of `-strongly convex potentials.
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1 Introduction

Let µ and ν denote two probability distributions on two (potentially different) measurable spaces X
and Y. Many problems in applied fields can be written under the form

inf
g∈G
D(g#µ, ν), (1)

where # denotes the push-forward operation1, D is a non-negative discrepancy (such as a distance
metric or a φ-divergence) measuring the similarity between g#µ and ν, and G is a set of acceptable
functions between X and Y. Under appropriate assumptions on D, this problem can be interpreted
as a projection of ν on the set G#µ := {g#µ, g ∈ G} for the discrepancy D. In this paper, we focus
on cases where ν cannot be written as g#µ for g ∈ G.2

One prominent example of Eq. (1) within machine learning and applied statistics is model inference.
If ν is a discrete distribution of data samples, the goal is to infer the adequate parameter θ of
a parametric model {µθ, θ ∈ Θ} such that µθ fits ν as well as possible. This can be done by
maximum likelihood, but also by minimising a well-chosen discrepancy between µθ and ν. In the
highly popular field of generative modelling, the parametric model µθ is written gθ#µ, with a latent
distribution µ, often taking the form of a Gaussian distribution in Rk or a uniform distribution over
a hypercube, and a set of parametric functions G = {gθ, θ ∈ Θ} represented by a specific neural
network architecture. The discrepancy D is often chosen as the Kullback-Leibler divergence [20] or
the Wasserstein distance [4]. In such problems, it is clear that we do not target g#µ = ν, since it
would mean that the model has only learned to reproduce existing samples, and not to create new
ones. This is possible because the expressivity of neural networks is limited, but also because the
training steps usually impose regularity properties on g and constrain its Lipschitz constant in order
to increase its robustness [37, 18] or stabilise its training [25].

In an Euclidean setting, another example of Eq. (1) appears when we need to compare two distribu-
tions µ and ν potentially living in spaces of different dimensions, or when some invariance to some
geometric transformations is required (for problems such as shape matching or word embedding). In
such cases, it is usual to choose G as a well chosen set of linear or affine embeddings (such as matrices
in the Stiefel manifold if the space dimension is different between X and Y). For instance, this idea
underpins several sets of works introducing global invariances in optimal transport [2, 31].

In both of the previous examples, G is parametrised by a set Θ of parameters which is potentially
extremely large (for neural networks) but of finite dimension. Alternatively, the set of functions G
can be much more complex and characterised by regularity or convexity assumptions, the problem
becoming non-parametric. This is typically the case in the field of optimal transport [36, 32]. Given µ
and ν probability measures on respective Polish spaces X and Y, Monge’s Optimal Transport consists
in finding a Transport map T such that T#µ = ν and which minimises a given displacement cost.
When there is no map T such that T#µ = ν (for example, if µ is discrete and if ν is not), or when the
map solution does not meet the regularity requirements for some given practical application, it makes
sense instead to solve problems of the form of Eq. (1), with D a Wasserstein distance and G a set of
functions with acceptable regularity. For instance, as studied in [26], G can be composed of functions
g = ∇φ with φ `-strongly-convex with an L-Lipschitz gradient. For cases where µ is discrete, this
formulation also overcomes a classic shortcoming of numerical optimal transport approaches, which
usually compute solutions which are only defined on the support of µ. If a machine learning algorithm
requires the computation of the transport of new inputs, the map must be either recomputed, or an
approximation of the previous map must be defined outside of the support of µ. Several solutions have
been proposed in the literature to solve this problem [10, 6, 22, 26, 28], and some of them [22, 26]
consists in solving Eq. (1) with an appropriate set of functions G. Consistency and asymptotic
properties of such estimators are also the subject of several of these works [10, 22, 21].

1The image measure g#µ is defined as the law of g(X) for X a random variable of law µ, or more abstractly by
g#µ(B) = µ(g−1(B)) for any Borel set B ⊂ Y

2Obviously, if ν belongs to G#µ, the problem is trivial and the infimum in Eq. (3) is 0.
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OT discrepancies. In this paper, we focus on problems of the form Eq. (1) when D is chosen as an
optimal transport discrepancy for a general ground cost c. We recall that if X and Y are two Polish
spaces, the Optimal Transport cost between two measures ν1 ∈ P(X ) and ν2 ∈ P(Y) for a ground
cost function c : X × Y −→ R+ is defined by the following optimisation problem

Tc(ν1, ν2) = min
π∈Π(ν1,ν2)

ˆ
X×Y

c(x, y)dπ(x, y), (2)

where Π(ν1, ν2) is the set of probability measures on X × Y whose first marginal is ν1 and second
marginal is ν2

3. Given this method of quantifying the discrepancy between g#µ and ν, Eq. (1)
becomes

inf
g∈G
Tc(g#µ, ν). (3)

In the case where the source measure is discrete and the target measure is absolutely continuous, the
Optimal Transport problem in Eq. (3) is said to be semi-discrete, and has a slightly more explicit
expression (see [24] for a course on the matter). If we suppose in addition that c(x, y) = ‖x − y‖22
and that the source measure weights are uniform (ai = 1/n), then Eq. (3) is a constrained version
the Optimal Uniform Quantization problem studied thoroughly in [23].

Existence of minimisers. An important question regarding this optimisation problem concerns
the existence of minimisers, depending on the ground cost c and the set of functions G. While
numerous works in the literature have focused on the convergence of optimisation algorithms (such as
stochastic gradient descent) to critical points for this kind of problem [17], the existence of minimisers
has surprisingly been little studied. We derive in Theorems 2.5 and 2.6 generic conditions to ensure
existence of such minimisers in G, and show counter-examples when these conditions are not met. We
also show that these conditions are satisfied for two classes of functions, namely classes of L-Lipschitz
functions which can be written as gradient of l-strongly convex functions (recovering a result shown
in [26] as a particular case of Theorem 2.6), and classes of neural networks with Lipschitz activation
functions. We also discuss uniqueness of the solutions, which is usually not satisfied, and remains a
difficult question without strong assumptions on the set of functions G.

Approximating a coupling. In the field of optimal transport, a particular setting where Eq. (3)
is interesting is when we have access to a non deterministic coupling π solution of a regularised
version of a optimal transport between two probability measures µ and ν. For instance, the entropic
optimal transport [27], or the mixture Wasserstein formulation [12] both yield optimal plans π which
cannot be trivially written as optimal maps between µ and ν. For some applications, it can be
interesting to approximate π by another transport plan supported by the graph of a function with
possible additional regularity assumptions. This can be done by approximating π by (I, g)#µ, with
specific regularity properties on g, which is a particular case of Eq. (3), replacing ν by π and G by
the set H := {(I, g), g ∈ G}. In this specific setting, we show in Section 2.7 under which conditions
on the ground cost c the solutions of this problem between plans are equivalent to solutions of the
original Eq. (3) when π ∈ Π(µ, ν).

Alternate minimisation. Under appropriate assumptions, Eq. (3) can be rewritten as a minimi-
sation problem over π ∈ Π(µ, ν) and g ∈ G:

min
g∈G

min
π∈Π(µ,ν)

ˆ
X×Y

c(g(x), y)dπ(x, y). (4)

This naturally leads to consider Eq. (3) as an alternate minimisation problem, that we study in Sec-
tion 3 in the Euclidean case when c(x, y) = ‖x−y‖22. More precisely, we show that Eq. (3) is strongly

3The fact that the minimum is attained is a consequence of the direct method of calculus of variations (see [32],
Theorem 1.7). The value of Tc(ν1, ν2) may be +∞, but a sufficient condition for Tc(ν1, ν2) < +∞ ([36], Remark 5.14)
is that ˆ

X×Y
c(x, y)dν1(x)dν2(y) < +∞.
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linked to the barycentric projection problem: when π is fixed, the solution g minimising Eq. (4) can
be reinterpreted as the L2-projection of the barycentric projection of π on the set G. In the one-
dimensional case, when G is a subclass of increasing functions, this yields an explicit solution to the
problem (as it was shown in [26] in a more specific case), and we show that this explicit solution does
not hold in dimension larger than 1 by presenting a counter-example.

Outline of the paper. In this work, we address problem Eq. (1) for large classes of functions G.
In Section 2, we define the problem and establish general conditions for the existence of solutions,
exploring examples involving gradients of convex functions and neural networks. Section 3 examines
the link between Eq. (1) and a constrained barycentric projection problem, demonstrating an explicit
solution in one dimension and providing a counterexample in higher dimension. Section 4 focuses on
practical numerical methods to solve the optimisation problem, with a particular emphasis on classes
within a Reproducing Kernel Hilbert Space, and the case of gradients of strongly convex functions.

2 A Constrained Approximate Transport Map Problem

2.1 Problem Definition

We consider (X , dX ) a locally compact Polish space, and µ ∈ P(X ) a probability measure on X . Our
objective is to find a map g : X −→ Rd verifying the constraint g ∈ G for some class of functions
G ⊂ (Rd)X , such that the image measure g#µ is "close" to a fixed probability measure ν ∈ P(Rd),
in the sense of Eq. (3).

Applying the definition of Tc directly (Eq. (2)) yields the following expression for Eq. (3):

inf
g∈G

min
π∈Π(g#µ,ν)

ˆ
X×Rd

c(x, y)dπ(x, y). (5)

The optimisation variable g acts on the set of constraints of the Optimal Transport problem, however
thanks to a well-known "change of variables" result ([14] Lemmas 1 and 2 for a reference), we will be
able to reformulate Eq. (5). In the following, we shall denote by Π∗c(ν1, ν2) the set of minimisers of
the optimal transport problem Eq. (2) between two measures ν1 and ν2.

Lemma 2.1. ([14], Lemmas 1 and 2) Let X ,Y,X ′,Y ′ Polish spaces. Let g : X −→ X ′ and h : Y −→
Y ′ two measurable maps and let (µ, ν) ∈ P(X ) × P(Y). Consider two costs c : X × Y −→ R and
c′ : X ′ × Y ′ −→ R such that ∀(x, y) ∈ X × Y, c(x, y) = c′(g(x), h(y)).

• For any γ′ ∈ Π(g#µ, h#ν), there exists γ ∈ Π(µ, ν) such that γ′ = (g, h)#γ.

• We have Π∗c′(g#µ, h#ν) = (g, h)#Π∗c(µ, ν).

Using Lemma 2.1, the energy of the map problem Eq. (3) can be written as follows:

Tc(g#µ, γ) = inf
π∈Π(µ,ν)

ˆ
X×Rd

c(g(x), y)dπ(x, y). (6)

In our study of the map problem Eq. (3), we will consider classesG that are a subset of the L-Lipschitz
functions. The first reason is that with unbounded Lipschitz constants, the problem may not have a
solution, as we shall see in Section 2.5. Moreover, there are multiple practical considerations that lead
to choosing functions with an upper-bounded Lipschitz constant. To begin with, numerous practical
models enforce this condition, such as Wasserstein GANs [4], and diffusion models [33] (see also
[30] Appendix S2), furthermore most neural networks are Lipschitz (since typical non-linearities are
chosen as Lipschitz), and the control of the Lipschitz constant may be desirable as a regularisation
method [37]. From a theoretical standpoint, a Lipschitz function g has the convenient property
of conserving the moment conditions of a measure µ through its image measure, as we show in
Lemma 2.2, which automatically ensures the finiteness of the transport cost Tc(g#µ, ν) for measures
admitting p-moments and c(x, y) = dX (x, y)p.
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Lemma 2.2. Let (X , dX ) a Polish space and µ a probability measure on X with a finite moment
of order p ≥ 1 :

´
X dX (x0, ·)pdµ < +∞ (for any or all x0 ∈ X ). Then for an L-Lipschitz function

g : X −→ Y, with (Y, dY) a Polish space, the push-forward measure g#µ also has a finite moment of
order p.

Proof. Choose y0 ∈ Y and x0 ∈ supp(µ). We have
´
Y dY(y0, y)pdg#µ(y) =

´
X dY(y0, g(x))pdµ(x),

then given x ∈ X , write

dY(y0, g(x))p ≤ (dY(y0, g(x0)) + dY(g(x0), g(x)))p

≤ 2p−1(dY(y0, g(x0))p + dY(g(x0), g(x))p)
≤ 2p−1(dY(y0, g(x0))p + 2p−1LpdX (x0, x)p,

where we used the inequality (a + b)p = 2p(a2 + b
2)p ≤ 2p−1(ap + bp) for a, b ≥ 0, by convexity of

t 7−→ tp. Now the constant 2p−1dY(y0, g(x0))p is µ-integrable since µ is a probability measure, and
the function dX (x0, ·)p is integrable since µ has a finite moment of order p.

For the sake of legibility, we focus on the case where the target space is Rd, however it is possible
to extend our considerations to a target space Y which is a Polish space verifying the Heine-Borel
property (i.e. that any bounded and closed set is a compact set), which in particular allows the
case where Y is a connected and complete smooth Riemannian manifold (in which case the Heine-
Borel property follows from the Hopf-Rinow Theorem, see [13] Theorem 2.8). Similarly, the problem
naturally extends to the case where the codomain of the maps g and the target measure ν are different
spaces Y,Y ′.

In Fig. 1, we illustrate a solution of the map problem using numerical methods introduced in Sec-
tion 4.2, for two different values of L (the Lipschitz constant of the maps g).

0 2 4 6 8

g1# L = 2
g2# L = 8

(a) Illustration of the source, target and image
measures using their samples and (approximate)
densities. Source distribution

Target distribution OT Plan

g1 L = 2
g2 L = 8

(b) Illustration of map solutions and comparison
with the (discontinuous) Optimal Transport cou-
pling.

Figure 1: Illustration of solutions of maps problems (Eq. (3)) on a toy dataset with a source measure
µ = U([−1, 1]) and a target measure ν = 1

2U([2, 4]) + 1
2U([6, 8]). The two solutions are respectively

L = 2 and L = 8 Lipschitz.
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2.2 Existence of a Solution

To formulate an existence result, we shall apply the direct method of calculus of variations, for
which we require the following technical lemma, which states that the Optimal Transport cost Tc is
lower-semi-continuous with respect to the weak convergence of measures.

Lemma 2.3. Let c : Y × Y ′ −→ R+ a lower-semi-continuous cost function, and (µn)n∈N ∈ P(Y)N
and (ν)n∈N ∈ P(Y ′)N such that ∀n ∈ N, Tc(µn, νn) < +∞.

Assume that µn w−−−−−→
n−→+∞

µ ∈ P(Y) and νn w−−−−−→
n−→+∞

ν ∈ P(Y ′). Then:

lim inf
n−→+∞

Tc(µn, νn) ≥ Tc(µ, ν).

Proof. Using the Kantorovich duality formulation in [32] Theorem 1.42, we see that Tc(µ, ν) is a
supremum of lower-semi-continuous functions, hence also a lower-semi-continuous function of (µ, ν)
(see [32] Box 1.5).

In order to state a general existence result, we introduce a condition on the class of functions G.

Definition 2.4. We say that a set of functions G ⊂ (Rd)X is stable by local uniform limit if
there exists a sequence (Km) of compact sets of X verifying ∪mKm = X such that:

for any sequence (gn)n∈N ∈ GN such that for all m, (gn|Km)n∈N converges uniformly towards a
function gKm : Km −→ Rd, there exists g ∈ G such that g|Km = gKm for all m.

Theorem 2.5. Let c : Rd × Rd −→ R+ a continuous cost function, a probability measure µ ∈ P(X )
on a locally compact Polish space (X , dX), and ν ∈ P(Rd). If:

i) (Coercive cost). There exists y0 ∈ Rd such that c(y, y0) −−−−−−−→
‖y‖2−→+∞

+∞;

ii) (Locally Lipschitz cost). For all y ∈ Rd, and for any compact set K ⊂ Rd, c(·, y) is
κy,K-Lipschitz on K, with

´
κy,Kdν(y) < +∞;

iii) (Local uniform stability of G). G is a subset of the space of L-Lipschitz functions from X
to Rd, that is stable by local uniform limit (see Definition 2.4);

iv) (Problem finiteness) There exists g ∈ G such that Tc(g#µ, ν) < +∞;

then the problem argmin
g∈G

Tc(g#µ, ν) has a solution.

Proof. — Step 1 : Defining a minimising sequence.

We introduce the notation J(g) := Tc(g#µ, ν) for convenience, and J∗ the problem value, which is
finite by Assumption iv). Consider a minimising sequence (gn)n∈N ∈ GN such that

∀n ∈ N, J(gn) ≤ J∗ + 2−n.

— Step 2 : Bounding gn.

First, we fix n ∈ N, a compact set A ⊂ X of diameter r > 0 such that µ(A) > 0, and a ∈ A. We
lower-bound:

J(gn) ≥ min
π∈Π(µ,ν)

ˆ
A×Rd

c(gn(x), y)dπ(x, y).
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Now for (x, y) ∈ A× Rd, we lower-bound

c(gn(x), y) = |c(gn(a), y)− (c(gn(a), y)− c(gn(x), y))|
≥ c(gn(a), y)− |c(gn(a), y)− c(gn(x), y)|
≥ c(gn(a), y)− κ(y)‖gn(a)− gn(x)‖2
≥ c(gn(a), y)− κ(y)LdX (a, x)
≥ c(gn(a), y)− κ(y)Lr,

where we defined κ(y) := κy,gn(A) and used Assumptions ii) and iii). We introduce the constant
K := −Lr

´
κdν, which does not depend on n. Our previous computations yield the lower-bound

J(gn) ≥
ˆ
Rd
c(gn(a), y)dν(y) +K,

where we used the marginal constraints on the variable π ∈ Π(µ, ν). We now fix y0 ∈ Rd and s > 0
such that ν(B(y0, s)) > 0, and continue to lower-bound

J(gn) ≥
ˆ
B(y0,s)

c(gn(a), y)dν(y) +K

≥ ν(B(y0, s)) min
y∈B(y0,s)

c(gn(a), y) +K

≥ ν(B(y0, s)) c(gn(a), y∗) +K,

where the continuity of c(gn(a), ·) allowed to choose a minimiser y∗ ∈ B(y0, s). We now use Assump-
tion i), the inequality

ν(B(y0, s)) c(gn(a), y∗) +K ≤ J∗ + 1

shows that there exists a constant M independent on n such that ‖gn(a)‖2 ≤ M . Indeed, if it were
the case that ‖gn(a)‖2 −−−−−→

n−→+∞
+∞, then Assumption i) would contradict the inequality above, for

n large enough.

— Step 3 : Applying Arzelà-Ascoli’s Theorem on a compact subset of X .

Since G is stable by local uniform limit (see Definition 2.4), we can choose (Km)m∈N compact sets of
X associated to uniform local stability on G. We can suppose that the sequence (Km) is increasing
for the inclusion, and contains a (introduced in Step 2). For m ∈ N, we use the upper-bound from
Step 2 and the fact that each gn is L-Lipschitz:

∀x ∈ Km, ‖gn(x)‖2 ≤M + Lmax
y∈Km

dX (y, a),

which shows that the sequence (gn) is uniformly bounded on Km. The sequence (gn) is equi-Lipschitz
and thus equi-continuous on the compact set Km, thus by Arzelà-Ascoli’s theorem, we can choose
αm : N −→ N an extraction such that gαm(n) −−−−−→

n−→+∞
gm uniformly on Km, for a certain function

gm ∈ C0(Km,Rd).

— Step 4 : Diagonal extraction to prove subsequential convergence of (gn) on X

Without loss of generality, we assume that the extractions (αm) from Step 3 are such that form < m′,
αm′ is a sub-extraction of αm. Consider the diagonal extraction β : n 7−→ αn(n). By construction,
the sequence (gβ(n)) converges uniformly towards gm on each Km. By assumption (Definition 2.4),
there exists g ∈ G such that g|Km = gKm for each m ∈ N. Furthermore, we have the convergence
gβ(n) −−−−−→

n−→+∞
g uniformly on each Km, thus we have gβ(n) −−−−−→

n−→+∞
g uniformly on all compact sets

of X .

— Step 5 : Showing that the limit g is optimal

7
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First, by the dominated convergence theorem, given the convergence from Step 4, the sequence
gβ(n)#µ converges weakly towards the probability measure g#µ. This allows us to apply Lemma 2.3,
which provides the following inequality:

lim inf
n−→+∞

J(gβ(n)) ≥ J(g),

where J was introduced in Step 1, where we also chose gn such as J(gn) ≤ J∗+2−n, thus we conclude
J∗ ≥ J(g), hence g is optimal.

Theorem 2.5 can be extended to the case where the regularity of the functions of G is only assumed
on a partition of X .

Theorem 2.6. Let c : Rd × Rd −→ R+ a continuous cost function, a probability measure µ ∈ P(X )
on a locally compact Polish space (X , dX ), and ν ∈ P(Rd). Consider (Ei)J1,KK a partition of X such
that for every i ∈ J1,KK, µ(∂Ei) = 0. Under the same conditions as Theorem 2.5, and replacing
assumption iii) by

iii) The class of functions G ⊂ (Rd)X is of the form

G =
{
g : X −→ Rd | ∀i ∈ J1,KK, g|E̊i = gi, gi ∈ Gi

}
,

where for every i ∈ J1,KK, the set of functions Gi ⊂ (Rd)E̊i is a subset of the space of L-
Lipschitz functions from E̊i to Rd, that is stable by local uniform limit (see Definition 2.4),

then the problem argmin
g∈G

Tc(g#µ, ν) has a solution.

Proof. We shall follow closely the proof of Theorem 2.5, and point out the technical differences. We
introduce a minimising sequence exactly identically to Step 1. The computations from Step 2 can be
done verbatim, choosing instead a compact set Ai ⊂ E̊i, and concluding ‖gn(ai)‖2 ≤ Mi for a fixed
ai ∈ Ai.

Steps 3 and 4 are then done separately on each E̊i, yielding extractions (βi) such that each gβ(i)
converges locally uniformly on E̊i towards a function gi ∈ Gi. Considering the extraction β :=
β1 ◦ · · · ◦ βK , we have for all i ∈ J1,KK the uniform convergence of (gβ(n)) towards g ∈ G on all
compact sets of E̊i.

Finally, Step 5 is done likewise to Theorem 2.5, with the technicality that since µ(∂Ei) = 0, the
pointwise convergence of (gβ(n)) towards g at each point of E̊i suffices to show that gβ(n)(x) −−−−−→

n−→+∞
g(x) for µ-almost-every x ∈ X , which yields the convergence in law gβ(n)#µ

w−−−−−→
n−→+∞

g#µ. The rest
follows verbatim.

In Remarks 2.7 and 2.8, we present some natural extensions of Theorems 2.5 and 2.6, which we kept
separate for legibility.

Remark 2.7. The existence results of Theorems 2.5 and 2.6 also hold if the objective functional is
changed to a regularised version

J(g) = Tc(g#µ, ν) +R(g),

where R : G −→ R+ ∪ {+∞} is lower semi-continuous with respect to uniform local convergence.
One also has to assume that there still exists g ∈ G such that the new cost J is finite. The proofs
can be written almost identically: in Step 1, it suffices to lower-bound R(gn) ≥ 0, and in Step 5, one
obtains lim inf R(gβ(n)) ≥ J(g) thanks to the lower semi-continuity of R.

8
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Remark 2.8. Condition i) on c can be generalised to the case where the target space Rd is instead
a Polish space Y verifying the Heine-Borel property (i.e. all closed and bounded sets are compact),
in which case Condition i) can be replaced with the condition that c(·, y0) be proper, which is to
say that its preimage by any compact set S ⊂ R+ is a compact set of Y. This property would be
used in Step 2 to show that gn(a) ∈ C for some compact set C ⊂ Y independent of n, then in
Step 3, we would use the Lipschitz property of gn and the triangle inequality on dY to show that
∀x ∈ K, gn(x) ∈ BY(y0, Lr + dY(y0, C)), for a compact set K ⊂ X of diameter r and y0 ∈ Y. This
would show that for each x ∈ K, the set {gn(x)}n∈N is pre-compact in Y, and allow one to apply
Arzelà-Ascoli likewise.

A natural context for Optimal Transport is the case where the ground cost is of the from c(x, y) =
‖x− y‖p for some norm ‖ · ‖ on Rd and p ≥ 1. In Proposition 2.9, we show that such costs verify the
assumptions to our existence theorems.

Proposition 2.9. Cost functions c(x, y) := ‖x− y‖p, where p ≥ 1 and ‖ · ‖ is a norm on Rd satisfy
Assumptions i) and ii) of Theorems 2.5 and 2.6, as long as ν ∈ Pp−1(Rd).

Proof. For Assumption i), take y0 := 0, we have by norm equivalence the existence of K > 0 such
that for x ∈ Rd, K‖x‖p2 ≤ ‖x‖p, hence if ‖x‖2 −→ +∞, then c(x, y0) −→ +∞.

For Assumption ii), set x0, y ∈ Rd and r > 0. For any x, x′ ∈ B‖·‖2(x0, r),

|‖x− y‖p − ‖x′ − y‖p| ≤ pmax(‖x− y‖p−1, ‖x′ − y‖p−1)|‖x− y‖ − ‖x′ − y‖|
≤ p(K ′)p−1(r + ‖x0 − y‖2)p−1‖x− x′‖2,

where the first inequality comes from the local Lipschitz constant of t 7→ tp, and the second inequality
from the norm comparison ‖ · ‖ ≤ K ′‖ · ‖2, and the triangle inequality. We deduce a local Lipschitz
constant

κy,B(x0,r) := p(K ′)p−1(r + ‖x0 − y‖2)p−1,

which is ν-integrable, since ν is assume to be a probability measure with a finite moment of order
p− 1, thanks to the inequality (a+ b)q ≤ 2q−1(aq + bq).

2.3 Function Class Example: Gradients of Convex Functions

An interesting class of functions G to optimise over is the set of L-Lipschitz functions that are
gradients of (`-strongly) convex functions. Indeed, this can be seen as a regularising assumption,
and was studied in [26] for the cost c(x, y) = ‖x − y‖22. We shall see in Proposition 2.11 that
classes of such functions on arc-connected partitions verify the conditions of our existence result
Theorem 2.6. In particular, [26] Definition 1 (which states existence, with a simplified proof due to
lack of space) is a consequence of Theorem 2.6. Before this result, we will present a technical lemma
on arc-connectedness (for the proof and additional details, see Appendix A.1).

Lemma 2.10. Let O an arc-connected open set of Rd. There exists (Ck)k∈N a sequence of arc-
connected compact sets such that ∀k ∈ N, Ck ⊂ Ck+1 and

⋃
k∈N

Ck = O.

Proposition 2.11. Consider X := Rd, and a partition E := (Ei)J1,KK, where each E̊i is arc-
connected. Let 0 ≤ ` ≤ L, the set of functions

FE,L,` :=
{
g : Rd −→ Rd | ∀i ∈ J1,KK, g|E̊i L− Lipschitz; g|E̊i = ∇ϕi, ϕi ∈ C1(E̊i,R), ϕi `− strongly convex

}
verifies Assumption iii) of Theorem 2.6.

Proof. Let i ∈ J1,KK, and define for notational convenience U := E̊i. We want to show that the set
of functions

G :=
{
g : U −→ Rd L− Lipschitz | g = ∇ϕ, ϕ ∈ C1(U ,R), ϕ `− strongly convex

}
9
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is stable by uniform local limit (Definition 2.4). By Lemma 2.10, since U is open and arc-connected,
we can choose an increasing sequence of arc-connected compact sets Km ⊂ U such that ∪mKm = U .
We fix a ∈ K0.

Take a sequence (gn)n∈N ∈ GN such that for each m ∈ N, gn|Km converges uniformly to some
function hm ∈ C0(Km,Rd). We will show that there exists g ∈ G that coincides with hm on each Km.
Regarding the Lipschitz constraint, by point-wise convergence, each function hm is L-Lipschitz.

For any n ∈ N, since gn ∈ G, we can introduce an `-strongly convex function ϕn ∈ C1(U ,R) such
that gn = ∇ϕn. Since ϕn can be chosen up to an additive constant, we can assume ϕn(a) = 0. We
study the point-wise convergence of (ϕn) on Km for m ∈ N fixed, so we fix x ∈ Km. Since Km is
arc-connected, we can choose w ∈ C1([0, 1],Km) such that w(0) = a and w(1) = x. Noticing that
d
dtϕn(w(t)) = 〈∇ϕn(w(t)), ẇ(t)〉 and using ϕn(a) = 0, we write

ϕn(x) =
ˆ 1

0
〈∇ϕn(w(t)), ẇ(t)〉dt −−−−−→

n−→+∞

ˆ 1

0
〈hm(w(t)), ẇ(t)〉dt =: ψm(x),

where the convergence is obtained using the uniform convergence of (∇ϕn) = (gn) towards hm on
the compact set w([0, 1]) ⊂ Km.

Our objective is now to prove that ψm is C1-smooth on K̊m, and that ∇ψm = hm. Let x ∈ K̊m, v ∈ Rd
and δ > 0 such that ∀t ∈ [−δ, δ], x + tv ∈ K̊m. For n ∈ N and t ∈ [−δ, δ], let fn(t) := ϕn(x + tv).
We have shown that the sequence (fn) converges pointwise to f := t 7−→ ψm(x+ tv). Furthermore,
by convergence of (gn), the derivative sequence f ′n = t 7−→ 〈∇ϕn(x + tv), v〉 converges uniformly
on [−δ, δ] to t 7−→ 〈hm(x + tv), v〉. A standard calculus theorem then shows that f is differentiable
on (−δ, δ), with f ′(t) = d

dt〈hm(x + tv), v〉. In particular, by setting t = 0 we have shown that the
directional derivative Dvψm(x) exists and has the value 〈hm(x), v〉. Since hm is continuous (we saw
that it is Lipschitz), this shows that ψm is of class C1, with ∇ψm = gm on K̊m.

For x ∈ U , letting m := min{m ∈ N : x ∈ Km}, we define ψ(x) := ψm(x), which is well-defined
since x ∈ Km. For m < m′, since Km ⊂ Km′ , we have ψm′ |Km = ψm, as a consequence, for any
m ∈ N, ψ|Km = ψm without ambiguity. The previous result implies in particular that ψ is of class
C1 on each K̊m, and thus everywhere on U . We define g : U −→ Rd similarly, with the same property
g|Km = hm. With this construction, on each K̊m, one has g = gm = ∇ψm = ∇ψ: as result, we have
g = ∇ψ on all of U . Since each gm is L-Lipschitz, it follows that g is L-Lipschitz on U .

To see that g ∈ G, it only remains to show that ψ is `-strongly convex, which is a consequence of the
fact that it everywhere a point-wise limit of a ψm, which is itself `-strongly convex.

2.4 Function Class Example: Neural Networks

Another natural idea is to consider classes G of parametrised functions, in particular Neural Networks
(NNs) with Lipschitz activation functions. We will consider relatively general expression for NNs
borrowed from [34]. We consider a class GNN of functions gu = hN (u, ·) : Rk −→ Rd for a parameter
vector u ∈ K, where K ⊂ Rp is a compact set, and where hN is the N -th layer of a recursive NN
structure defined by

h0(u, x) = x, ∀n ∈ J1, NK, hn =


Rp × Rk −→ Rdn

(u, x) 7−→ an

(
n−1∑
i=0

An,i(u)hi(u, x) + bnu

)
,

N ∈ N, d0 = k, dN = d, ∀n ∈ J1, NK, dn ∈ N∗,
an : Rdn −→ Rdn Lipschitz, bn ∈ L(Rp,Rdn), ∀i ∈ J0, n− 1K, An,i ∈ L(Rp,Rdn×di),

(7)

where L(A,B) is the space of linear maps from A to B. The terms An,i and bn corresponds to
the weights matrices and biases respectively, and we allow the use of the entire parameter vector
u ∈ K ⊂ Rp at each layer for generality. The summation over the previous layers allows the inclusion

10
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of “skip-connections" in the architecture. Thanks to the assumption that the parameters lie in
a compact set, we will show that the class GNN verifies the conditions of our existence theorem
Theorem 2.5.

Proposition 2.12. Let K ⊂ Rp a compact set and GNN the class of functions Rp −→ Rd of the form
gu = hN (u, ·), with hN as in Eq. (7). Then GNN verifies Assumption iii) of Theorem 2.5.

Proof. An immediate induction over the layers shows that for gu ∈ GNN, there exists a constant
L > 0 independent of u such that gu is L-Lipschitz on Rk.

Concerning the stability by local uniform limit (Definition 2.4), we will show the following stronger
property: if (gm) ∈ (GNN)N converges pointwise towards a functions f : Rk −→ Rd. Then there exists
u ∈ K such that f = gu. For m ∈ N, we can write gm = gum for um ∈ K. Since the sequence (um) lies
in the compact set K, there exists a converging subsequence (uα(m)) which converges towards u ∈ K.
Let x ∈ Rk, we have the convergence gum(x) −→ f(x). By induction over the layers, the function
v 7−→ gv(x) is continuous, thus guα(m)(x) −→ gu(x). By uniqueness of the limit, f(x) = gu(x), and
since x ∈ Rk was chosen arbitrarily, we conclude f ∈ G.

Remark 2.13. For simplicity, we presented NNs taking x ∈ Rk as input, yet the theory holds if
X is a locally compact Polish space, just as in Theorem 2.5. For instance, one could take a “nice"
Riemannian manifold.

Remark 2.14. In some weak sense, the convergence of minibatch Stochastic Gradient Descent train-
ing methods for a NN gu with respect to the parameters u with OT for a cost c(x, y) = ‖x− y‖p2 has
been shown in [17] (Section 4.2) under suitable assumptions on the activation functions ai. Given
the proof of [17] Theorem 25, this result should be extendable to the case where y 7−→ c(x, y) is C1,
or even Clarke regular (see [8] for a monograph on this notion), for instance.

2.5 On the Necessity of the Lipschitz Constraint for Existence

Beyond the theoretical usefulness of the constraint that g be L-Lipschitz, this constraint may add
substantial difficulty to the numerical implementation (see Section 4). As a result, one could consider
the map problem Eq. (3) without the Lipschitz assumption on G. Unfortunately, this variant has
no solution in general. We illustrate this in the light of the class of functions FE,L,` introduced
in Proposition 2.11, and consider G the cone of continuous non-decreasing functions, yielding the
problem:

argmin
g∈C0(R), non-decreasing

W2
2(g#µ, ν), (8)

where we choose the specific measures µ := U([−1, 1]) and ν := 1
2U([−2,−1]) + 1

2U([1, 2]). In
this setting, no continuous function g : R −→ R can satisfy g#µ = ν. Indeed, suppose that
such a continuous function g were to exist. On the one hand, since g is continuous, supp(g#µ) =
g(supp(µ)) = g([−1, 1]). On the other hand, by assumption supp(g#µ) = supp(ν) = [−2,−1]∪ [1, 2].
However, since g is continuous and [−1, 1] is connected, g([−1, 1]) is also connected, thus [−2,−1] ∪
[1, 2] is connected, which is a contradiction.

We now consider a specific function g which satisfies g#µ = ν:

g :=


R −→ R

x 7−→


x− 1 if x < 0

0 if x = 0
x+ 1 if x > 0

, (9)

note that the value at 0 can be chosen arbitrarily. This function is not continuous, so we approach

11
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it by functions gε, with ε ∈ (0, 1), which are continuous and non-decreasing:

gε :=


R −→ R

x 7−→


x− 1 if x ≤ −ε

1+ε
ε x if x ∈ [−ε, ε]
x+ 1 if x ≥ ε

. (10)

Straightforward computation yields

gε#µ =
1− ε

2 U([−2,−1− ε]) + εU([−1− ε, 1 + ε]) +
1− ε

2 U([1 + ε, 2]), (11)

which we illustrate in Fig. 2.
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(a) Illustration of the maps g from Eq. (9) and gε

from Eq. (10) with ε = 1/3.
(b) Illustration of the image measure g1/3#µ with
µ = U([−1, 1]) and gε from Eq. (10).

Figure 2: Illustration of the counter-example to existence.

It follows that gε#µ converges weakly towards ν as ε −→ 0. As a result, since the measures are
compactly supported, W2

2(gε#µ, ν) −−−→
ε−→0

0, thus the value of Problem Eq. (8) is 0.

To conclude, if Problem Eq. (8) had a solution g, then it would be continuous and verify W2
2(g#µ, ν) =

0 (since the problem value is 0), thus g#µ = ν, which is impossible by the connectivity argument.
Therefore, the problem defined in Eq. (8) does not have a solution.

2.6 Discussion on Uniqueness

A natural question is the uniqueness of a solution of the problem

argmin
g∈G

Tc(g#µ, ν),

in the case where the measures, the cost and the class G satisfy the conditions of Theorem 2.5,
guaranteeing existence. A first negative answer concerns the simple case where µ, ν are discrete and
at least two-dimensional. For instance, consider

µ := 1
2(δ(−1,0) + δ(1,0)), ν := 1

2(δ(0,−1) + δ(0,1)).

Then there are two distinct maps g1, g2 both verifying gi#µ = ν, which are characterised in L2(µ)
by their values on the two points (±1, 0).

g1((−1, 0)) = (0,−1), g1((1, 0)) = (0, 1), g2((−1, 0)) = (0, 1), g2((1, 0)) = (0,−1),

as we illustrate in Fig. 3. The previous example illustrates a potential issue for uniqueness, which is

12
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Figure 3: A simple case with two transport maps between 2-point discrete measures in R2.

the multiplicity of the set {g ∈ G | g#µ = ν}. Another simple counter-example to uniqueness which
stems from this property is for µ = ν = N (0, I) the standard d-variate Gaussian distribution. In this
case, any rotation R verifies R#N (0, I) = N (0, I).

More generally, Brenier’s polar factorisation theorem [7] sheds a light on our invariance issue. We
present the theorem below for completeness, see also [32] Section 1.7.2.

Theorem 2.15 (Brenier’s Polar Factorisation [7]). Let K ⊂ Rd a compact set, and g : K −→ Rd.
Consider LK the rescaled Lebesgue measure on K, suppose that g#LK � L , then there exists a
unique (L -almost-everywhere) decomposition g = (∇ϕ) ◦ s such that:

• ϕ : K −→ Rd is convex;

• s : K −→ K is measure-preserving, which is to say that s#LK = LK.

To fix the ideas, if we consider µ = L[0,1]d , we can fix g ∈ G and assume sufficient regularity, then
decompose g = ∇ϕ ◦ s. Then any map h of the form ∇ϕ ◦ r with r a measure-preserving map will
verify h#L[0,1]d = g#L[0,1]d . To avoid such potential counter-examples, we will focus on the case
where G is a subset of gradients of convex functions.

We provide a uniqueness result for the W2 case, under the simplifying assumption that ν = µ. Note
that if L < 1, the identity map does not belong in G, and there does not exist a g ∈ G such that
g#µ = µ.

Proposition 2.16. Suppose that

G =
{
g : Rd −→ Rd : g = ∇ϕ L − a.e., ϕ convex, g L− Lipschitz

}
,

and that µ ∈ P2(Rd) with µ� L . Then if g0 and g1 are solutions of the problem

argmin
g∈G

W2
2(g#µ, µ),

then g0 = g1 everywhere on supp(µ).

Proof. We will show that if g0 and g1 are solutions, then g0#µ = g1#µ. First, one may write gi = ∇ϕi
with ϕi convex (for i = 0, 1). By [32] Theorem 1.48 (we remind that by Lemma 2.2, gi#µ ∈ P2(Rd)),
since ϕi is convex, gi is the optimal transport map between µ and ∇ϕi#µ. Consider for t ∈ [0, 1] the
interpolation gt := (1− t)g0 + tg1. Then by definition (see [3], Section 9.2), the curve (gt#µ)t∈[0,1] is
a4 generalised geodesic between g0#µ and g1#µ with respect to the base measure µ. This allows us
to apply [3] Lemma 9.2.1, specifically Equation 9.2.7c, which yields

∀t ∈ [0, 1], W2
2(gt#µ, µ) ≤ (1− t)W2

2(g0#µ, µ) + tW2
2(g1#µ, µ)− t(1− t)W2

2(g0#µ, g1#µ).
4in this case, since µ� L , there is even uniqueness of the generalised geodesic between g0#µ and g1#µ, but we do

not use that fact.
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The curvature of this generalised geodesic will allow us to build a better solution if g0#µ 6= g1#µ,
as we illustrate in Fig. 4.

Figure 4: The generalised geodesic based on µ between g0#µ and g1#µ.

Taking t = 1/2 yields, using the optimality of g0 and g1 and writing v for the problem value:

W2
2(g 1

2
#µ, µ) ≤ v − 1

4W2
2(g0#µ, g1#µ).

Since G is convex, we have g 1
2
∈ G, which imposes W2

2(g0#µ, g1#µ) = 0, since v is the optimal
problem value. We conclude g0#µ = g1#µ. However, as stated earlier, by [32] Theorem 1.48, gi is
the optimal transport map between µ and gi#µ for i = 0, 1. By uniqueness of the optimal transport
map in this setting, we conclude g0 = g1. (The equality holds µ-a.e., then since g0 and g1 are assumed
Lipschitz, this shows equality everywhere on supp(µ).)

Remark 2.17. One could replace the set G in Proposition 2.16 by a convex subset of G, the proof
of the result would follow verbatim.

Remark 2.18. The problem in Proposition 2.16 is related to the problem of the Wasserstein metric
projection, which was studied in [11] (see Section 5), from which the curvature argument in our proof
was closely inspired. This Wasserstein projection problem was also studied for Wp

p in [1].

Remark 2.19. Under some assumptions, it may be possible to find subclasses of gradients of convex
functions G such that the set G#µ ⊂ P2(Rd) is geodesically convex (with respect to W2 geodesics):
take g0, g1 ∈ G, assume that g0#µ� L (Lemma A.5 provides a sufficient condition on g0 and µ for
this to be the case). Then the W2 geodesic from g0#µ to g1#µ is

νt := ((1− t)I + tT )#g#µ0,

where T is the optimal transport map from g0#µ to g1#µ, which is uniquely defined thanks to
Brenier’s Theorem (see [32], Theorem 1.22 for a possible reference without compactness assumptions).
Since (T ◦ g0)#µ = g1#µ, under some regularity assumptions, it may be possible to show that
T ◦ g0 = g1 using the Monge-Ampère equation, then ((1− t)I + tT ) ◦ g0 = (1− t)g0 + tg1 ∈ G. In this
case, the generalised geodesic based on µ coincides with the W2 geodesic between g0#µ and g1#µ.

Unfortunately, ρ 7−→ W2
2(ρ, ν) is not convex along W2 geodesics, since it satisfies the opposite in-

equality ([3], Theorem 7.3.2). As a result, even if we found a convex class G of gradients of convex
functions such that G#µ were geodesically convex, curvature arguments would not yield uniqueness
immediately. Intuition suggests that in some sense, the problem minimises a concave function over
a convex set, which bodes poorly with uniqueness.

In Section 3.2, we shall study the case d = 1 and show uniqueness and an explicit expression for the
minimiser of the map problem for non-decreasing functions g and the squared Euclidean cost.
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2.7 The Plan Approximation Problem

In some cases, one may have access to a transport plan between two measures µ, ν, which poses
the natural question of finding a map that approximates this transport plan. For instance, one may
compute the optimal entropic plan [9], a Gaussian-Mixture-Model optimal plan [12], or an optimal
transport plan for a cost that does not verify the twist condition (see [32] Definition 1.16).

Given a cost C : (Rk × Rd)× (Rk × Rd) −→ R+, and measures µ ∈ P(Rk), ν ∈ P(Rd), we will want
to approximate a plan γ ∈ Π(µ, ν) by the image measure (I, g)#µ, where I denotes the identity map
of Rk. We define the Constrained Approximate Transport Plan problem as:

argmin
g∈G

TC((I, g)#µ, γ). (12)

Similarly to Eq. (3), the transport cost in Eq. (12) can be re-written using the change-of-variables
formula (Lemma 2.1):

TC((I, g)#µ, γ) = min
ρ∈Π(µ,γ)

ˆ
Rk×(Rk×Rd)

C ((x, g(x)), (y1, y2)) dρ(x, y1, y2). (13)

To begin with, one may cast Eq. (12) as a map problem (Eq. (3)), providing existence automatically
under adequate conditions.

Corollary 2.20. Consider the class of functions

H := {h : Rk −→ Rk × Rd : h = (x, y) 7−→ (x, g(y)), g ∈ G},

the map problem (Eq. (3)) is a particular map problem (Eq. (12)):

min
g∈G
TC((I, g)#µ, γ) = min

h∈H
TC(h#µ, γ),

hence existence holds by Theorem 2.5 if the conditions of the theorem are verified by C,G and the
measures µ, γ.

Remark 2.21. In the light of Remark 2.8, one could replace the input space Rk and the target space
Rd by Polish spaces X and Y verifying the Heine-Borel property, in which case condition 1) would
ask for (x1, x2) 7−→ C((x1, x2), (y1, y2)) to be proper.

We shall see that in certain cases, the two problems Eq. (12) and Eq. (3) are in fact equivalent.

Proposition 2.22. Consider a cost C of the separable form C((x1, x2), (y1, y2)) = h(c1(x1, y1), c2(x2, y2)),
where h : R+ × R+ −→ R+, c1 : Rk × Rk −→ R+ and c2 : Rd × Rd are continuous, with
∀x ∈ Rk, c1(x, x) = 0, and ∀u, v ∈ R+, h(u, v) ≥ v and h(0, v) = v. Let g : Rk −→ Rd a
measurable function, ν ∈ P(Rd) and µ ∈ P(Rk). Let γ ∈ Π(µ, ν) a plan between µ and ν.

We assume that the values TC((I, g)#µ, γ) is finite. We have the equality

Tc2(g#µ, ν) = TC((I, g)#µ, γ).

Proof. For ρ ∈ Π(µ, γ), let A(ρ) :=
´
Rk×(Rk×Rd)C((x, g(x)), (y1, y2))dρ(x, y1, y2) < +∞, and denote

A∗ := TC((I, g)#µ, γ). Likewise, for π ∈ Π(µ, ν), let B(π) :=
ˆ
Rk×Rd

c2(g(x), y)dπ(x, y), and B∗ :=

Tc2(g#µ, ν).

First, we prove A∗ ≤ B∗. By [32], Theorem 1.7, there exists π∗ ∈ Π(µ, ν) such that B∗ = B(π∗).
Define ρ ∈ Π(µ, γ) a measure such that for each test function f ,

ˆ
Rk×(Rk×Rd)

f(x, y1, y2)dρ(x, y1, y2) =
ˆ
Rk×Rd

f(y1, y1, y2)dπ∗(y1, y2),
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or symbolically “ρ(dxdy1dy2) = δy1(dx)π∗(dy1dy2)". Then, since h(c1(y1, y1), c2(g(y1), y2)) = 0, we
have

A∗ ≤ A(ρ) =
ˆ
Rk×(Rk×Rd)

h(c1(y1, y1), c2(g(y1), y2))dπ∗(y1, y2) ≤
ˆ
Rk×Rd

c2(g(y1), y2)dπ∗(y1, y2) = B∗.

Now for A∗ ≥ B∗, we let ρ ∈ Π(µ, γ). Using h(u, v) ≥ v, we have

A(ρ) =
ˆ
Rk×(Rk×Rd)

h(c1(x, y1), c2(g(x), y2))dρ(x, y1, y2) ≥
ˆ
Rk×(Rk×Rd)

c2(g(x), y2)dρ(x, y1, y2).

Again, we can define π ∈ Π(µ, ν) such that for any test function f ,
ˆ
Rk×Rd

f(x, y2)dπ(x, y2) =
ˆ
Rk×(Rk×Rd)

f(x, y2)dρ(x, y1, y2),

and notice ˆ
Rk×(Rk×Rd)

c2(g(x), y2)dρ(x, y1, y2) = B(π) ≥ B∗,

which yields A∗ ≥ B∗.

For example, the cost C(x, y) = ‖x−y‖22 satisfies these conditions (with h(u, v) = u+v), and thus the
problems Eq. (3) and Eq. (12) are equivalent. This is still the case for costs of the form C = ‖ ·−·‖qpp
for p ≥ 1 and q > 0, in which case one takes h(u, v) = (u1/q + v1/q)q. For C((x1, x2), (y1, y2)) =
‖(x1, x2)− (y1, y2)‖p∞, this is also the case with c1,2(x, y) = ‖x− y‖p∞ and h(u, v) = max(u, v).

In particular, a possible choice of norm on the product space is ‖x‖Σ = (x>Σ−1x)1/2 for Σ symmetric
positive-definite. This choice is of interest since the cost C((x1, x2), (y1, y2)) = ‖(x1, x2)− (y1, y2)‖2Σ
is quadratic (which is desirable for numerics), but does not satisfy the equivalence condition from
Proposition 2.22 as soon as Σ is not block-diagonal.

In Fig. 5, we illustrate the plan approximation problem for the quadratic cost for two different plans:
the Entropic Optimal Transport plan [27] and the Gaussian Mixture Model OT plan [12]. The
numerics where done using the tools presented in Section 4.2. Note that the plan approximation is
equivalent to a map problem in this case, and has a particular structure due to the one-dimensional
setting, hence we emphasise that Fig. 5 is merely an illustration of the problem at hand.

3 Alternate Minimisation in the Squared Euclidean Case

For any continuous cost c : Rd × Rd −→ R+, the map problem Eq. (3) is a minimisation problem
over π ∈ Π(µ, ν) and g ∈ G:

min
g∈G

min
π∈Π(µ,ν)

ˆ
X×Rd

c(g(x), y)dπ(x, y).

In this section, we study this alternate minimisation problem in the case where c(x, y) = ‖x− y‖22.

When π ∈ Π(µ, ν) is fixed, the sub-problem has the particular structure

min
g∈G

ˆ
X×Rd

‖g(x)− y‖22dπ(x, y). (14)

To ensure the finiteness of the cost, we assume that ν ∈ P2(Rd) and that ∀g ∈ G, g#µ ∈ P2(Rd).
We shall see in Section 3.1 that the problem in (Eq. (14)) is equivalent to the L2 projection of the
barycentric map π onto the set G, provided that G is a convex and closed subset of L2(µ).

When g ∈ G is fixed, the problem reads

min
π∈Π(µ,ν)

ˆ
X×Rd

‖g(x)− y‖22dπ(x, y), (15)
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Source distribution

Target distribution Entropic OT = 0.03

g1 L = 0.5
g2 L = 1.5

(a) plan approximation solutions for the Entropic-
OT plan [27].

Source distribution

Target distribution GMM OT Plan

g1 L = 0.5
g2 L = 1.5

* GMM

(b) Illustration of plan approximation solutions
for the GMM-OT plan [12].

Figure 5: Illustration of solutions of plan approximation problems (Eq. (12)), for two different plans
between Gaussian Mixtures. We compare the plans with L = 1/2 and L = 3/2-Lipschitz solutions,
as well as to the barycentric projection of the given plans (see Section 3.1).

and can be seen from two different viewpoints: either as the squared Euclidean optimal transport
problem between g#µ and ν (i.e. W2

2(g#µ, ν)), or as the optimal transport problem with cost
c(x, y) := ‖g(x) − y‖22 between µ and ν. If g#µ is absolutely continuous and ν is discrete, then
Eq. (15) is a semi-discrete OT problem. We provide sufficient conditions on g for this to be the case
in Appendix A.2.

This alternate minimisation viewpoint poses a natural question: if π := π∗ ∈ Π∗(µ, ν) is an optimal
plan between µ and ν, does the following equality holds?

argmin
g∈G

min
π∈Π(µ,ν)

ˆ
X×Rd

‖g(x)− y‖22dπ(x, y) ?= argmin
g∈G

ˆ
X×Rd

‖g(x)− y‖22dπ∗(x, y). (16)

In Section 3.2, we prove that this equality holds in the one-dimensional case X = Rd = R and if
G is a subclass of non-decreasing functions, thus generalizing a result of [26]. We also provide a
counter-example of this property when d ≥ 2 in Section 3.3.

3.1 Projection of the Barycentric Map

In this section, we will show that the sub-problem with π ∈ Π(µ, ν) fixed can be written as the
following L2 projection problem:

argmin
g∈G

ˆ
X×Rd

‖g(x)− y‖22dπ(x, y) = argmin
g∈G

‖g − π‖2L2(µ),

where π is the barycentric projection of π (defined below), and L2(µ) is a shorthand for L2(µ;Rd),
the space of measurable functions T : X −→ Rd such that

´
X ‖T (x)‖22dµ(x) < +∞. We begin by

briefly introducing the notion of barycentric projection.

The barycentric projection of π is the map π : Rd −→ Rd defined for µ-almost all x ∈ Rd by

π(x) = E(X,Y )∼π[Y |X = x], (17)
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If π admits a disintegration with respect to its first marginal µ of the form π(dxdy) = πx(dy)µ(dx),
then

π(x) =
ˆ
Rd
y dπx(y).

Since the conditional expectation minimises the L2 distance, we also have

π = argmin
T∈L2(µ)

ˆ
R2d
‖y − T (x)‖22dπ(x, y), (18)

where the equality is to be understood in L2(µ). Another interesting property is that if π = π∗ ∈
Π∗(µ, ν) is an optimal transport plan between µ and ν with respect to the squared Euclidean distance
cost, then by [3], Section 6.2.3, there exists ϕ : Rd −→ R convex such that for π∗-almost-every
(x, y) ∈ R2d, we have y ∈ ∂ϕ(x), where ∂ϕ(x) denotes the Fréchet sub-differential of ϕ:

y ∈ ∂ϕ(x)⇐⇒ lim inf
z−→x

ϕ(z)− ϕ(x)− 〈y, z − x〉
‖x− z‖2

≥ 0.

Since the Fréchet sub-differential of a convex function is convex, it follows that for µ-almost every
x ∈ Rd, π∗(x) ∈ ∂ϕ(x).

If we require constraints on T in Eq. (18), we obtain exactly the sub-problem of the map problem
with a fixed plan π (Eq. (14)), which we reproduce below:

argmin
g∈G

ˆ
X×Rd

‖g(x)− y‖22dπ(x, y).

For this reason, we call this problem the Constrained Barycentric Map problem. A consequence of
the proof of Theorem 2.5 is that this problem has a solution. If G is a convex set and closed in L2(µ),
then existence and uniqueness are guaranteed by the Hilbert projection Theorem. Since π minimises
the L2 distance, it is a solution of Eq. (14) if it is in G.

Using the fact that the barycentric projection is an L2 projection (Eq. (18)), one may re-write the
Projected Barycentric Map Problem Eq. (14) as an L2 minimisation with respect to the barycentric
projection:

Proposition 3.1. Let π ∈ Π(µ, ν) and f : X −→ Rd a measurable function. Then one has
ˆ
X×Rd

‖f(x)− y‖22dπ(x, y) =
ˆ
X
‖f(x)− π(x)‖22dµ(x) +

ˆ
X×Rd

‖y − π(x)‖22dπ(x, y), (19)

and as a result, the Projected Barycentric Map problem Eq. (14) is equivalent to the problem

argmin
g∈G

ˆ
X
‖g(x)− π(x)‖22dµ(x). (20)

Moreover, the second term on the right-hand side of Eq. (19) only depends on π and the measures
µ, ν (it doesn’t depend on π). More precisely, we have

ˆ
X×Rd

‖y − π(x)‖22dπ(x, y) = m2(ν)−m2(π#µ),

where m2(ρ) :=
´
‖x‖22dρ(x) for a positive measure ρ.

Proof. Denote J the left-hand-side of Eq. (19), and compute (taking the expectation under (X,Y ) ∼
π)

J = E
[
‖Y − f(X)‖22

]
= E

[
‖Y − π(X) + π(X) + f(X)‖22

]
= E

[
‖Y − π(X)‖22

]
+ E

[
‖π(X) + f(X)‖22

]
+ 2E

[
(Y − π(X))T (π(X) + f(X))

]
,
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then since π(X) is the orthogonal projection of Y onto the set of random variables that are functions
of X, the inner product E

[
(Y − π(X))T (π(X) + f(X))

]
is zero, yielding Eq. (19).

We can expand the norm in the second term of the right-hand side of Eq. (19) usingm2(ν) the second
moment of ν and get

ˆ
X×Rd

‖y − π(x)‖22dπ(x, y) = m2(ν)− 2
ˆ
X×Rd

y · π(x)dπ(x, y) +
ˆ
X
‖π(x)‖22dµ(x).

Writing the disintegration of π w.r.t. µ as π(dx,dy) = πx(dy)µ(dx), we re-write the second term as
ˆ
X×Rd

y · π(x)dπ(x, y) =
ˆ
X
π(x) ·

(ˆ
Rd
ydπx(y)

)
dµ(x) =

ˆ
X
π(x) · π(x)dµ(x) = m2(π#µ).

Putting our computations together yields
ˆ
X×Rd

‖y − π(x)‖22dπ(x, y) = m2(ν)−m2(π#µ).

Remark 3.2 (Ties to the Convex Least Squares Estimator [22].). In [22], Manole et al. study the
statistical properties of various estimators of Optimal Transport maps, assuming some regularity on
the input distributions. Specifically, they introduce the so-called Convex Least Squares Estimator:
given µ̂n := 1

n

∑n
i=1 δxi with the (xi) being i.i.d. samples of µ and ν̂m := 1

m

∑m
j=1 δyj with the (yj)

i.i.d. samples of ν, the estimator is defined as

T̂n,m = ∇ϕ̂, ϕ̂ ∈ argmin
ϕ∈ΦL

n∑
i=1

m∑
j=1

π̂∗i,j‖∇ϕ(xi)− yj‖22, (21)

where π̂∗ is an optimal transport plan between µ̂n and ν̂m, and where ΦL is the set of C1 convex
functions from Ω ⊂ Rd to R with a L-Lipschitz gradient. Notice that Eq. (21) is a Constrained
Barycentric Projection problem Eq. (14) with a specific (discrete) transport plan π̂∗, chosen to be the
optimal transport plan between µ̂n and ν̂m, and with the particular class G := FE,L,` (introduced in
Section 2.3).

3.2 Equivalence to a Constrained Barycentric Projection in Dimension 1

In this section, we shall prove that the Constrained Approximate Transport Map problem (Eq. (3))
is equivalent to the Constrained Barycentric Projection Problem (Eq. (14)) for the quadratic cost in
dimension 1. This provides a positive answer to the question raised in Eq. (16) in this particular
case. The idea behind this equivalence stems from the fact that in dimension one, optimal transport
maps are non-decreasing, and the composition of two optimal transport maps remains an optimal
transport map.

Proposition 3.3. For µ, ν ∈ P2(R), and G a subclass of the non-decreasing functions g : R −→ R
such that g#µ ∈ P2(R), we have the equality

argmin
g∈G

W2
2(g#µ, ν) = argmin

g∈G
‖g − π∗‖2L2(µ), (22)

where π∗ is an optimal transport plan between µ and ν for the squared Euclidean cost.

Proposition 3.3 generalises [26] Proposition 1, which proves the same equivalence for a specific class
of functions G, and assuming µ to be either discrete or absolutely continuous with respect to the
Lebesgue measure.

The proof of Proposition 3.3 hinges on Lemma 3.4, which is intuitive in the absolutely continuous or
discrete case, but a bit more technical in full generality. We write below the cumulative distribution
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function of a probability measure ρ as Fρ := x 7−→ ρ((−∞, x]). Since it is non-decreasing, we can
define its right-inverse as (using the notation R := R ∪ {−∞,+∞})

F←ρ : R −→ R : ∀p ∈ R, F←ρ (p) := inf {x ∈ R | Fρ(x) ≥ p} .

Lemma 3.4. Let µ ∈ P(R) and g : R −→ R a non-decreasing function, we have the following
almost-everywhere change of variables formula for the quantile functions of g#µ and µ:

F←g#µ = g ◦ F←µ , L[0,1]-almost-everywhere.

Proof. The proof is provided in Appendix A.3.

Proof of Proposition 3.3 . Let g ∈ G. By [32] Proposition 2.17 and by Lemma 3.4 successively, we
have

W2
2(g#µ, ν) =

ˆ 1

0
|F←g#µ(p)− F←ν (p)|2dp =

ˆ 1

0
|g ◦ F←µ (p)− F←ν (p)|2dp =

ˆ
R2
|g(x)− y|2dπ(x, y),

where π := (F←µ , F←ν )#L[0,1], which by [32] Theorem 2.9 is the unique optimal plan between µ and
ν for the squared Euclidean cost. We apply Proposition 3.1, which yields

W2
2(g#µ, ν) =

ˆ
R2
|g(x)− y|2dπ(x, y) =

ˆ
R
|g(x)− π(x)|2dµ(x) +m2(ν)−m2(π#µ).

Given the expression of the right-hand-side above, we conclude that

argmin
g∈G

W2
2(g#µ, ν) = argmin

g∈G
‖g − π∗‖2L2(µ),

(for any optimal transport plan π∗ between µ and ν for the squared Euclidean cost, and we have even
remarked that such a plan is in fact unique) since the costs are equal up to a constant independent
of g.

3.3 Counter-Example to Equivalence to Constrained Barycentric Projection in
Dimension 2

In this section, we provide a negative example to the question formulated in Eq. (16), namely that

argmin
g∈G

W2
2(g#µ, ν) 6= argmin

g∈G
‖g − π∗‖L2(µ),

where π∗ is an optimal transport plan (for the squared Euclidean cost) between µ and ν, in dimension
d ≥ 2. We take G to be the class of monotone continuous functions g : R2 −→ R2, which is to say
that

∀x, y ∈ R2, 〈g(x)− g(y), x− y〉 ≥ 0.

Note that gradients of convex functions are monotone, but the converse does not hold. For (a, b, x) ∈
(0,+∞)3, we consider the following measures:

µ := 2
3δ(0,0) + 1

3δ(x,0) and ν := 2
3δ(0,0) + 1

3δ(−a,b).

There is a unique optimal transport plan π∗ between µ and ν, given by

π∗ = 1
3δ(0,0)⊗(0,0) + 1

3δ(0,0)⊗(−a,b) + 1
3δ(x,0)⊗(0,0).

Its barycentric projection is characterised by the following equation

π∗(0, 0) = (−a/2, b/2) and π∗(x, 0) = (0, 0).
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We now consider the problem min
g∈G
‖g − π∗‖L2(µ). A solution of this problem is characterised by its

values on the support of µ, and one may reduce the problem to an optimisation over g(0, 0) and
g(x, 0), with the monotonicity constraint 〈g(0, 0)− g(x, 0), (0, 0)− (x, 0)〉 ≥ 0. Since π∗ itself verifies
this condition, it is the only solution (in the sense of L2(µ)). We conclude

argmin
g∈G

‖g − π∗‖2L2(µ) =
{
π∗
}
.

We now show that the problem argmin
g∈G

W2
2(g#µ, ν) has a different solution set. First, we compute

W2
2(π∗#µ, ν) = a2 + b2

6 .

However, if we introduce g ∈ G such that g(0, 0) = (0, 0) and g(x, 0) = (0, b), we have

W2(g#µ, ν) = a2

3 .

For instance, (a, b, x) := (1, 10, 1) yields

W2
2(π∗#µ, ν) = a2 + b2

6 = 101
6 > W2

2(g#µ, ν) = a2

3 = 1
3 .

We illustrate the point configurations for (a, b, x) := (1, 3, 1) in Fig. 6.

Figure 6: Illustration of the two-dimensional counter-example to the equivalence of the map problem
to the L2 projection of the barycentric projection. The four points close to (0, 0) are represented
with an offset for legibility, and represent four points equal to (0, 0) exactly.

4 Discrete Measures and Numerical Methods
In this section, we consider some numerical methods to solve the approximate map problem for
some specific function classes. In Section 4.1, we consider a simple kernel method which solves a
regularised version of Eq. (3). This type of method hinges on the fact that kernel methods yield a
finite-dimensional parametrisation of the variable g, hence our gradient descent algorithm extends
naturally to any parametrised class of functions. In Section 4.2, we present methods in the case where
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G is the class of L-Lipschitz gradients of `-strongly convex potentials (presented in Section 2.3). For
the squared Euclidean cost, these methods were introduced in [26], using convex interpolation results
from [35]. We present these methods in additional detail, and introduce a natural generalisation to
other costs and regularisations.

4.1 Numerical Method for Maps in a RKHS

We introduce a relatively straightforward kernel method to solve the map problem (Eq. (3)). We fix
a reproducing kernel Hilbert space (RKHS) H of functions X −→ Rd of kernel K : X ×X −→ Rd×d.
We denote by 〈·, ·〉H the inner product on H, and ‖ · ‖H the associated RKHS norm on H.

Given discrete measures µ = ∑n
i=1 aiδxi ∈ P(X ) and ν = ∑m

j=1 bjδyj ∈ P(Rd), we will solve a
regularised variant of the map problem (Eq. (3)):

argmin
h∈H

Tc(h#µ, ν) + λ‖h‖2H, (23)

for some constant λ > 0 that penalises the norm of h, which equates to imposing regularity on
the function h. Given the support of µ, the cost Tc(h#µ, ν) only depends on (h(x1), · · · , h(xn)).
A well known reduction method in RKHS theory then allows to look for solutions in the following
n-dimensional linear subspace W of H:

W :=
{

n∑
k=1

K(·, xk)uk : ∀k ∈ J1, nK, uk ∈ Rd
}
. (24)

This fact is known since [5] (Section 3), but given the simplicity of the arguments and for the sake
of self-completeness, we provide a proof and presentation in Lemma 4.1.

Lemma 4.1. Consider a cost function J : H −→ R+ which can be written as J(h) = J (h(x1), · · · , h(xn)).
Then if h∗ is a solution of

argmin
h∈H

J(h) + λ‖h‖2H,

then hW , the orthogonal projection of h∗ onto W (defined in Eq. (24)) verifies

∀i ∈ J1, nK, hW (xi) = h∗(xi),

and as a result J(hW ) = J(h∗), which leads to the following problem reduction:

argmin
h∈H

J(h) + λ‖h‖2H = argmin
h∈W

J(h) + λ‖h‖2H. (25)

Proof. To show that ∀i ∈ J1, nK, hW (xi) = h∗(xi), we will show that

W⊥ = H0 := {h ∈ H | ∀i ∈ J1, nK, h(xi) = 0} .

Indeed,

h ∈ H0 ⇐⇒ ∀i ∈ J1, nK, g(xi) = 0
⇐⇒ ∀i ∈ J1, nK, ∀u ∈ Rd, g(xi) · u = 0
⇐⇒ ∀i ∈ J1, nK, ∀u ∈ Rd, δuxig = 0
⇐⇒ ∀i ∈ J1, nK, ∀u ∈ Rd, 〈g,K(·, xi)u〉H = 0
⇐⇒ f ∈W⊥,

where δux is the linear form h 7−→ h(x) · u, whose Riesz representation in H is K(·, x)u by the
kernel reproducing property. We conclude the proof with the fact that as an orthogonal projection,
‖hW ‖2H ≤ ‖h∗‖2H, which shows that the cost of hW is less than the cost of h∗.
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Lemma 4.1 allows us to re-write Eq. (23) as a finite-dimensional problem over W :

argmin
h∈W

Tc(h#µ, ν) + λ‖h‖2H. (26)

Since any element h ∈ W is characterised by its coefficients (u1, · · · , un) ∈ (Rd)n, we can formulate
Eq. (26) as a problem over the (ui). First, using the kernel reproducing property, we compute∥∥∥∥∥

n∑
k=1

K(·, xk)uk

∥∥∥∥∥
2

H

=
n∑
k=1

n∑
l=1

uTkK(xk, xl)ul. (27)

Concerning the transport cost term, we introduce a notation for the value of the Kantorovich discrete
problem

W(a, b, C) := min
π∈Π(µ,ν)

C · π,

and in this case, the cost matrix C can be computed using the expression

∀(i, j) ∈ J1, nK× J1,mK, Ci,j = c

(
n∑
k=1

K(xi, xk)uk, yj
)
. (28)

The dependency in the (ui) lies in the cost C. Numerically, provided that c is sufficiently regular,
this allows a minimisation through classical algorithms such as gradient descent, using differentiable
implementations of the discrete Kantorovich cost, such as ot.emd2 [19].

By introducing the nd× nd matrix K defined by n× n blocks K(xi, xj) of size d× d:

K =

 K(x1, x1) · · · K(x1, xn)
...

...
K(xn, x1) · · · K(xn, xn)

 ,
and the stacked vector u ∈ Rnd, Eqs. (27) and (28) can be re-written as matrix products. This yields
our final expression for Eq. (23):

min
u∈Rnd

W(a, b, C(u)) + λuTKu, C(u)i,j := c
(
K[i,:]u, yj

)
, (29)

where K[i,:] denotes the sub-matrix of K with the n lines ((i − 1)d + 1, · · · , id), which corresponds
to the i-th d× d block line of K.

Given optimal coefficients u = (u1, · · · , un) ∈ (Rd)n, a solution h is defined everywhere in X using
the kernel:

∀x ∈ X , h(x) =
n∑
i=1

K(x, xi)ui.

Remark 4.2. The only constraints that are imposed upon a solution of Eq. (23) come from the choice
of the kernel K (or equivalently of the space H) and of the regularisation coefficient λ > 0. A natural
idea would be to add a regularisation term R(h), for instance to enforce h to be a gradient of a convex
function. For Lemma 4.1 to apply, one would need to have a regularisation which only depends on the
values (h(xi)), which is very restrictive. A possible heuristic would be to look for h ∈W regardless of
this property on R, however the resulting problem would have no theoretical link to the problem over
h ∈ H, unlike in our case. Finally, a regularisation which depends on an infinite amount of values
h(x) are numerically challenging, in the specific case of dense inequality constraints, we refer to [29]
as a useful tool.

Remark 4.3. A natural idea is to consider class of functions that are perturbations of a simple map,
for instance g = sI + h, where h is in a RKHS H, and s > 0 is a scale factor. Given Lemma 4.1,
this tweak comes without numerical or theoretical cost.
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We illustrate this kernel method in Fig. 7, where we use the Gaussian kernel

k(x, y) = exp
(
−
‖x− y‖22

2σ2

)
.

The maps are taken of the form g = I+h, where h is in the RKHS generated by the Gaussian kernel.

Source distribution

Target distribution OT Plan

I + h1 2 = 0.01
I + h2 2 = 0.03

(a) Kernel map solution for a regularisation λ =
0.01 and multiple scales σ2.

Source distribution

Target distribution OT Plan

I + h1 = 0.003
I + h2 = 0.01

(b) Kernel map solution for a scale σ2 = 0.01 and
multiple regularisations λ.

Figure 7: Illustration of the kernel method for the map problem between two Gaussian mixtures,
using the Gaussian kernel.

4.2 Numerical Method for Gradients of Convex Functions

In this section, we present numerical methods to solve the approximate problem in the case of the
function class FE,L,` of functions g : Rd −→ Rd that is L-Lipschitz and gradient of an `-strongly
convex function ϕ ∈ C1(Rd,R), on each part Ek of the fixed partition E . We already introduced
this class in Section 2.3, and it was first considered in the context of map problems by [26]. The
numerical methods will aim to solve the problem

argmin
ϕ∈FE,L,`

Tc(g#µ, ν), (30)

with a particular emphasis on the case where c is quadratic, i.e. c(x, y) = (x−y)TQ(x−y)+bT (x−y),
where Q ∈ S+

d (R) is a positive-semi-definite matrix, and b ∈ Rd. For our numerical questions, we
consider the discrete case

µ =
n∑
i=1

aiδxi , ν =
m∑
j=1

bjδyj .

Obviously, we need to assume that the measure µ is compatible with the partition, which is to say
the the xi are never at the boundary of a part Ek: ∀i ∈ J1, nK, xi ∈ (∪k∂Ek)c.

The objective in Eq. (30) only depends on the values ϕi := ϕ(xi) and gi := g(xi), the immediate
question is that given a candidate (ϕi, gi) ∈ (R× Rd)n, does there exist a function g ∈ FE,L,` of the
form ∇ϕ which interpolates these values, i.e. g(xi) = gi and ϕ(xi) = ϕi? This question, which is
called FE,L,`-interpolation, was studied by Taylor [35]5. We write FL,` := FE,L,` in the case E = {Rd},
and present the results in the restricted case where the space is Rd, as opposed to any vector space.

5Note that ([35], Theorem 3.14) writes an erroneous argmin for ϕu: in the light of ([35], Remark 3.13), it should
instead read argmax, especially given the fact that the minimisation problem is unbounded.
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Proposition 4.4. (Multiple results from Taylor [35]). Let S = (xi, gi, ϕi)i∈J1,nK ∈ (Rd × Rd × R)n.
Consider the quadratic

Q(x, x′, ϕ, ϕ′, g, g′) := ϕ− ϕ′ − 〈g′, x− x′〉 − c1‖g − g′‖22 − c2‖x− x′‖22 + c3〈g′ − g, x′ − x〉, (31)

for x, x′ ∈ Rd, ϕ, ϕ′ ∈ R, g, g′ ∈ Rd, with

c1 :=
1

2L(1− `/L), c2 :=
`

2(1− `/L), c3 :=
`

L(1− `/L).

• ([35], Theorem 3.8) The set S is FL,`-interpolable if and only if for all i, j ∈ J1, nK,

Q(xi, xj , ϕi, ϕj , gi, gj) ≥ 0. (32)

• ([35], Theorem 3.14) For x ∈ Rd, let

ϕl(x) = min
t∈R, g∈Rd

t, (33)

s.t. ∀j ∈ J1, nK, Q(x, xj , t, ϕj , g, gj) ≥ 0;

ϕu(x) = max
t∈R, g∈Rd

t, (34)

s.t. ∀i ∈ J1, nK, Q(xi, x, ϕi, t, gi, g) ≥ 0.

If S is FL,`-interpolable, then any interpolating function ϕ satisfies ϕl ≤ ϕ ≤ ϕu, and the
potentials ϕl, ϕu are valid interpolations.

A set S = (xi, gi, ϕi)i∈J1,nK is said to be FL,`-interpolable ([35], Definition 3.1) if there exists ϕ ∈ FL,`
such that ∀i ∈ J1, nK, ∇ϕ(xi) = gi and ϕ(xi) = ϕi.

Proposition 4.4 shows that the constraint on (ϕi, gi)i can be written as a set of quadratic constraints.
It follows immediately that any problem that only depends on the values g(xi) for a variable G ∈
FE,L,` can be written as a problem over (ϕi, gi)i under quadratic constraints, as stated in Corollary 4.5.

Corollary 4.5. Consider an objective J : FE,L,` −→ R+ such that for g ∈ FE,L,`, the value J(g) can
be written J (g(x1), · · · , g(xn)). Then the problem

min
g∈FE,L,`

J(g) (35)

is equivalent to the problem

min
ϕ1,··· ,ϕn∈R
g1,··· ,gn∈Rd

J(g(x1), · · · , g(xn)) (36)

s.t. ∀k ∈ J1,KK, ∀i, j ∈ Ik : Q(xi, xj , ϕi, ϕj , gi, gj) ≥ 0,

where Ik := {i ∈ J1, nK | xi ∈ Ek}, and Q is defined in Eq. (31). One a solution (ϕ∗i , g∗i )i of Eq. (36)
is found, then any solution ∇ϕ∗ of Eq. (35) satisfies ϕl ≤ ϕ∗ ≤ ϕu on ∪kE̊k, where for x ∈ E̊k, the
bounding potentials and their gradients can be computed as

(ϕl(x),∇ϕl(x)) = argmin
t∈R, g∈Rd

t, (37)

s.t. ∀j ∈ Ik, Q(x, xj , t, ϕ∗j , g, g∗j ) ≥ 0;

(ϕu(x),∇ϕu(x)) = argmax
t∈R, g∈Rd

t, (38)

s.t. ∀i ∈ Ik, Q(xi, x, ϕ∗i , t, g∗i , g) ≥ 0.

The potentials (ϕl, ϕu) themselves are both solutions of Eq. (35).
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Note that the values of the potentials can be chosen arbitrarily on the boundaries ∂Ek.

We can now provide an algorithm for ming∈FE,L,` Tc(g#µ, ν) (Eq. (30)) using Corollary 4.5: the
objective is

J(g(x1), · · · g(xn)) = min
π∈Π(a,b)

∑
i,j

πi,jc(g(xi), yj), (39)

and the resulting problem defined in Eq. (36) can be solved by alternating over π (solving a discrete
Kantorovich problem, using ot.emd from the PythonOT library, for instance [19]), and over (ϕi, gi),
for which the constraints are quadratic and the objective depends on the cost c. For smooth cost,
one may use projected gradient descent, and for (convex) quadratic costs, the problem becomes a
(convex) Quadratically Constrained Quadratic Program (QCQP). In the case c(x, y) = ‖x−y‖22, this
method is already known, and is the core contribution of [26].

This method extends naturally to the plan problem ming∈FE,L,` TC(g#µ, γ) from Section 2.7, for fixed
discrete measures

µ =
n∑
i=1

aiδxi , γ =
m∑
j=1

bjδyj , (40)

in which case we can apply Corollary 4.5 with the cost

J(g(x1), · · · g(xn)) = min
π∈Π(a,b)

∑
i,j

πi,jC((xi, g(xi)), yj). (41)

One may also introduce regularisations R(g) to the objective function, however to apply Corollary 4.5,
one must assume the condition R(g) = R(g(x1), · · · , g(xn)).

For the discrete plan problem, a cost of interest is C(x, y) = ‖x − y‖2Σ for Σ ∈ S++
2d (R), where

‖x‖2Σ = xTΣ−1x. In this case, the choice of a non-diagonal Σ avoids having equivalence to Eq. (3),
yet remains quadratic, yielding a QCQP. For example, one may consider precision matrices S = Σ−1

of the form:
Sε =

(
Id (ε/d)1d×d

(ε/d)1d×d Id

)
∈ S++

2d (R) (42)

for ε ∈ (0, 1), which has the eigenvalues (1− ε, 1, · · · , 1, 1 + ε).

5 Conclusion and Outlook
In this paper, we have considered the problem of finding an optimal transport map g between two
probability measures µ and ν under the constraint that g ∈ G, where G is a given set of functions (L-
Lipschitz, gradient of a convex function, for instance). We have given general assumptions to ensure
the existence of an optimal map g, and we have studied the relationship between our problem and
many other concepts in Optimal Transport: barycentric maps, Convex Least Squares Estimators,
optimal quantization, semi-discrete optimal transport, and also the link with kernel methods. We
have also explained how to solve the problem from a practical point a view.

We believe that there are two important but difficult questions that should be investigated in future
work. The first is the question of the uniqueness of an optimal map. We have given a partial answer
to this question, but it seems to be a difficult question in its whole generality. Having a result of
uniqueness would then open the way to new questions, such as the use of g to compare measures in a
way similar to Linearised Optimal Transport, or the study of the statistical properties of g (related
to the sample complexity). The second important question is the addition of constraints in the kernel
method, more precisely: how to translate a set of functions G (like the set of gradients of convex
functions for instance) into a RKHS representation?
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A Appendix

A.1 Technical Lemmas on Arc-Connectedness

In this section, we state and prove some simple technical results about arc-connected subsets of Rd.
First, we recall a definition of arc-connectedness.

Definition A.1. For k ∈ N ∪ {+∞}, an open set S ⊂ Rd is said to be Ck-arc-connected if for any
x, y ∈ S, there exists w ∈ Ck([0, 1], S) such that w(0) = x and w(1) = y.

Lemma A.2 shows that the regularity k can be chosen arbitrarily in the definition of arc-connectedness.

Lemma A.2. Let O an open set of Rd that is C0-arc-connected, then it is C∞-arc-connected.

Proof. Let x 6= y ∈ O and w ∈ C0([0, 1],O) such that w(0) = x and w(1) = y. With d denoting the
euclidean distance, we define

ε := min {d(w(t), ∂O) | t ∈ [0, 1]} .

Since the minimum is attained (by continuity over [0, 1] which is compact), we have ε > 0. Fur-
thermore, for any t ∈ [0, 1], we have by construction B(w(t), ε) ⊂ O. By uniform approximation
on compacts, we can choose f ∈ C∞([0, 1],Rd) such that supt∈[0,1] ‖f(t) − w(t)‖2 < ε/4. Now let
g ∈ C∞([0, 1],Rd) defined by

∀t ∈ [0, 1], g(t) = f(t) + (w(1)− f(1) + f(0)− w(0)) t+ w(0)− f(0).

We have g(0) = w(0) = x and g(1) = w(1) = y, then for any t ∈ [0, 1],

‖w(t)− g(t)‖2 ≤ ‖w(t)− f(t)‖2 + t‖w(1)− f(1)‖2 + t‖w(0)− f(0)‖2 + ‖w(0)− f(0)‖2 < 4× ε/4 < ε,

thus g(t) ∈ B(w(t), ε) and in turn g([0, 1]) ⊂ O, yielding a valid C∞ arc that joins x and y.

An immediate corollary is that to show arc-connectedness, it suffices to consider arcs starting from
a specific point.

Corollary A.3. Let O ⊂ Rd open. If there exists x0 ∈ O such that for any x ∈ O, there exists an
arc w ∈ C0([0, 1],O) such that w(0) = x0 and w(1) = x, then O is arc-connected.
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Proof. By Lemma A.2, it suffices to find continuous arcs between points of O. Let x, y ∈ O and w, v
two continuous arcs in O joining (x0, x) and (x0, y) respectively. Consider the arc a defined by

∀t ∈ [0, 1], a(t) = 1t≤1/2w(1− 2t) + 1t>1/2v(2t− 1).

By construction, a is continuous, takes values in O, and verifies a(0) = x and a(1) = y.

In order to prove the existence of an arc-connected compact exhaustion of an arc-connected open set
O (in Lemma 2.10), we first build a compact exhaustion of O in Lemma A.4.

Lemma A.4. Let O ⊂ Rd an open srt. There exists a sequence (Ak)k∈N of compact sets of Rd such
that ∀k ∈ N, Ak ⊂ Ak+1 and

⋃
k∈N

Ak = O.

Proof. In what follows, d will denote the euclidean distance on Rd. Let (qn)n∈N ∈ (O ∩ Qd)N a
sequence of rationals dense in O, and for each n ∈ N, let

rn := sup {r > 0 | B(qn, r) ⊂ O} /2 = d(qn, ∂O)/2.

Notice that we have B(qn, rn) ⊂ O. Let Ak :=
k⋃

n=1
B(qn, rn), which defines an increasing sequence

of compacts of Rd, which are all subsets of O. Let x ∈ O, we which to find n ∈ N such that
x ∈ B(qn, rn). To this end, let n ∈ N such that ‖x− qn‖2 ≤ d(x, ∂O)/4. The distance d(·, ∂O) to the
closed set ∂O is 1-Lipschitz, hence

‖x− qn‖2 ≤
1
4 (d(x, ∂O)− d(qn, ∂O) + d(qn, ∂O)) ≤

1
4 (‖x− qn‖2 + 2rn) ,

which yields ‖x− qn‖2 ≤ 2rn/3 ≤ rn. As a consequence, we have
⋃
k∈N

Ak = O.

Using the previous Lemmas, we can now prove Lemma 2.10, stated in Section 2.3, which shows that
an arc-connected open set can be written as an increasing union of arc-connected compact sets:

Lemma. Let O an arc-connected open set of Rd. There exists (Ck)k∈N a sequence of arc-connected
compact sets such that ∀k ∈ N, Ck ⊂ Ck+1 and

⋃
k∈N

Ck = O.

Proof. By Lemma A.4, we can choose (Ak) an increasing sequence of compacts whose union is O.
We define the infinite norm of a function f ∈ C0([0, 1],Rd) as ‖f‖∞ := supt∈[0,1] ‖f(t)‖2. We fix
x0 ∈ A0, and for k ∈ N, we let

Ck :=
{
x ∈ Ak | ∃w ∈ C1([0, 1],O) : ‖ẇ‖∞ ≤ k and ẇ is k-Lipschitz and w(0) = x0, w(1) = x

}
.

We have Ck ⊂ Ak, thus Ck is bounded. We now show that Ck is arc-connected. Since x0 ∈ Ck,
by Corollary A.3, it suffices to study arcs starting at x0. Let x ∈ Ck, by definition we can choose
w ∈ C1([0, 1],O) with ‖ẇ‖∞ ≤ k and ẇ k-Lipschitz and w(0) = x0, w(1) = x. We now wish to
show that w([0, 1]) ⊂ Ck, so we let t ∈ [0, 1] and show that y := w(t) ∈ Ck. Consider another path
v : s 7−→ w(st). The arc v is obviously C1, and v̇(s) = tẇ(st), thus ‖v̇(s)‖2 ≤ ‖w(st)‖2 ≤ k. Similarly,
‖v̇(s)− v̇(s′)‖2 = t‖ẇ(st)− ẇ(s′t)‖2 ≤ kt2|s− s′| ≤ k|s− s′|, thus v̇ is k-Lipschitz. We conclude that
Ck is arc-connected.

We prove that Ck is closed: let (xn) ∈ CN
k a sequence converging to x ∈ Rd. For each n ∈ N,

we can choose wn ∈ C1([0, 1],O) such that wn(0) = x0 and wn(1) = xn, with ‖ẇn‖∞ ≤ k and
ẇn k-Lipschitz. The sequence (ẇn)n ∈ C0([0, 1],Rd)N is k-equi-Lipschitz, and thus equi-continuous.
Additionally, the condition ‖ẇn‖∞ ≤ k yields a uniform bound independent of n and t. We can apply
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Arzelà-Ascoli’s theorem, yielding an extraction α : N −→ N such that (ẇα(n)) converges uniformly
towards a v ∈ C0([0, 1],Rd). Now we write

wα(n)(t)− wα(n)(0) =
ˆ t

0
ẇα(n)(s)ds −−−−−→

n−→+∞

ˆ t

0
v(s)ds,

where the convergence of the integrals is ensured by the uniform convergence. This allows us to define
w := t 7−→ x0 +

´ t
0 v = limwα(n)(t), which is of class C1 with ẇ = v by the fundamental theorem of

calculus. The definition of w as a pointwise limit yields immediately w(0) = x0 and w(1) = x. As
a pointwise limit of k-Lipschitz functions, v = ẇ is k-Lipschitz. Finally, the inequality ‖ẇn‖2 ≤ k
shows that ‖v‖2 ≤ k, which yields ‖ẇ‖2 ≤ k, thus x ∈ Ak. We have shown that the Ck are closed
and bounded, thus they are compact. The fact that Ck ⊂ Ck+1 is immediate, thus to conclude
the proof, it remains to show that ∪kCk = O. We have supposed that O is arc-connected, thus by
Lemma A.2, for any x ∈ O, we can choose a path w ∈ C2([0, 1],O) with w(0) = x0 and w(1) = x.
Since ∪kAk = O, we can take k0 ∈ N such that x ∈ Ak0 . Then letting k := max(k0, ‖ẇ‖∞, ‖ẅ‖∞)
shows that w verifies ‖ẇ‖∞ ≤ k and ẇ is k-Lipschitz, thus x ∈ Ck.

A.2 Continuous-to-Discrete Case: Semi-discrete OT

In the alternate optimisation scheme proposed in Section 3, the step with g fixed can be seen as
semi-discrete Optimal Transport, whenever the target measure ν is discrete, and when the measure
g#µ is absolutely continuous with respect to the Lebesgue measure. The condition g#µ� L arises
naturally whenever the source measure µ is itself absolutely continuous, which we will assume for
this section.

Specifically, the sub-problem of computing

Tc(g#µ, ν)

can be seen as a semi-discrete optimal transport problem between g#µ and ν (see [24] for a course
with a detailed section on semi-discrete OT). To apply semi-discrete optimal transport methods to
this sub-problem, we need to verify g#µ� L . First, it follows from the definition that if g#L � L ,
then, since we assume µ is absolutely continuous, g#µ� L would follow. In Lemma A.5, we provide
relatively general sufficient conditions on the map g : Rd −→ Rd.

Lemma A.5. Let g : Rd −→ Rd locally Lipschitz such that for L -a.e. x ∈ Rd, det ∂g(x) 6= 0. Then
g#L � L .

Remark A.6. By Rademacher’s theorem ([16], Theorem 3.2), a locally Lipschitz function is differ-
entiable L -a.e..

Proof. First, we remind that Jg := x 7−→ | det ∂g(x)| (defined L -almost-everywhere) is locally
integrable since g is locally Lipschitz. We now prove that g#L � L by considering the intersection
of compact sets and L -null sets. Let K ⊂ Rd a compact set and E ⊂ Rd a Borel set such that
L (E) = 0. By the area formula ([16], Theorem 3.8), the following equality holds

ˆ
g−1(E)∩K

Jg(x)dx =
ˆ
Rd
H0(f−1({y}) ∩ K ∩ g−1(E))dy =

ˆ
E
H0(g−1({y}) ∩ K)dy, (43)

where H0 denotes the 0-dimensional Hausdorff measure (the counting measure). The left-side ex-
pression in Eq. (43) is finite. Since L (E) = 0, it follows that the right-most term in Eq. (43) is 0,
thus ˆ

g−1(E)∩K
Jg(x)dx = 0.

Since by assumption Jg is positive almost-everywhere, it follows that L (g−1(E)∩K) = 0. Since the
compact set K was chosen arbitrarily, we conclude that L (g−1(E)) = 0, which shows g#L � L .
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A.3 Lemmas on Pseudo-inverses and Quantile Functions

To begin with, we introduce some notions regarding pseudo-inverses of non-decreasing functions.

Definition A.7. For ψ : R −→ R non-decreasing, its right-inverse is defined as the function:

ψ← : R −→ R : ∀p ∈ R, ψ←(p) := inf {x ∈ R | ψ(x) ≥ p} .

For φ : R −→ R non-decreasing, its left-inverse is defined as the function:

φ→ : R −→ R : ∀p ∈ R, φ→(p) := sup {x ∈ R | φ(x) ≤ p} .

These notions are particularly useful for the definition of the right-inverse of the cumulative dis-
tribution function of a probability measure µ: Fµ := x 7−→ µ((−∞, x]), and for the left-inverse of
the function Gµ := x 7−→ µ((−∞, x)). We recall and prove some well-known properties of pseudo-
inverses (see [15] for a detailed presentation of right-inverses). For a non-decreasing function ψ, we
define ψ(−∞) := limx↘−∞ ψ(x) ∈ R ∪ {−∞} and ψ(+∞) := limx↗+∞ ψ(x) ∈ R ∪ {+∞}.

Lemma A.8. 1. Let ψ : R −→ R non-decreasing and right-continuous. Then:

(a) For all (x, p) ∈ R2, ψ(x) ≥ p⇐⇒ x ≥ ψ←(p).

(b) If ψ←(p) < +∞, ψ(ψ←(p)) ≥ p.

2. Let φ : R −→ R non-decreasing and left-continuous. Then:

(a) For all (x, p) ∈ R2, φ(x) ≤ p⇐⇒ x ≤ φ→(p).

(b) If φ→(p) > −∞, φ(φ→(p)) ≤ p.

3. Under the assumptions above, if additionally φ ≤ ψ, then φ→ ≥ ψ←.

Proof. We detail the proofs for claims 1.(a) and 1.(b), the arguments for 2.(a) and 2.(b) being
essentially the same. First, we let p ∈ R such that ψ←(p) < +∞, which is equivalent to supposing
Ap 6= ∅, with Ap := {x ∈ R | ψ(x) ≥ p} . We also suppose ψ←(p) > −∞, which is equivalent to
assuming that Ap is lower-bounded. Since Ap 6= ∅, we can choose a decreasing sequence (xn) ∈ AN

p

such that xn −−−−−→
n−→+∞

ψ←(p). Since ψ is right-continuous and ψ←(p) ∈ R, we have ψ(xn) −−−−−→
n−→+∞

ψ(ψ←(p)). However, since each xn ∈ Ap, we have ψ(xn) ≥ p, and by taking the limit in the
inequality we deduce ψ(ψ←(p)) ≥ p. If ψ←(p) = −∞, then the same argument with xn −−−−−→

n−→+∞
−∞

and ψ(−∞) := limx↘−∞ ψ(x) ∈ R ∪ {−∞} also shows ψ(ψ←(p)) ≥ p, which concludes the proof of
1.(b).

For 1.(a), we first assume ψ←(p) < +∞. In this case, by 1b) we have φ(ψ←(p)) ≥ p, thus
[ψ←(p),+∞) ⊂ Ap. Yet by definition of ψ←(p), x ∈ Ap =⇒ x ≥ ψ←(p), thus we conclude
Ap = [ψ←(p),+∞), which is exactly the same statement as ψ(x) ≥ p ⇐⇒ x ≥ ψ←(p). If
ψ←(p) = +∞, then the equivalence still holds, since ψ(x) ≥ p⇐⇒ x ∈ Ap, with Ap = ∅.

Regarding 3., let p ∈ R such that φ←(p) > −∞. Then {x ∈ R | φ(x) ≤ p} = (−∞, φ←(p)] by 2.a),
thus φ←(p) = inf{x ∈ R | φ(x) > p}. The previous equality also holds when φ←(p) = −∞. Now
since φ ≤ ψ, we have {x ∈ R | φ(x) > p} ⊂ {x ∈ R | ψ(x) ≥ p}, and taking the infimum yields
φ→(p) ≥ ψ←(p).

Using this result, we can now prove Lemma 3.4.

Proof of Lemma 3.4 . First, notice that as a cumulative distribution function, Fµ is non-decreasing
and right-continuous. Since g is non-decreasing, we have for p ∈ (0, 1) :

Fg#µ(g ◦ F←µ (p)) = PX∼µ
(
g(X) ≤ g ◦ F←µ (p)

)
≥ PX∼µ(X ≤ F←µ (p)) = Fµ ◦ F←µ (p).
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Now if F←µ (p) < +∞, we have Fµ ◦ F←µ (p) ≥ p by Lemma A.8 1.b). We now turn to the case
F←µ (p) = +∞, which implies that ∀x ∈ R, Fµ(x) < p. Since Fµ is a cumulative distribution
function, this implies p ≥ 1, which we excluded. We have shown that Fg#µ(g ◦ F←µ (p)) ≥ p, thus by
definition of F←g#µ(p), we have F←g#µ(p) ≤ g ◦ F←µ (p).

Regarding the converse inequality, we will show that the setN :=
{
p ∈ (0, 1) : F←g#µ(p) < g ◦ F←µ (p)

}
is Lebesgue-null. Let p ∈ N and α ∈

[
F←g#µ(p), g ◦ F←g#µ(p)

)
. As done earlier with Fµ, using

Lemma A.8 and the fact that Fg#µ is a c.d.f. and that p < 1, we have Fg#µ ◦ F←g#µ(p) ≥ p. Since
Fg#µ is non-decreasing, we obtain p ≤ Fg#µ(α). We re-write Fg#µ(α) using its definition, then use
the fact that g is non-decreasing:

p ≤ Fg#µ(α) = PX∼µ (g(X) ≤ α) ≤ PX∼µ
(
g(X) < g ◦ F←µ (p)

)
≤ PX∼µ

(
X < F←µ (p)

)
=: Gµ(F←µ (p)).

(44)
We now want to show that Gµ(F←µ (p)) ≤ p. Since Gµ ≤ Fµ and since they are non-decreasing and
Gµ is left-continuous, and Fµ is right-continuous (by the axiomatic properties of µ), by Lemma A.8
item 3, we have G→µ ≥ F←µ . In particular, since Gµ is non-decreasing, we have

Gµ(F←µ (p)) ≤ Gµ(G→µ (p)) ≤ p,

where the final inequality comes from Lemma A.8 item 2b), with φ→(p) > −∞ since we chose p > 0.

We have shown that Gµ(F←µ (p)) ≤ p, thus every equality in Eq. (44) is an equality, and as a result,
for any α ∈

[
F←g#µ(p), g ◦ F←g#µ(p)

)
, we have Fg#µ(α) = p, thus the right-inverse F←g#µ has a jump-

discontinuity at p:
sup
q<p

F←g#µ(q) = F←g#µ(p) < inf
p<q

F←g#µ(q).

We conclude that N is a subset of the set J of jump-discontinuities of F←g#µ, and since F←g#µ is non-
decreasing, J is countable and thus of Lebesgue measure 0. As a result, we have for almost-every
p ∈ [0, 1], F←g#µ(p) = g ◦ F←µ (p).
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