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We present a new, to the best of our knowledge, method
to simulate diffraction images accounting for both coher-
ent and incoherent effects, based on the Wigner distribution
function of the exit wave. This permits the simulation of wave
and particle effects simultaneously and simulates images
photon by photon. It is motivated by artifacts observed in
x ray phase-contrast images after phase retrieval, present as
noise in the low spatial frequency range, which can make
analysis of such images challenging. Classical simulations
have so far not been able to reproduce these artifacts. We
hypothesize that these artifacts are due to incoherent scat-
ter present in the images, hence the interest in developing
a simulator that permits the simulation of both diffraction
and incoherent scattering. Here, we give a first demonstra-
tion of the method by simulating the Gaussian double-slit
experiment. We demonstrate the capability of combining
diffraction and incoherent scattering, as well as simulating
images for any propagation distance.
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Conventional x ray imaging relies on the attenuation of x rays
for contrast. X ray phase-contrast imaging (XPCI), on the other
hand, achieves contrast from the phase shift of the beam by the
sample. The simplest way to achieve phase contrast is to let the
beam propagate in free space after interaction with the sample,
which is known as in-line phase contrast or propagation-based
imaging. The main interest in XPCI is the increased contrast
in soft materials, or between materials with similar electron
densities. In-line phase contrast also arises in high-resolution
imaging using x ray optics [1,2]. The main inconvenience is that
the phase shift is not directly accessible in the detector plane.
The phase contrast contains entangled information from both
the attenuation and the phase shift. Phase retrieval is a process
in which the phase (and potentially the attenuation) must be
reconstructed from the images.

One problem that persists in phase retrieval is the occurrence
of noise in the low spatial frequency range, giving rise to cloud-
like artifacts in the reconstructed images. Several algorithms
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have been proposed to address this problem on the reconstruction
side [3-6], but a clear understanding of the origin of these
artifacts has not been established. While it is well known that
phase contrast is less sensitive to low spatial frequencies in the
phase shift, thus making phase retrieval sensitive to noise in
this range, this does not fully explain the qualitative, cloud-
like appearance of the noise in the reconstructed images [4,7].
Indeed, current simulation techniques are unable to reproduce
these kinds of artifacts. Instead, reconstructing the phase from
simulated images yields a noise with the appearance of low-pass-
filtered noise [8—11]. Here we hypothesize that the observed
low-frequency artifact stems from incoherent scattering in the
sample. The aim is therefore to combine phase contrast, due to
diffraction, a wave effect, and incoherent scattering, a particle
effect, into one simulation.

To address this problem, we propose a new method to sim-
ulate diffraction and incoherent scattering simultaneously. It is
based on the Wigner distribution function (WDF) of the wave
exiting the sample. As an initial demonstration, we simulate a
Gaussian double-slit experiment, as well as a modified double-
slit experiment that includes scattering (Fig. 1). We demonstrate
that the method works for both near and far-field.

The usual model when the propagation distance D is relatively
short is the Fresnel diffraction. If the exit wave from an object is
given as W(x) = exp[—B(x)] exp[i¢(x)], the contrast Ip(x) on the
detector can be written as

/\P(x) exp (i%bclz) dx

When the propagation distance is longer than a certain distance
(Fraunhofer distance), the contrast is modeled by the Fraunhofer
diffraction, which is essentially the amplitude of the Fourier
transform of the exit wave:

o) < |79} (<5 (2

Depending on the situation, either Eq. (1) or Eq. (2) is imple-
mented numerically. Noise is added a posteriori to the ideal
diffraction images. While this approach is simple to implement,
it cannot account for the effects that we want to study: reflection,
refraction, and incoherent scattering.

Monte Carlo (MC) imaging simulation methods simulate
images in a photon-by-photon manner by generating trajecto-
ries through an object. The simulation tracks each photon by

2

Ip(x) ~ . (1
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Fig. 1. Numerical experiments and their corresponding Wigner
distribution function (WDF). (a) Double-slit experiment is modeled
by two Gaussians. (b) Analytic WDF and its marginals, correspond-
ing to the intensity in the spatial and angular domains, respectively.
(c) Modified double-slit experiment with a scattering element in
one of the slits. (d) Corresponding WDF with the amplitude in the
slit with the scatterer set to 0.35.

first defining the photon’s initial properties and then propa-
gating it through the material until a scattering or absorption
event is stochastically determined, based on material properties.
Depending on the type of scattering event, the photon’s energy
and direction are updated accordingly. This procedure is contin-
ued until the photon is absorbed, exits the sample, or the number
of scattering events reaches a set limit.

Several approaches combining phase contrast and incoherent
scattering have recently been proposed. These are reviewed in
[10-15]. They implement either a two-part or a combination of
wave optics for propagation and MC simulation for scattering.
Bartl et al. [16] introduced a method that combines a simulation
for diffraction and a simulation for scattering. The behavior of
x ray photons are defined as both particles and waves, and it
introduces realistic noise. Peter et al. [17] introduced a simu-
lation framework that accounts for both the particle and wave
characteristics of x rays in a split approach. It involves a three-
step simulation, rendering the framework flexible and suitable
for various methods of phase-sensitive x ray imaging. Tessarini
et al. [18] introduced a simulation framework, which relies on
semiclassical properties of particles, enabling the integration of
both particle and wave-like effects. Langer et al. [19] incorpo-
rated an MC process to simulate the refraction, total reflection,
absorption, and scattering of x rays alongside wave optics within
the GATE framework.

Here, we seek a way to account for both coherent and incoher-
ent effects in the same simulation. To do this, we propose to use
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the WDF to calculate the interference in the object plane rather
than in the detector plane, as is done in the classical methods.
This allows to convert the exit wave into position and momen-
tum and thus a particle-type process that can be combined with
incoherent scattering.

The WDF has previously been applied to optics to different
ends [20,21]. For our purposes, the WDF can be written as

Wy(x, 0) = / Y(x+x)¥P (x—x)exp(-2ax'0)dx’. (3)

The WDF is a quasi-probability density function, meaning it
represents the joint probability distribution of positions x and
angles 6, but it can take negative values, representing destruc-
tive interference in the diffracted wave. This is clearly seen in
the WDF of two Gaussians (Fig. 1) where the WDF has an
oscillatory interference component between the two Gaussians.
The marginal along x corresponds to the intensity of the Fourier
transform of ¥(x),

FLEYO) = / Wo(x, 6)dx, (4)

which is the intensity past the Fraunhofer distance. The marginal
along 6 gives the intensity at the exit of the slits

I = PP = / Wee(x, 6)d6. (5)

Inspired by the negative particle formulation of quantum physics
[22], the idea is then to generate particle trajectories from the
WDF by generating positions and corresponding angles proba-
bilistically. To do this, we first need the probability of finding
a photon in the exit plane taking into account the interference
term. Since, in the projection over 8, the positive values will
cancel out the negative [23], we instead project the modulus of
the WDF:

Sulw) = / |Wa(x, 0)]d6. ()

While the interference term is calculated in the object plane,
the sign of the generated photon must be kept so that positive
and negative photons are allowed to cancel each other out in the
detector plane [22].

To account for scattering in a simple way, we model it by intro-
ducing a block of material of a certain thickness and scattering
coefficient, which is set to yield a certain scattering probability
p, within the support of the block and is for this demonstra-
tion considered thin (one scattering interaction at most, and all
scattering occurs in the plane of the slits). If a particle is scat-
tered, its scattering angle is calculated by probability sampling
from the differential cross section (DCS) of the chosen material.
In a more complete implementation, the scattering would be
simulated using the classical Monte Carlo particle transport.

Based on this, we propose the following algorithm: A position
X, is drawn at random with uniform probability. A random value
€ € [0, 1] is drawn, and if €,<p,, the photon is considered to be
scattered. The scattering angle is generated from the DCS, the
particle is then ray-traced in a straight line to the detector, and
one count is registered in the corresponding detector element. If
the particle is not scattered, another random number ¢, is gener-
ated. If €,<Sy(x,), we consider that the photon in x, is diffracted,
otherwise, it is considered absorbed or otherwise annihilated.
We then draw a diffraction angle 6, by sampling from the prob-
ability distribution Py(x,) = W, (x,, 0)|/2 |W, (x,,6), and the
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Fig. 2. Spatial probability with interference [Sy(x), Eq. (6)] gives
the probability of finding a photon in a certain point in the slit plane
taking into account the interference term. (a) Equal amplitudes. (b)
Right slit amplitude set to 0.35 as in Fig. 1(b).

photon is ray-traced in a straight line to the detector. The sign of
the particle is retrieved from Wy (x,, 6,). If the sign is negative, a
negative potential is incremented to account for future destruc-
tive interference. If the sign is positive, it either decrements the
negative potential in that pixel or, if the potential was zero, reg-
isters a count on the detector. Note that scattered photons are not
compared with the negative potential and are therefore always
counted as hits on the detector.

As a first demonstration of the proposed method, a Gaussian
double-slit (GDS) experiment is simulated. This is chosen since
the GDS has an analytical solution for the WDF, which for now
enables us to bypass the most challenging numerical difficulties
in this initial demonstration. Using Gaussian functions reduces
the oscillatory nature of the interference term. This is done
mainly for clarity; the demonstration works also for the standard
double slit. To include scattering, a scattering element is placed
in one of the slits [Fig. 1(c)], with uniform scattering probability.
The exit wave from the GDS can be written as [24,25]

(x+u)2

G-a)? _ra)?
\PGDS(X):BIE_(AZ + Bye” 2, (7)

where we have added factors B, and B, to account for the atten-
uation caused by the scattering element, a is the position of
the Gaussians (symmetrically around 0), and A their standard
deviation. The WDF of Wps(x) can then be written as

o 2 2
e (' L B e ()

W\yGDS(.x, 9) = B1€7

(8)
+ B,B,2¢” A’e (% cos (230)

where we have omitted the scaling factor that would cause the
function to be a probability density (this aspect is actually never
used here). This function is shown in Fig. 1 in two configurations
along with its marginals.

In this experiment, the slit positions were set to a = 0.6 pm,
the standard deviation to A = 60 nm, and the wavelengthto 4 = 1
nm. The detector had the size 20 pm and had 601 pixels, and the
propagation distance was 250 um.

First, the simulation was run without a scattering element.
Se(x) for this configuration is shown in Fig. 2(a). Results
for increasing the number of photons are shown in Fig. 3.
Photon-by-photon buildup of the diffraction pattern is shown
in Visualization 1.

Further, this simulation was run over a range of propagation
distances to demonstrate the capability to simulate the diffraction
pattern regardless of the propagation distance. The evolution of
the intensity with distance is shown in Fig. 4. As expected, the
contrast evolves in the near-field; then at a certain distance, the
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Fig. 3. Evolution of the intensity with 601 propagation distances
over D € [1 um, 250 um] recorded on a detector of size 20 um. As
expected, close to the slits, no interference is visible. With sufficient
propagation, interference fringes become visible and evolve with
the propagation distance (near-field). Beyond a certain distance, the
pattern stops evolving qualitatively and only spreads more in space.
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Fig. 4. Simulations of the GDS for different photon counts at
D = 250 um: (a) 103, (b) 10%, (c) 10, (d) 10° photons.

far-field pattern emerges and remains stationary except for a
scaling.

To test the combination of coherent and incoherent effects, a
scattering element was introduced in one of the slits. To account
for the attenuation due to the scattering, the amplitude B, in
Egs. (7) and (8) was adjusted accordingly. The effect on the
WDF and its marginals is shown in Fig. 1(b), and the effect
on Sy(x) is shown in Fig. 2. To calculate scattering coefficients
and scattering angles, we used the Rayleigh cross section for
Si (Z =14, p=2.393 g.cm™). The thickness of the material
was varied to yield different scattering probabilities. The DCS
is used as the scattering angular distribution and is sampled
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Fig. 5. Simulations of the modified GDS framework for 10° pho-
tons at D = 250 um for different scattering probabilities: (a) 25%
(theoretical double-slit pattern shown in dashed green), (b) 50%,
(c) 75%, (d) 95% (theoretical single-slit pattern shown in dashed
green).

in 6 € [-7, 7] using 9001 sampling points. Simulation with
different scattering probabilities showed that when increasing
the attenuation in one slit due to scattering, the diffraction pattern
approaches the single-slit pattern, as expected (Fig. 5).

To conclude, we presented a new framework to simulate
diffraction and scattering simultaneously, based on the WDF
and the signed particle formulation of quantum physics. The
intended application is to simulate XPCI with the purpose of
recreating artifacts in experimental images that are currently
not possible to simulate with existing methods. The proposed
approach offers several interesting aspects, namely, that it can
combine the simulation of coherent and incoherent effects simul-
taneously, it is independent of the propagation distance, and
it builds up the images photon by photon. While the original
motivation for this work was to combine coherent and inco-
herent effects in one simulation, the last aspect is especially
interesting in view of recent developments of photon counting
detectors. Recently, the double-slit experiment has been demon-
strated with x rays using a photon counting detector [26], giving
further weight to this argument.

The main limitation with this initial demonstration is that the
WDF is known analytically. Calculating the WDF numerically
is notoriously difficult. This is due to its large size, effectively
doubling the dimensionality of the signal, its generally highly
oscillatory nature [21], and the difficulties to correctly discretize
it [27]. This choice was made to permit this demonstration while
temporarily avoiding these difficulties. The method has several
redeeming features, however making its numerical and practi-
cal implementation seem feasible. The WDF never needs to be
calculated in its entirety. It can be calculated separately point
by point in space, first to generate Sy(x) once at the beginning
of the simulation and then to generate Py(x,) for each particle.
This can be done in a parallel manner for each particle, e.g., as
a part of a particle transport code. Imposing regularity on the
exit wave, or localizing interference and the sample accordingly,
could control the oscillatory nature of the WDF.

While the motivation for this work is to precisely simulate
XPCI, taking into account both coherent and incoherent effects
to address specific artifacts, the current demonstration relies
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on the analytic calculation of the WDF, which is only possible
in certain defined cases. While the first numerical results are
encouraging, future work will focus on the appropriate numer-
ical implementation of the WDF in this context to permit a
practical implementation of an x ray phase-contrast simulator,
as well as experimental validation of the method. Once these
difficulties are overcome, the photon-by-photon aspect of the
method has the potential to yield realistic simulations in low-
dose XPCI scenarios. The simultaneous simulation of scattering
and phase contrast would allow addressing more precisely the
low-frequency noise problem in phase retrieval, e.g., through
providing data for machine learning-based algorithms.
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