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Abstract

In this article, we study the convergence of an IIPG (Incomplete Interior Penalty Galerkin) Discon-
tinuous Galerkin numerical method for the Richards equation. The Richards equation is a degenerate
parabolic nonlinear equation for modeling flows in porous media with variable saturation. The numerical
solution of this equation is known to be difficult to calculate numerically, due to the abrupt displacement
of the wetting front, mainly as a result of highly non-linear hydraulic properties. As time scales are
slow, implicit numerical methods are required and the convergence of nonlinear solvers is very sensitive.
We propose an original method to ensure convergence of the numerical solution to the exact Richards
solution, using a technique of auto-calibration of the penalty parameters derived from the Galerkin Dis-
continuous method. The method is constructed using non-linear 1D and 2D general elliptic problems.
We show that the numerical solution converges toward the unique solution of the continuous problem
under certain conditions on the penalty parameters. Then, we numerically demonstrate the efficiency
and robustness of the method through test cases with analytical solutions, laboratory test cases, and
large-scale simulations.

Keywords: Porous media, Richards Equation, Discontinuous Galerkin, Backward Differentiation Method,
Incomplete Interior Penalty Galerkin (IIPG), Broken Soboloev space, Picard’s fixed point, Minimal regularity
solution
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Introduction

The behavior of flows in variably-saturated porous media can be modeled by the Richards’ Equation (RE).
One of the key advantages of RE is its ability to represent the porous medium, incorporating both saturated
and unsaturated zones. While it doesn’t consider the air phase, RE effectively incorporates the effects
of gravity and capillarity, enabling the modeling of complex processes across various scales. Notably, RE
is a nonlinear parabolic equation that can transform into an elliptic equation under complete saturation
conditions.

The history of RE begins with Darcy’s law, which was formulated experimentally by Darcy in 1856 [12]
for saturated porous media. This result was later extended to multiphase flows by Buckingham in 1907
[6], resulting in the Darcy-Buckingham law, which serves as the cornerstone for the derivation of RE. The
equation was first established by Richardson in 1922 [33], although it was later attributed solely to Richards,
who independently published the equation in 1931 [32]. Initial attempts to numerically solve the RE date
back to the late 1960s with the works of Rubin [35] and Cooley [10]. From the 1980s, RE was extensively
studied from both theoretical and numerical perspectives.

In this paper, RE is introduced by providing its expression and constitutive laws. As the main objective
of this work is to solve RE using Discontinuous Galerkin (DG) methods, the weak problem associated
with RE is given and its discretization using the Incomplete Interior Penalty Galerkin (IIPG) formulation.
Additionally, an overview of the penalization method is provided. The fully discrete IIPG formulation is
derived through time integration using the implicit Backward Differentiation Formula (BDF) method. Due
to the non-linear nature of RE, its fully discretized non-linear formulation is linearized using the Picard’s
fixed point method. Theoretical results related to the solution of stationary non-linear elliptic problem are

2



produced, including existence, uniqueness, and convergence results. Furthermore, an automatic calibration
method is obtained for penalization parameters. The solution of RE using the previously mentioned IIPG
formulation is implemented in an in-house numerical code named RIVAGE which is then validated against
numerical benchmarks.

1 Governing equation

RE is a classical nonlinear parabolic equation used to describe flow in both unsaturated and saturated zones
of an aquifer (for a detailed derivation of the equation, please refer to Clement’s 2021 thesis [8]).

The so-called mixed formulation of the RE, commonly used in hydrology, is

∂tθ(h− z)−∇ · (K(h− z)∇h) = 0 (1)

where h := ψ+ z is the hydraulic head with ψ the pressure head, z the elevation, θ is the water content and
K is the hydraulic conductivity tensor.

The tensor of hydraulic conductivity K is split, in general, into two parts, the intrinsic or saturated
hydraulic conductivity tensor Ks and the relative hydraulic conductivity Kr:

K(ψ) = KsKr(ψ). (2)

The intrinsic hydraulic conductivity tensor Ks depend on the material of the porous media.
The relative hydraulic conductivity is a function of the pressure head controlling the behavior of ground-

water flow within the porous media and it is defined as

Kr(ψ) =

{
1 if ψ ≥ ψe,
Ke,law(ψ) otherwise

where Ke,law is given by empirical laws, see Table 1 and Figure 1. The quantity ψe, corresponding to the
entry of the air pressure, the pressure head transition value between the saturated and unsaturated zones.
The saturated zone corresponds to ψ ≥ ψe and the unsaturated zone to ψ < ψe. The water table corresponds
to ψ = ψe by definition.

The water content law is expressed in terms of the effective saturation Se:

Se(ψ) =
θ(ψ)− θr
θs − θr

, (3)

where θr is the residual water content and θs is the saturated water content corresponding to the minimal
and maximal saturation, respectively. The effective saturation is defined as follows

Se(ψ) =

{
1 if ψ ≥ ψe,
Se,law(ψ) otherwise,

where Se,law is given by empirical laws, see Table 1 and Figure 1.

Remark 1.1. The non-linear behavior of the constitutive laws Se,law and Kr,law (see Table 1 and Figure 1)
are responsible of the fails of the convergence of the numerical methods and a particular attention have been
done. In particular, we have

• in the saturated zone, hydraulic properties remain constant and RE becomes an elliptic equation char-
acterized by fast diffusion.

• in the unsaturated zone, hydraulic properties approach very close to zero, which halts diffusion and can
cause numerical inconvenience.
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Name Expression Parameters

Gardner-Irmay

relations (1958) [24]

Se = e
αψ
m

Kr = eαψ
α : pore-size distribution

m : tortuosity

Vachaud’s

relations (1971) [41]

Se =
C

C + |ψ|D

Kr =
A

A+ |ψ|B

A,B : Empirical shape parameters

C,D : Empirical shape parameters

Van Genuchen-Mualen

relations (1980) [42]

Se = (1 + (α|ψ|)n)
−m

Kr = Sle

(
1−

(
1− S

1
m
e

)m)2

l = 0.5 : pore connectivity

α : linked to air entry pressure inverse

n > 1 : pore-size distribution

m = 1− 1

n
: pore-size distribution

Table 1: Hydraulic relations for hydraulic conductivity and effective saturation.
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Figure 1: Hydraulic laws for effective saturation and hydraulic conductivity.
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• for a specific set of parameters, when ψ → 0−, constitutive laws may display extremely steep gradients.

To overcome, regularization techniques can be employed as in [15], for instance, which make slight modifica-
tions to the functions to avoid some types of degeneracy to improve convergence properties. In this paper, we
will see that in the framework of DG, we show that whenever some numerical parameters are well-chosen,
the modification of such constitutive laws is not necessary.

Equation (1) together with Equation (2) and Equation (3) can be completed with Dirichlet and/or
Neumann boundary conditions as done in this work. One can also use more realistic boundary condition in
view of real life simulation, such as the seepage boundary condition (we refer to [9] for details).

2 Numerical methods

This section focus on the presentation of the numerical solution of RE using DG methods. The solution is
sought within a trial space due to the similarity of these methods to Finite Element (FE) methods, resulting
in a weak problem.

Let d ∈ {1, 2, 3} be the space dimension, the porous medium can be represented by the computational
domain Ω ⊂ Rd of boundary ∂Ω = ΓD ∪ ΓN for which the subscript D and N stands for, respectively,
Dirichlet and Neuman. Let T ∈ R∗+ be the final time.

The problem is:
Find h(x, t) : Ω× (0, T )→ R such that:

∂tθ(h− z)−∇ · (K(h− z)∇h) = 0 , in Ω× (0, T ),

h = h0 , in Ω× {0},
h = hD , on ΓD × (0, T ),

−K(h− z)∇h · n = qN , on ΓN × (0, T )

(PNL)

where h ∈ L2(Ω× (0, T )) represents the solution of RE. Additionally, h0 ∈ L2(Ω), hD ∈ L2(ΓD; (0, T )), and
qN ∈ L2(ΓN ; (0, T )) correspond to the initial condition, the Dirichlet boundary condition, and the Neumann
boundary condition, respectively.

The matrix-valued function K depends monotonically on h, is symmetric positive definite, and is uniformly
bounded below and above (see Equation (2), Table 1 and Figure 1). Similarly, the function θ, also depends
monotonically on h, is uniformly bounded below and above (see Equation (3), Table 1 and Figure 1). Both
K and θ are continuous functions within a given porous medium but may be discontinuous at the interface
of heterogeneous materials.

2.1 Settings

The time duration (0, T ) is subdivided into N time intervals such that 0 = t0 < t1 < · · · < tN = T .
Let n ∈ N, 0 < n < N , if the time interval Tn = [tn, tn+1] is considered, the corresponding time step is
∆tn = tn+1 − tn.

Let us define En a partition of the computational domain Ω valid for all t ∈ Tn. For the sake of simplicity,
it is assumed that Ω is a polygonal domain in two space dimensions so that En covers Ω exactly. The mesh
En is composed of quadrilateral and triangular elements not necessarily conformal.

For all elements E ∈ En, dE is its diameter defined as the ratio between its surface (sE) and perimeter
(pE) and dn := maxE∈En(dE).

The set of all open faces of all elements E ∈ En is denoted by F . Moreover, one can define two subsets
of F , F∂ for the boundary faces and F in for the interior faces:

F∂ :=
⋃

F∈∂Ω

F and F in := F\F∂ .

5



E1 E2

E3 E4 E5

E7

E6

1 2 3

4

5

6

7

8

9

10 11

12

13

14 15

16

17

18

19

(a) Representation of En, F∂ (dashed
lines) and F in (solid lines)

• •

••

•

E5

E7

n
F

3

nF4

n
F

1
9

nF17

nF16

n
F
1
8

(b) Description of E5 and E7 and their
normal vectors

Figure 2: Exemple of a mesh.

For a given element E ∈ En, there exists a set of face FE := {F ∈ F|F ∈ ∂E} which defines boundaries
of E. Then for all interior faces of E, i.e. ∀F ∈ FE ∩ F in, there exists a neighboring element Er such that
E ∩ Er = F . Consequently the normal unit vector nF := (nx, ny)T pointing from E to Er can be defined.
An exemple of interior face is given Figure 2a. Moreover for all boundary faces of E, i.e. ∀F ∈ FE ∩ F∂ ,
there exists E∂ a fictitious element such that E∩E∂ = F . Consequently, the normal unit vector nF pointing
always from E to E∂ can be defined.

Example 2.1. Figure 2a gives a graphical representation for an example mesh composed of triangles and
quadrilaterals. In this exemple the mesh is composed of 7 elements, i.e. En = {Ei, i ∈ 1, . . . , 7}. Thus the
set of faces F = {Fi, i ∈ 1, . . . , 19} is defined. It can be split into two subsets, the first one F∂ = {Fi, i ∈
1, . . . , 9} boundary faces of F , depicted with dashed lines on Figure 2. The second one F in = {Fi, i ∈
10, . . . , 19} interior faces of F . Figure 2b gives graphical representation for two elements E5 and E7. Faces
are also depicted with their normal vectors.

Let two neighbouring elements El and Er sharing one face F ∈ F . There are two traces of a function v
on El (vl) and on Er (vr):

vl(x) := lim
ε→0−

v(x + εnF ) and vr(x) := lim
ε→0+

v(x + εnF ), ∀x ∈ F.

In addition, on any boundary faces F ∈ F∂ the trace of v is only defined on the left side of the face:

vl(x) := lim
ε→0−

v(x + εnF ), ∀x ∈ F

Using these trace definitions, one can define the jump and the average on any face of the mesh (as displayed
in 1D on Figure 3). On an interior face F ∈ F in, the jump and the average are respectively defined as:

∀x ∈ F, JvK(x) := vr(x)− vl(x) and ⦃v⦄(x) :=
1

2

(
vr(x) + vl(x)

)
.

Moreover, on a boundary face F ∈ F∂ , the jump and the average are respectively defined as:

∀x ∈ F, JvK(x) := vl(x) and ⦃v⦄(x) := vl(x).

The solution of Problem (PNL) is sought in a subspace of the well-known broken Sobolev space, taken to
be:

Vp(En) :=
{
v ∈ L2(Ω)

∣∣ v|E ∈ Pp(E), ∀E ∈ En
}
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Figure 3: Definition of the mean and jump operators for two elements El and Er in 1D.

where Pp(E) stands for the set of polynomial functions of degree less than or equal to p ∈ N on E. It is
called the DG space. For more detailed and general definitions of this set, see [31].

2.2 Semi-discrete weak formulation

Keeping in mind that
∀u, v ∈ VP (En), JuvK = JuK⦃v⦄ + ⦃u⦄JvK,

assuming that the flux of RE is continuous at the interfaces of elements:

∀F ∈ F , JK(h− z)∇h · nFK|F = 0,

the Neumann boundary condition arises naturally in the weak formulation, multiplying Problem (PNL) by
a test function ϕ ∈ Vp(En) and integrating on each element of E , we get

∑
E∈E

∫
E

∂tθ(h− z)ϕdE +
∑
E∈E

∫
E

(K(h− z)∇h) · ∇ϕdE

−
∑
F∈F in

∫
F

⦃(K(h− z)∇h) · nF⦄JϕKdF −
∑
F∈FD

∫
F

(K(h− z)∇h) · nFϕdF

+
∑
F∈FN

∫
F

qNϕdF = 0, , on t ∈ (0, T )

∑
E∈E

∫
E

hϕdE =
∑
E∈E

∫
E

h0ϕdE,

h = hD , on ΓD × (0, T ) .

(4)

To enforce the continuity of the solution and the Dirichlet boundary condition, two penalty terms are added:

JI(h, ϕ) :=
∑
F∈F in

1

2

(
σinE
dE

+
σinEr
dEr

)∫
F

JhKJϕKdF (5)

JD(h, ϕ) :=
∑
F∈FD

σ∂E
dE

∫
F

(h− hD)ϕdF (6)

where, JI represents the penalization terms that constrain the continuity of the solution on the interior of
the domain, and, JD for the Dirichlet boundary conditions. σinE and σ∂E are the penalization parameters for
the interior and for the Dirichlet boundary condition where, we recall that, dE is the diameter of an element
E.

Remark 2.1. This method is known as the IIPG method [9, 34]. The role of these parameters is essential to
ensure the convergence of the method and will be studied in Section 3 for the first time, up to our knowledge,
in the non-linear case. The linear case has been dealt in [16].
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Using Equation (5) and Equation (6) in Equation (4), the semi-discrete non-linear weak formulation of
Problem (PNL) is, ∀ t ∈ Tn,{

Find h ∈ Vp(En) such that :

mn(∂tθ(h− z), ϕ) + an(h, ϕ;h) = ln(ϕ), ∀ϕ ∈ Vp(En),
(PNLSD)

where mn, an, and ln are given by:

mn(q, ϕ) =
∑
E∈En

∫
E

qϕdE (7)

an(h, ϕ;h) =
∑
E∈En

∫
E

(K(h− z)∇h) · ∇ϕdE

−
∑
F∈F in

∫
F

⦃(K(h− z)∇h) · nF⦄JϕKdF+
∑
F∈F in

1

2

(
σinE
dE

+
σinEr
dEr

)∫
F

JhKJϕKdF

−
∑
F∈FD

∫
F

(K(h− z)∇h) · nFϕdF+
∑
F∈FD

σ∂E
dE

∫
F

hϕdF

(8)

ln(ϕ) =
∑
F∈FD

σ∂E
dE

∫
F

hDϕdF−
∑
F∈FN

∫
F

qNϕdF . (9)

2.3 Time discretization

The aim of this section is to present the time discretisation through the implicit BDF method for Prob-
lem (PNLSD). In the following, we make use of notation: ∀n ∈ N, un(x) := u(x, tn), for any function
u ∈ L2(Ω× (0, T )). Let us recall that the time step is defined by ∆tn = tn+1 − tn and the time interval by
Tn = [tn, tn+1].

Due to their stability properties, the BDF methods are commonly used to solve stiff differential equations
such as Problem (PNL). These linear multi-step methods allows to construct time approximation up to order
q ≤ 6. The analysis of these methods can be found in [38]. The 1-step BDF method corresponds to the
classical backward Euler scheme. BDF methods have been used in [26, 18] up to 6th-order. BDF methods
are well-known to balance space and time errors and particularly well-designed in combination with DG
methods. BDF methods can constructed both with a constant time step [38] or a variable [23]. The case of
variable time step is more pertinent for Problem (PNLSD) concerned. The method of order q is derived from
the Newton interpolation polynomial of degree q, which interpolates hj at time tj for j = n+1, . . . , n+1−q,
using the method of divided difference.

The backward divided difference for a given function y is defined by a recursive division process:

δ0yn+1 = [yn+1] = yn+1,

δ1yn+1 = [yn+1, yn] =
δ0yn+1 − δ0yn

∆tn
=
yn+1 − yn

∆tn
,

δ2yn+1 = [yn+1, yn, yn−1] =
δ1yn+1 − δ1yn

∆tn + ∆tn−1
=

yn+1−yn
∆tn − yn−yn−1

∆tn−1

∆tn + ∆tn−1
,

...

δjyn+1 = [yn+1, yn, . . . , yn+1−j ] =
δj−1yn+1 − δj−1yn∑j−1

k=0 ∆tn−k
.

For a given Ordinary Differential Equation (ODE), for instance du
dt = f(u, t) with initial condition, the

8



Order q 1 2 3 4 5 6

Maximum swing ∆tn+2/∆tn+1 − 2.6 1.9 1.5 1.2 1.05

Table 2: Maximum swing ∆tn+2/∆tn+1 for BDF methods with variable time steps.

implicit BDF method of order q is given by:

q∑
j=1

(
j−1∏
k=1

(
k−1∑
l=0

∆tn−l

))
δjun+1 =

q∑
j=0

αq,ju
n+1−j = f(un+1, tn+1),

⇐⇒ αq,0u
n+1 − f(un+1, tn+1) = −

q−1∑
j=0

αq,j+1u
n−j

where αq,j are the linear combination coefficients obtained from the divided differences of u. For instance,
for the 2-order BDF method, the coefficients are:

α2,0 =
1

∆tn
+

1

∆tn + ∆tn−1
,

α2,1 = − 1

∆tn
− 1

∆tn + ∆tn−1
− ∆tn

∆tn−1(∆tn + ∆tn−1)
,

α2,2 =
∆tn

∆tn−1(∆tn + ∆tn−1)
.

Remark 2.2 (Stability). BDF methods of order 1 and 2 are A-stable, and L-stable [11]. BDF methods of
order 3 to 6 are A(α)-stable where α decreases as the order increases [21]. BDF methods of order q > 6
are unconditionally unstable. The use of variable time steps is recommended to enhance the stability of the
method. In practical applications, variations in time step sizes are limited by an upper bound known as the
swing factor to ensure stability and robustness Table 2 (see [36]). In the following, swing factors are used.

Applying the BDF method to Problem (PNLSD), we get
Find a sequence of (hn)0≤n≤N ∈ Vp(En) such that :

mn

 ∂θ(ψ)

∂ψ

∣∣∣∣
ψn+1

q∑
j=0

αq,jh
n+1−j , ϕ

+ an(hn+1, ϕ;hn+1) = Ln(ϕ), ∀ϕ ∈ Vp(En).
(PNLFD)

where mn, an and ln are given, respectively, by Equation (7), Equation (8), Equation (9) with ψ = h− z.
The time integration method needs an initialization step to compute the solution for further time steps.

The initialization uses the prescribed initial condition to start the first time step. A direct and simple way
is to write the corresponding discontinuous weak formulation:

Find h0 ∈ Vp(E0) such that: m0(h0, ϕ) = f0(ϕ),

where m0 is defined by Equation (7) and f0 is the linear form defined by:

f0(ϕ) =
∑
E∈E0

∫
E

h0ϕdE, ∀ϕ ∈ Vp(E0).

2.4 Non-linear iterative process

Problem (PNLFD) being non-linear, several iterative methods can be used such as the Newton-Raphson
method or the classical first-order fixed point method Picard’s method. Due to the strong non-linearities of
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the constitutive laws Equation (2) and Equation (3) (see also Remark 1.1), the convergence of the iterative
methods may fails [25, 27]. We will see in Section 3 that in the case of IIPG methods one can enhance the
convergence of the iterative methods, at least in the case of a Picard’s fixed point method, whenever the
penalization terms Equation (5) and Equation (6) are well-chosen. Therefore, in what follows, we present
the Picard’s fixed point method for Problem (PNLFD).

Linearization of Problem (PNLFD) is done by a Picards’ iterative procedure. For k = 0, . . . , the problem
is: 

For a given hn+1,k ∈ Vp(En), find hn+1,k+1 ∈ Vp(En) such that , ∀ϕ ∈ Vp(En) :

mn

(
∂θ(ψ)

∂ψ

∣∣∣∣
ψn+1,k

αq,0h
n+1,k+1, ϕ

)
+ an(hn+1,k+1, ϕ;hn+1,k) =

ln(ϕ)−mn

 ∂θ(ψ)

∂ψ

∣∣∣∣
ψn+1,k

q−1∑
j=0

αq,j+1h
n−j , ϕ

 .

(PLFD)

where mn, an and ln are given, respectively, by Equation (7), Equation (8), Equation (9) with ψ = h − z.
hn−j stands for the solution at the rank k of the iterative process.

The global algorithm of the Picard’s fixed-point iteration, for a positive n, is:

1. Start with an initial guess hn+1,0;

2. Compute the solution of Problem (PLFD) with hn+1,0 to get hn+1,1;

3. Start again with hn+1,1;

4. . . .

5. Compute the solution of Problem (PLFD) with hn+1,k to get hn+1,k+1;

6. Start again with hn+1,k+1 until the stopping criteria are satisfied;

7. Set hn+1 = hn+1,k+1.

The stopping criterion is one important choice in determining accuracy for a non-linear iterative process.
For RE, the stopping criterion can be specified in terms of absolute error for pressure head or water content

between two successive iterations [9]. For this study, we have used:
‖rn(h,ϕ)‖L2(Ω)

‖an(h,ϕ)‖L2(Ω)
< ε1 and

‖δk‖L2(Ω)

‖hk‖L2(Ω)
< ε2,

where δk = hk−hk−1 and rn(h, ϕ) = mn(∂th, ϕ;h)+an(h, ϕ;h)−ln(ϕ). ε1 and ε2 are user-defined tolerances.
These two criteria are relative and independent of the characteristic quantities of the problem.

2.5 Adaptive time stepping

Time adaptation is motivated by the convergence of the nonlinear solver. On one hand, transient simulations
have difficulties to converge if the time step is too large but, on the other hand, shorter time steps mean more
time steps and so, a longer computational time. That is the reason why time adaptation is very attractive
and common for Richards’ equation. Different strategies can be used to adjust the time step [19, 3, 29], either
heuristic and mainly based on convergence performance of the nonlinear solver or rational and based on error
control. The latter ones are generally more efficient but heuristic methods remains a relevant approach due
to their simplicity.

In this study, the time step is adjusted heuristically based on the number of iterations Nit from the
nonlinear solver, as discussed in [39, 3]. The size of the time step directly influences the convergence of the
solver. The simulations start with a time step ∆t0, and subsequent time steps are calculated according to the
following rule: the time step remains unchanged if convergence is achieved between mit and Mit nonlinear
iterations; it is increased by an amplification factor λamp > 1 if convergence is achieved in fewer than mit
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nonlinear iterations; and it is decreased by a reduction factor λred < 1 if convergence requires more than Mit

nonlinear iterations. If convergence fails due to solver issues (poor initial guess, bad condition number) or
exceeds a prescribed maximum bound Wit, the time step is recalculated using a reduced step size (λred < 1).
The calculation of the next time step ∆tn+1 from the previous one ∆tn follows this time-stepping scheme:

∆tn+1 =


λamp∆t

n if Nit ≤ mit,

∆tn if mit < Nit ≤Mit,

λred∆t
n if Mit < Nit ≤Wit,

∆tn = λred∆t
n if Nit > Wit or if the solver has failed (time step is started again),

with Nit the number of nonlinear iterations.

Remark 2.3. By studying the full-time-dependent problem, as done in Section 3 in the case of the steady
problem, the time step can be adjusted automatically and this work is in progress.

Remark 2.4. In the numerical code RIVAGE , Adaptive Mesh Refinement can be also employed. We refer
to [17, 20, 1, 9, 8] for more details.

3 Theoretical study and estimation of the optimal penalization
parameters

In this section, we present the main result of this work, namely, the way to get a convergent iterative scheme
by constructing a robust method to compute automatically the penalization parameters (see Equation (5)
and Equation (6)). This is achieved by studying the theoretical properties and convergence of the solution
of the discrete problem Problem (PNLFD) to the mathematical problem Problem (PNL). To this end and
for the sake of simplicity, we will consider a toy model similar to the stationary RE for which we study, as
depicted in Section 3,

1. the existence and uniqueness of the weak solution to the non-linear problem in Section 3.2.

2. the existence and uniqueness of the weak solution to the discrete linearized problem in Section 3.3.

3. the method to compute optimal penalization parameters to ensure the convergence of the non-linear
solver at the discrete level in Section 3.4.

4. the convergence of the discrete linearized weak problem to the continuous linearized weak problem in
Section 3.5

Proofs of this section are given in Appendix A and can be easily extended to several space dimensions.
However, since the computations are rather technical to get the optimal penalization parameters in the
two-dimensional case, for the sake of completeness, the 2D case for the existence and uniqueness of the weak
solution to the discrete linearized problem is considered in Section 3.3. We will see that the construction of
the optimal penalization parameters is essentially based on the constants appearing in the discrete continuity
and the discrete coercivity of the operator.

3.1 Toy model

Let us consider the following toy problem (P) on the interval Ω = [a, b] ⊂ R:

For a given f ∈ L2(Ω), find u(x) : Ω −→ R such that :{
− (A(x, u, u′))′ = f , in Ω

u = 0 , on ∂Ω
(P)
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(W) : Non-linear weak problem (W̃) : Linearized weak problem

(W̃h) : Discretized linearized weak problem

∃! solution to (W̃h)

Linearization :

Fixed-point method

Discretization :
DG method (IIPG)

Convergence from
discrete to continuous

∃! Fixed-point’s solution

Figure 4: Scheme of the general proof.

with A(x, s, ξ) = K(x, s)ξ where the real function K intends to mimick the properties of K (Equation (2)).
Following [4] and in view of the properties of K (Equation (2)), assuming that{

∃K0,K1 ∈ R∗+ , K0 ≤ K(x, ū) ≤ K1 , ∀x ∈ Ω, ∀ū ∈ R
∃Klip ∈ R+ , |K(x, ū1)−K(x, ū2)| ≤ Klip|ū1 − ū2| , ∀x ∈ Ω, ∀(ū1, ū2) ∈ R2

, (H1)

we deduce that A is straightforwardly a Carathéodory function, that we recall hereafter,

(1) ∃α > 0 s.t. (A(x, s, ξ)−A(x, s, 0))ξ ≥ α|ξ|2,
(2) ∃β > 0, ∃h ∈ L2(Ω) s.t. |A(x, s, ξ)| ≤ β(h(x) + |s|+ |ξ|),
(3) ∃γ > 0 s.t. (A(x, s, ξ)−A(x, s, η))(ξ − η) ≥ γ|ξ − η|2,
(4) ∃δ > 0, ∃h ∈ L2(Ω) s.t. |A(x, s, ξ)−A(x, t, ξ)| ≤ δ|s− t|(h(x) + |ξ|+ |s|+ |t|).

(H2)

This problem can be cast into the weak formulation by multiplying by a test function v ∈ H1
0 (Ω) and

integrating over Ω:

Find u ∈ H1
0 (Ω) such that : a(u, v) = l(v), ∀v ∈ H1

0 (Ω) (W)

where

a(u, v) =

∫
Ω

K(x, u)u′v′dx, l(v) =

∫
Ω

fvdx.

Problem (P) being non-linear, we use the Picard’s iterations method as in Problem (PNLFD) to get{
For a given ū ∈ L2(Ω), find u ∈ H1

0 (Ω) such that :

ã(u, v; ū) = l(v), ∀v ∈ H1
0 (Ω)

(W̃)

with

ã(u, v; ū) =

∫
Ω

K(x, ū)u′v′dx .

Given ū0, we solve the Problem (W̃) with ū = ū0 to obtain u1. Then, we solve the Problem (W̃) with ū = ū1

to obtain u2 and so on. The sequence of solutions of the linearized problem is denoted by (un)n∈N and its
limit when n goes to infinity is expected to be the solution to the non-linear Problem (W). In the following
we note un+1 = T (un) the fixed point.
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I0 In IN−1

0 = x0
x1 xn xn+1 xN−1 xN = 1

Figure 5: Representation of Eh in the one-dimension case.

3.2 Existence and uniqueness of the weak solution to the non-linear Prob-
lem (W)

The first step is to show that Problem (W) has a unique solution in H1
0 (Ω). The existence of solution

of Problem (W) can be achieved by using the Schauder fixed-point theorem to the operator T while the
uniqueness can be obtained through the technique proposed in [4].

Thus, we have

Lemma 3.1 (Existence of a solution to Problem (W)). Under Hypothesis (H1), ∃u ∈ H1
0 (Ω);T (u) = u.

Then, one can obtain uniqueness through the following result

Lemma 3.2 (Uniqueness of the solution to Problem (W)). Under Hypothesis (H1), the solution u ∈ H1
0 (Ω)

of Problem (W) is unique.

These results hold for the dimension d 6 3 and the proofs are rather classical and left to the reader.

3.3 Existence and uniqueness of the weak solution to the discrete linearized
Problem (W̃)

One-dimensional case

To solve numerically Problem (W̃), we use DG methods as in Section 2. Let 0 = x0 < ... < xN = 1
be a partition Eh of Ω and denote In = [xn, xn+1] a sub-interval. The size of a sub-interval is defined as
|In| := h = 1

N , ∀n ∈ {0, .., N − 1} with N the number of elements in the partition. The solution is sought
in the DG space Vp0 (Eh) defined as:

Vp0 (Eh) =
{
v ∈ L2(Ω)

∣∣ v|∂Ω = 0; v|In ∈ Pp(In), ∀In ∈ Eh
}
⊆ L2(Ω)

As in Section 2, we define

v(x+
n ) = lim

ε→0
ε>0

v(xn + ε), v(x−n ) = lim
ε→0
ε>0

v(xn − ε),

JvKxn = v(x−n )− v(x+
n ), ⦃v⦄xn =

1

2

(
v(x−n ) + v(x+

n )
)
, ∀n ∈ {1..N − 1},

and
JvKx0 = −v(x+

0 ), ⦃v⦄x0 = v(x+
0 ), JvKxN = v(x−N ), ⦃v⦄xN = v(x−N ).

The DG space Vp0 (Eh) is associated with the norm:

‖v‖2 =

N−1∑
n=0

‖v′‖2In +

N∑
n=0

1

h
JvK2

xn =

N−1∑
n=0

‖v′‖2In + |v|2J (10)

where ‖ · ‖In is the usual norm L2(In) and |v|2J :=
∑N
n=0

1
hJvK2

xn is the jump semi-norm. With this definition
of the norm, jumps are controlled. One can observe that ‖ · ‖ is a norm on Vp0 (Eh). One can note that
Vp0 (Eh) is a complete Banach space, i.e., a complete normed vector space for ‖ · ‖. Lastly the concept of
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broken gradient is introduced to specify when only the regular part of the gradient is considered. The broken
gradient ∇h : Vp0 (Eh)→ L2(Ω) is defined such that, for all v ∈ Vp0 (Eh),

∀E ∈ Eh, (∇hv)|E := ∇(v|E).

The linearized weak formulation Problem (W̃) can be discretized using the IIPG formulation as in
Section 2 to get {

For a given ū ∈ Vp0 (Eh), find uh ∈ Vp0 (Eh) such that :

ãh(uh, vh; ū) = lh(vh), ∀vh ∈ Vp0 (Eh)
(W̃h)

with

ãh(uh, vh, ū) =

N−1∑
n=0

∫
In

K(x, ū)u′hv
′
hdx−

N∑
n=0

⦃K(x, ū)u′h⦄xnJvhKxn (11)

+
σ0

h
JuhKx0JvhKx0 +

N−1∑
n=1

σn−1 + σn
2h

JuhKxnJvhKxn +
σN
h

JuhKxN JvhKxN ,

lh(vh) =

∫
Ω

fvhdx.

At the discrete level, one can write Hypothesis (H1) as follows: for all n ∈ {0, ..., N − 1} :{
∃K(n)

0 ,K
(n)
1 ∈ R∗+, ∀x ∈ In, ∀ū ∈ R, K

(n)
0 ≤ K(x, ū) ≤ K(n)

1 ;

∃K(n)
lip ∈ R+, ∀x ∈ In, ∀(ū1, ū2) ∈ R2, |K(x, ū1)−K(x, ū2)| ≤ Klip|ū1 − ū2|

(Hn)

where
K1 := min

n=0,...,N−1
K

(n)
1 , K0 := max

n=0,...,N−1
K

(n)
0 and Klip = max

n=0,...,N−1
K

(n)
lip .

Existence and unicity for the solution to Problem (W̃h) is obtained using the Lax-Milgram theorem. We
have the following result:

Theorem 3.1 (Existence and uniqueness of the weak solution to the discrete linearized Problem (W̃h)).
Under Hypothesis (Hn) for all n, for a given ū ∈ Vp0 (Eh), then ∃!u ∈ Vp0 (Eh) such that ãh(uh, vh; ū) =
lh(vh), ∀vh ∈ Vp0 (Eh).

This existence and uniqueness result is obtained thanks to the below-following lemmas.

Lemma 3.3 (Discrete coercivity of ãh). Under Hypothesis (Hn) for all n, for any vector of positive numbers
ε = (ε(n))n=0,...,N−1, there exists a constant C∗(ε) > 0 such that

∀uh ∈ Vp0 (Eh), ãh(uh, uh; ū) ≥ C∗(ε)‖uh‖2

if


ε(n) < 2, ∀n ∈ {0, ..., N − 1}
σn > σ∗n, ∀n ∈ {1, ..., N − 1}
σ0 > σ∗0

σN > σ∗N

with



σ∗n =
(K

(n)
1 C

(n)
tr,p−1)2

2ε(n)K
(n)
0

, ∀n ∈ {1, ..., N − 1}

σ∗0 =
(K

(0)
1 C

(0)
tr,p−1)2

ε(0)K
(0)
0

σ∗N =
(K

(N−1)
1 C

(N−1)
tr,p−1 )2

ε(N−1)K
(N−1)
0

and

C∗(ε) = min
{

min
n=0,..,N−1

(
K

(n)
0 (1− ε(n)

2
)
)
, σ0 − σ∗0 , σN − σ∗N , min

n=1,..,N−1

(σn − σ∗n
2

)}
.
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Lemma 3.4 (Discrete continuity of ãh). Under Hypothesis (Hn) for all n, for any vector of positive numbers
ε = (ε(n))n=0,...,N−1, there exists a constant C̃(ε) > 0 such that

∀uh, vh ∈ Vp0 (Eh), |ãh(uh, vh; ū)| ≤ C̃(ε)‖uh‖ ‖vh‖

where

C̃(ε) = max
n=0,...,N−1

(
K

(n)
1

)
+

√
max

n=0,...,N−1

(
2ε(n)K

(n)
1

)
max

(
σ∗0 , σ

∗
N , max

n=1,...,N−1

(
σ∗n
2

))
+ max

(
σ0, σN , max

n=1,...,N−1

(σn
2

))
.

Lemma 3.5 (Discrete continuity of lh). There exists a constant B > 0 such that ∀vh ∈ Vp0 (Eh), ‖lh(vh)‖ ≤
B‖vh‖.
Remark 3.1. Trace constant involved in bounds for penalization parameters are a function of the polynomial
degree p, the type of polynomial basis used. In the one-dimensional case, with an orthonormal basis and for
u ∈ Vp0 (Eh), the trace constant for In is given by:

C
(n)
tr,p := p+ 1.

Proofs of Lemmas 3.3, 3.4, 3.5 can be found in Appendix A . The proof of Theorem 3.1 is a straightforward
application of the Lax-Milgram theorem and is left to the reader.

Two-dimensional case

We propose to extend the previous results to the dimension 2. Let us consider the two-dimensional extension
of Problem (W̃h) {

For a given ū ∈ Vp0 (Eh),find uh ∈ Vp0 (Eh) such that , ∀vh ∈ Vp0 (Eh) :

ãh(uh, vh; ū) = lh(vh).
(W̃2

h)

where

ã(uh, vh; ū) =
∑
E∈En

∫
E

(K(x, ū)∇uh) · ∇vhdE −
∑
F∈F

∫
F

⦃(K(x, ū)∇uh) · nF⦄JvhKdF

+
∑
F∈F in

1

2

(
σinE
dE

+
σinEr
dEr

)∫
F

JuhKJvhKdF +
∑
F∈FD

σ∂E
dE

∫
F

uhvhdF

lh(vh) =

∫
Ω

fvhdx.

The two-dimensional version of the discrete hypothesis on K is given by: For all E ∈ E :{
∃KE

0 ,K
E
1 ∈ R∗+, ∀x ∈ E, ∀ū ∈ R, KE

0 ≤ ‖K(x, ū)‖2 ≤ KE
1 ; (H2

E)

with ‖K‖2 = maxi=1,2 (Kii). In addition, K1 = maxE∈E K
E
1 and K0 = minE∈E K

E
0 denotes global bound of

K.
The DG space is associated with the following norm:∥∥v∥∥2

:=
∑
E∈E

∥∥v∥∥2

E
+
∑
F∈F in

(
1

dE
+

1

dEr

)∥∥JvK∥∥2

F
+
∑
F∈F∂

1

dE

∥∥JvK∥∥2

F
=
∑
E∈E

∥∥v∥∥2

E
+ |v|2J

where
∥∥v∥∥2

E
is the usual L2 norm on E,

∥∥v∥∥2

F
is the L2 norm on F and |v|2J is the jump semi-norm. This

norm has the same characteristics as in the one-dimensional case. We obtain the following result
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Theorem 3.2 (Existence and uniqueness of the weak solution to the discrete linearized Problem (W̃2
h)).

If K satisfies Hypothesis (H2
E) for all E ∈ E and for a given ū ∈ Vp0 (Eh), then ∃!u ∈ Vp0 (Eh) such that

ãh(uh, vh; ū) = lh(vh), ∀vh ∈ Vp0 (Eh).

As before, This result is a consequence of the Lax-Milgram theorem through the following lemmas:

Lemma 3.6 (Discrete coercivity of ãh). If K satisfies Hypothesis (H2
E) for all E ∈ E and for any vector of

positive numbers ε = (εE)E∈E , there exists a constant C∗(ε) > 0 such that

∀uh ∈ Vp0 (Eh), ãh(uh, uh; ū) ≥ C∗(ε)‖uh‖2

if


εE < 2, ∀E ∈ E
σinE > σin,∗E and σinEr > σin,∗Er

, ∀F ∈ F in

σ∂E > σ∂,∗E , ∀F ∈ F∂
with ∀E ∈ E


σin,∗E =

DE
(
KE

1 C
E
tr,p−1

)2
4εEKE

0

σ∂,∗E =
DE

(
KE

1 C
E
tr,p−1

)2
2εEKE

0

and DE is the number of edges of the element E. Moreover

C∗(ε) = min

{
min
E∈E

(
KE

0 (1− εE

2
)

)
,min
E∈E

(
σinE − σin,∗E

2

)
, min
F∈F∂

(
σ∂E − σ∂,∗E

)}
.

Lemma 3.7 (Discrete continuity of ãh). If K satisfies Hypothesis (H2
E) for all E ∈ E and for any vector of

positive numbers ε = (εE)E∈E , there exists a constant C̃(ε) > 0 such that

∀uh, vh ∈ Vp0 (Eh), |ãh(uh, vh; ū)| ≤ C̃(ε)‖uh‖ ‖vh‖

where

C̃(ε) = max
E∈E

KE
1 + max

{
max
E∈E

(
σinE
2

)
, max
F∈F∂

(
σ∂E
)}

+

√√√√2 max
E∈E

εEKE
1 max

{
max
E∈E

(
σin,∗E

2

)
, max
F∈F∂

(
σ∂,∗E

)}
.

Lemma 3.5 still holds in the two-dimensional case and is left to the reader. Proofs of Lemmas 3.2, 3.6
and 3.7 are similar to proofs in the one-dimensional case. The main difference is in the expression of trace
constants. In two dimensions, they are linked to the element’s shape. For an orthonormal basis and for
u ∈ Vp0 (Eh), the trace constant of E ∈ E is given by:

CEtr,p =


√

(p+ 1)(p+ 2)

2
, if E is a triangle,

p+ 1

2
, if E is a quadrilateral.

(12)

3.4 Optimal penalization parameters

Thanks to the previous results on the discrete linearized problem Problem (W̃h), one can now construct a
method to set automatically penalization parameters. They must be chosen to ensure the coercivity and
continuity of the linearized discrete problem, i.e. C∗(ε) > 0 and C̃(ε) > 0. Moreover, using Céa’s lemma 3.8,
they are set to minimize the distance between the weak and discrete solutions.
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Lemma 3.8 (Céa’s lemma). Let V be a real Hilbert space with the norm ‖ · ‖. Let a : V × V → R be a
bilinear form and l : V → R a linear form satisfying the Lax-Milgram theorem. Let Vh be a closed subspace
of V . Then there exists a unique uh ∈ Vh such that

∀ vh ∈ Vh, a(uh, vh) = l(vh) and ‖u− uh‖ ≤
C̃

C∗
‖u− v‖, ∀v ∈ Vh

where C̃ is the continuity constant and C∗ the coercivity constant.

Firstly as a reminder, positivity of continuity and coercivity constants enforce that for all n ∈ {0, ..., N −
1}, ε(n) < 2 and ∀n ∈ {0, ..., N}, σn > σ∗n. They are given by :

C∗(ε) = min
{

min
n=0,..,N−1

(
K

(n)
0 (1− ε(n)

2
)
)
, σ0 − σ∗0 , σN − σ∗N , min

n=1,..,N−1

(σn − σ∗n
2

)}
,

and

C̃(ε) = max
n=0,...,N−1

(
K

(n)
1

)
+

√
max

n=0,...,N−1

(
2ε(n)K

(n)
1

)√
max

(
σ∗0 , σ

∗
N , max

n=1,...,N−1

(
σ∗n
2

))
+ max

(
σ0, σN , max

n=1,...,N−1

(σn
2

))
.

For the sake of simplicity, let us consider that the variable ε is the same for every element: ∀n ∈ {0, ..., N −
1}, ε(n) = ε < 2, and in addition, because penalization parameters are bounded below, let us consider that
they are above the lower bound of an amount α constant for every element:

∀α > 1,∀n ∈ {1, ..., N − 1}, σn =
α

2ε
σ̃∗n, σ0 =

α

ε
σ̃∗0 , σN =

α

ε
σ̃∗N with σ̃∗n =

(K
(n)
1 C

(n)
tr,p−1)2

K
(n)
0

.

Using previous assumptions it can be noticed that C∗ and C̃ are functions of ε and α and can be rewritten:

C∗(α, ε) = min
{
K0(1− ε

2
),
α− 1

ε
σ̃0,

α− 1

ε
σ̃N , min

n=1,..,N−1

(α− 1

ε

σ̃n
4

)}
and

C̃(ε) = K1 +
√

2εK1

√
1

ε
max

(
σ̃∗0 , σ̃

∗
N , max

n=1,...,N−1

(
σ̃∗n
4

))
+
α

ε
max

(
σ̃0, σ̃N , max

n=1,...,N−1

(
σ̃n
4

))
.

One can see that two quantities are involved in the two previous definitions:

σ̃min = min
{
σ̃0, σ̃N , min

n=1,..,N−1

( σ̃n
4

)}
and σ̃max = max

{
σ̃0, σ̃N , max

n=1,..,N−1

( σ̃n
4

)}
to have the final write:

C∗(α, ε) = min
{
K0(1− ε

2
),
α− 1

ε
σ̃min

}
and C̃(α, ε) = K1 +

√
2K1σ̃max +

α

ε
σ̃max

These new expressions of C∗ and C̃ show that C∗ has two different states and C̃ is continuous concerning

α and ε. The aim of this section can now be reformulated as find α and ε such that γ(α, ε) =
C̃(α, ε)

C∗(α, ε)
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is minimal. First, C∗ and C̃ are studied separately, then γ is observed. C∗ has two different states, is
continuous and well defined for all (α, ε) ∈ (1,+∞)× (0, 2). It can be rewritten as follows:

∀(α, ε) ∈ (1,+∞)× (0, 2),

C∗(α, ε) =


α− 1

ε
σ̃min, if α ≤ α∗(ε)

K0(1− ε

2
), otherwise

with α∗(ε) =
K0

2σ̃min
ε(2− ε) + 1 .

C̃ is continuous and well defined for all (α, ε) ∈ (1,+∞)×(0, 2). C∗ and C̃ are now explicitly characterized

and now γ(α, ε) =
C̃(α, ε)

C∗(α, ε)
can be studied. (αopt, εopt) are looked for such that γ is minimal and it is given

by:

∀(α, ε) ∈ (1,+∞)× (0, 2),

γ(α, ε) =


ε

σ̃min(α− 1)

(
K1 +

√
2K1σ̃max

)
+

α

α− 1

σ̃max
σ̃min

, if α ≤ α∗(ε)

2

K0(2− ε)
(
K1 +

√
2K1σ̃max +

α

ε
σ̃max

)
, otherwise

γ is studied on its different open subdomains and the boundary between them. On D1, for all (α, ε) ∈
(α∗(ε),+∞)× (0, 2) it gives:

γ(α, ε) = a
1

2− ε + b
α

ε(2− ε) with a = 2
K1 +

√
2K1σ̃max
K0

and b = 2
σ̃max
K0

.

Then, looking at its variations, it gives that:

∂εγ(α, ε)


< 0 , if 0 < ε < ε∗

= 0 , if ε = ε∗

> 0 , if ε∗ < ε < 2

and ∂αγ(α, ε) =
b

ε(2− ε) > 0

with ε∗ =

√
b(2a+b)−b

a > 0. And finally noting that γ → +∞ when α → +∞ and when ε → 0 or ε → 2 it
gives that γ is minimal for ε = ε∗ and α→ α∗(ε∗).

On D2, for all (α, ε) ∈ (1, α∗(ε))× (0, 2) it gives:

γ(α, ε) =
ε

σ̃min(α− 1)

(
K1 +

√
2K1σ̃max

)
+

α

α− 1

σ̃max
σ̃min

.

Then, looking at its variations, it gives that:

∂εγ(α, ε) =
K1 +

√
2K1σ̃max

σ̃min(α− 1)
> 0and ∂αγ(α, ε) = − 1

(α− 1)2

(
ε

σ̃min

(
K1 +

√
2K1σ̃max

)
+
σ̃max
σ̃min

)
< 0.

And finally noting that γ → +∞ when α → 1 it gives that γ is minimal for α → α∗(ε). On the boundary
between D1 and D2, for all α = α∗(ε) and ε ∈ (0, 2) it gives:

γ(α∗(ε), ε) = a
1

2− ε + b
1

ε(2− ε) + c with a = 2
K1 +

√
2K1σ̃max
K0

, b = 2
σ̃max
K0

and c =
σ̃max
σ̃min

.

Then, looking at its variations, it gives that:

∂εγ(α∗(ε), ε)


< 0 , if 0 < ε < εopt

= 0 , if ε = εopt

> 0 , if εopt < ε < 2

with εopt =

√
b(2a+ b)− b

a
> 0.
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The expression of (αopt, εopt) can be summarized as follows:

εopt =

√
b(2a+ b)− b

a
with a = 2

K1 +
√

2K1σ̃max
K0

and b = 2
σ̃max
K0

and αopt =
K0

2σ̃min
εopt(2− εopt) + 1.

Finally in one dimension, the auto-calibration of penalization parameters is given by:

∀n ∈ {1, ..., N − 1}, σn =
αopt
2εopt

σ̃∗n, σ0 =
αopt
εopt

σ̃∗0 , σN =
αopt
εopt

σ̃∗N with σ̃∗n =
(K

(n)
1 C

(n)
tr,p−1)2

K
(n)
0

.

In two dimensions, the auto-calibration of penalization parameters is given by:
∀F ∈ F in, σinE =

αopt
2εopt

σ∗E , σ
in
Er =

αopt
2εopt

σ∗Er

∀F ∈ F∂ , σ∂E =
αopt
εopt

σ∗E

with σ∗E =
DE

(
KE

1 C
E
tr,p−1

)2
2εEKE

0

and DE the number of edges of the element E and CEtr,p−1 the trace constant defined in Equation (12).

3.5 Convergence of the discrete linearized weak problem to the continuous
linearized weak problem

Previously, it has been proven that the Problem (W̃h) has a unique solution. This problem is part of a fixed
point method, and it has been proven in Section 3.2 that this fixed point has a unique solution also. To solve
the non-linear weak formulation Problem (W), one step needs to be added to prove the well-posedness of the
problem. It is addressed in the following; the goal is to prove that the solution of Problem (W̃h) converges
towards the solution of Problem (W̃) and prove that the bilinear form ãh of Problem (W̃h) converges to
Problem (W).

The work in this section is based on the book of Di Pietro and Ern published in 2011 [31]. They proved
convergence in the case of a Symmetric Interior Penalty Galerkin method and sketch the proof in the case
of an Incomplete Interior Penalty method. The following study provides detailed proof of the IIPG case.

The key idea is to revisit the concept of consistency and introduce a new point of view based on asymptotic
consistency. This new form of consistency and the usual stability of the discrete bilinear form are the two
main ingredients for asserting convergence to the minimal regularity solutions. The discrete bilinear form
ah needs to be reformulated to consider only the contribution of K on the mesh elements, not the interfaces;
consequently, lifting operators are introduced. They map functions defined on mesh faces to functions defined
on mesh elements. In the context of DG methods, liftings act on interfaces and boundary jumps. Bassi,
Rebay et al. introduced them [2] in the context of compressible flows and analyzed by Brezzi, Manzini et al.
[5] in the context of the Poisson problem. Liftings have many useful applications. They can be combined
with the gradient to define discrete gradients. Discrete gradients play an essential role in the design and
analysis of DG methods. Indeed, they can be used to formulate the discrete problem locally on each element
using numerical fluxes.

Liftings: Definition

For any point xn, and for all ϕ ∈ L2({xn}) the lifting operator rpn : L2({xn}) −→ Vp0 (Eh) is defined as the
solution of the following problem:∫

Ω

rpn(ϕ)τhdx = ⦃τh⦄xnϕ(xn), ∀τh ∈ Vp0 (Eh).

For any v in Vp0 (Eh), the global lifting of its interface and boundary jumps is defined as follows:

Rph(JvK) :=

N∑
n=0

rpn(JvK) ∈ Vp0 (Eh).
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Discrete gradients: Definition

The discrete gradient operator Gph : Vp0 (Eh) −→ L2(In) is defined as follows: for all v in Vp0 (Eh),

Gph(v) := ∇hv −Rph(JvK). (13)

In addition, there exists a bound on the discrete gradient operator:

‖Gph(v)‖L2(Ω) ≤ α‖v‖ (14)

where ‖ · ‖ is the norm associated with the IIPG formulation defined Equation (10).

Theorem 3.3 (Regularity of the limit and weak asymptotic consistency of discrete gradients). Let p ≥ 0.
Let vh be a sequence in Vp0 (Eh) bounded by the ‖.‖-norm. Then, there is a function v ∈ H1

0 (Ω) such that as
h→ 0, up to a subsequence,

vh → v strongly in L2(Ω),

and for all p ≥ 0, the discrete gradients defined by Equation (13) are such that

Gph(vh) ⇀ v′ weakly in L2(Ω).

Proof of Theorem 3.3 is available in [31, pp. 194-195].
Because of the shape of the IIPG formulation, the modified discrete gradient operator Ĝph : Vp0 (Eh) −→ L2(In)
is defined as follows: for all v in Vp0 (Eh),

Ĝph(v) := ∇hv.
Using liftings and discrete gradients, surface contributions of the flux in Equation (11) are transformed to
volume contribution. It makes working with the bilinear form ãh easier. For a given ū ∈ Vp0 (Eh) it can be
rewritten as follows:

∀uh, vh ∈ Vp0 (Eh),

ãh(uh, vh; ū) =

N−1∑
n=0

∫
In

K(x, ū)∇huh∇hvhdx−
N∑
n=0

⦃K(x, ū)∇huh⦄xnJvhKxn + sh(uh, vh)

=

N−1∑
n=0

∫
In

K(x, ū)Ĝph(uh)∇hvhdx−
N∑
n=0

N−1∑
m=0

∫
Im

K(x, ū)rpn(JvhK)Ĝ
p
h(uh) + sh(uh, vh)

=

N−1∑
n=0

∫
In

K(x, ū)Ĝph(uh)∇hvhdx−
N−1∑
n=0

∫
In

K(x, ū)Rph(JvhK)Ĝ
p
h(uh) + sh(uh, vh)

=

N−1∑
n=0

∫
In

K(x, ū)Ĝph(uh)Gph(vh)dx+ sh(uh, vh)

with

∀uh, vh ∈ Vp0 (Eh), sh(uh, vh) =
σ0

h
JuhKx0JvhKx0 +

N−1∑
n=1

σn−1 + σn
2h

JuhKxnJvhKxn +
σN
h

JuhKxN JvhKxN .

Consider that (σn)n=0,...,N are chosen according to the Lemma 3.3 that implies discrete coercivity in the

‖.‖-norm, and hence well-posedness of the discrete linearized problem (Ṽh).
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Figure 6: Scheme of the whole loop of resolution with the different linearization methods

Definition 3.1 (Asymptotic adjoint consistency). The discrete bilinear form ah is asymptotically adjoint
consistent with the exact bilinear form a on Vp0 (Eh) if for any subsequence vh in Vp0 (Eh) bounded in the
‖.‖-norm and for any smooth function ϕ ∈ C∞0 (Ω), there is a subsequence ϕh in Vp0 (Eh) converging to ϕ in
the ‖.‖-norm and such that, up to a subsequence

lim
h→0

ah(vh, ϕh) = a(v, ϕ) =

∫
Ω

v′ϕ′dx

where v ∈ H1
0 (Ω) is the limit of the subsequence identified in Theorem 3.3.

Lemma 3.9 (Asymptotic adjoint consistency of ãh). The discrete bilinear form ãh of Problem (W̃h) is
asymptotically adjoint consistent with the exact bilinear form ã of Problem (W̃) on Vp0 (Eh).

Finally, we deduce the following result:

Theorem 3.4 (Convergence to minimal regularity solutions). Let p ≥ 1. Let uh be a sequence of approximate
solutions generated by solving the discrete linearized problem (Ṽh) with ãh defined by Equation (11) and with
penalty parameters ensuring coercivity. Then as h→ 0

uh −→ u strongly in L2(Ω)

∇huh −→ u′ strongly in L2(Ω)

|uh|J → 0

where u ∈ H1
0 (Ω) is the unique solution of the strong problem.

Proofs of Lemma 3.9 and Theorem 3.4 can be found in Appendix A .

3.6 Concluding results

In the current section, several theorems have been proven. It is proven that there exists a unique solution
to Problem (W) using Lemma 3.1 and Lemma 3.2 . Then it is proven that for a given ū, there exists a
unique solution to Problem (W̃h) using Lemma 3.1 . Lastly it is proven that for a given ū, the solution
of Problem (W̃h) converges to the solution of Problem (W̃). These results proven in a general case for a
given ū can be used to solve the toy problem. Figure 6 gives a graphical representation of the whole loop of
resolution with different paths.

The non-linear problem, Problem (W) can be linearized directly at the continuous level by employing a
fixed point method. The continuous level linearization

T : H1
0 (Ω) −→ H1

0 (Ω)

ū 7−→ T (ū) = u
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stands for : find u solution of Problem (W̃) for a given ū ∈ H1
0 (Ω). One can define the following sequence

defined by u0 ∈ H1
0 (Ω) an initial guess and un+1 = T (un) for n ∈ N. Lemma 3.1 and Lemma 3.2 ensures

that taking limn→∞ un gives the solution of Problem (W).
A discretization step is needed to compute the solution of Problem (W). Consequently, the projector

Ph : H1
0 (Ω) −→ Vp0 (Eh) is introduced. It projects a function living in an infinite-dimensional space to a

finite-dimensional space, especially it projects a function to the DG space V p0 (Eh). Then at a discrete level
the linearization method

Th : V p0 (Eh) −→ V p0 (Eh)

ū 7−→ Th(ū) = uh

stands for : find uh discrete solution of Problem (W̃h) for a given ū ∈ V p0 (Eh). One can notice that for a
given ū ∈ H1

0 (Ω), it has been proven (Theroem 3.4 ) that (Th ◦ Ph)(ū) = uh converges to u given by TC(ū).
Lastly the linearization method of Problem (W) going through a discretization step is defined as

TD : H1
0 (Ω) −→ H1

0 (Ω)

ū 7−→ TD(ū) = lim
h→0

(Th ◦ Ph)(ū) = u

Using TD one can define a new sequence v0 ∈ H1
0 (Ω) an initial guess and vn+1 = TD(vn) = limh→0(Th ◦

Ph)(vn) for n ∈ N. Taking the limit when n goes to infinity gives the solution of Problem (W).
The previously explained method use two limits, h goes to 0 then n goes to infinity. One can also consider

limits in the opposite order. Using proof of Lemma 3.1 applied to the non-linear discrete problem and then
using Theroem 3.4 one can prove that the solution of the non-linear discrete problem converges to the
solution of the non-linear continuous problem.

4 Numerical results

Following the numerical methods and theoretical results presented in the previous sections, the RIVAGE code
is validated against numerical test cases. Two analytical test cases are used to compute convergence rates
and validate the code. These analytical test cases are obtained by considering the problem’s aimed solution
and choosing the source term according to the solution and the hydraulic conductivity function. They are
built upon the non-linear Poisson’s equation. The first case is a non-linear one-dimensional problem in its
stationary form. The second case is a non-linear two-dimensional problem in its stationary form. These
numerical experiments are inspired by literature. In 2008, Rivière [34] and in 2021, Clément [9] computed
convergence rates for linear problems also for non-linear problems.

Stationary problems are considered since theoretical results are given on this type of problem. Moreover,
they are more difficult to solve since they solve the problem at infinite time. Consequently, the non-linear
solver has to find the solution without getting time sub-steps

Experimental test cases are solved with the RIVAGE code. These problems aim at confirming the per-
formance of the adaptive strategy proposed in this work. Moreover, they allow to test RIVAGE of problems
encountered in the hydrology field. These experiments are based on the work of Haverkamp [22] and Vauclin
[43].

4.1 One-dimensional analytical test case

For this first test case, theoretical convergence rates of the IIPG methods are checked, and numerical stability
is evaluated concerning penalty values and penalization methods. The following problem is considered:

− ∂x(K(u)∂xu) = f(x) in Ω = [−1, 1]

u(−1) = 1,

u(1) = −1,
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p = 1 p = 2 p = 3

σ Nx L2-error r t(s) L2-error r t(s) L2-error r t(s)

1 20 3.21 10−1 0.21 1.33 10−1 1.94 2.29 10−4 6.21

- 40 1.29 10−1 1.31 0.46 3.41 10−2 1.97 3.17 1.42 10−5 4.01 11.85

- 80 3.77 10−2 1.78 1.02 8.53 10−3 2.00 5.97 8.88 10−7 4.00 23.94

- 160 9.83 10−3 1.94 2.08 2.13 10−3 2.00 12.09 5.62 10−8 3.98 52.83

- Fitted 1.69 1.99 4.00

100 20 8.33 10−3 0.21 1.36 10−3 1.48 2.33 10−6 5.89

- 40 2.10 10−3 1.99 0.51 3.41 10−4 2.00 2.97 1.44 10−7 4.02 11.87

- 80 5.27 10−4 2.00 1.03 8.53 10−5 2.00 5.94 9.74 10−9 3.89 24.03

- 160 1.31 10−4 2.00 2.08 2.13 10−5 2.00 12.16 1.37 10−9 2.83 53.20

- Fitted 1.99 2.00 3.61

auto 20 3.53 10−2 0.24 1.69 10−2 1.43 3.46 10−6 5.88

- 40 8.88 10−3 1.99 0.51 4.40 10−3 1.94 2.86 1.61 10−7 4.42 11.92

- 80 2.17 10−3 2.03 1.05 1.13 10−3 1.95 5.95 9.45 10−9 4.10 24.07

- 160 5.32 10−4 2.03 2.55 2.90 10−4 1.97 12.13 1.33 10−9 2.82 53.25

- Fitted 2.02 1.96 3.81

Table 3: L2-error, convergence rates and number of iterations for the one-dimensional benchmark.

with K(u) = tanh(5u) + 1.01 and f obtained by replacing u by uex in the problem. The chosen analytical
solution is uex(x) = − sin(π2x). The analytical solution is chosen not to be polynomial but to span the
interval [−1, 1]. The hydraulic conductivity is chosen to have a non-linear problem with a similar shape of
law given in Table 1. tanh has been chosen because it is a smooth function convenient for the computation
of convergence rates and looks like constitutive laws for RE. Moreover, a factor 200 between the maximum
and the minimum value of K with K0 = 0.01. The problem is solved with the IIPG method. Three types
of penalization are used. The first one σE = σ = 1 for all E ∈ E , the second one σE = σ = 100 for all
E ∈ E and the third one σE are auto-calibrated using the method presented in Section 3. For each type
of penalization, the solution is approximated by a piecewise linear function (p = 1), a piecewise quadratic
function (p = 2), and a piecewise cubic function (p = 3). Moreover, lastly, four different mesh sizes are used
Nx = 20, 40, 80, 160 with Nx the number of elements in the equally spaced partition of Ω.

Table 3 shows L2-error and convergence rate for each computation. It can be noticed that computed
convergence rates correspond to the theoretical ones found in literature [34] and [14, pp. 64-84]. For the
IIPG formulation with penalization, p is odd is order p + 1, it is optimal, and if p is even the order is p,
it is suboptimal. Moreover, for a penalization speed set by the user to 1 (outside of the range specified by
theoretical results), errors are about 100 times greater than other computations. The fixed point method
converges to a less accurate solution. Computation times are also given. It can be noticed that auto
penalization is not greatly slower than user-defined penalization and can even be faster due to the quickest
convergence of the iterative method.

Moreover, Figure 7 shows penalization values in the case of auto-calibration. One can observe that
penalization values are not constant on Ω and vary according to the polynomial degree of approximation.
On the domain, some part needs a small amount of penalization, whereas some others need a higher amount.
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Figure 7: Penalization parameters for the one-dimensional test case in the case of auto penalization.

Figure 8: Penalization parameters for the two-dimensional test case in the case of auto penalization.

4.2 Two-dimensional analytical test case

This second experiments focuses on the ability of the IIPG method to solve RE in two dimensions. Its con-
vergence rates are computed, and numerical stability is evaluated concerning penalty values and penalization
methods. The following problem is considered:{

−∇ · (K(u)∇u) = f(x) in Ω = [−1, 1]× [−1, 1]

u = 0 on ∂Ω,

with K(u) = tanh(u) + 1.01 and similarly to the previous test case f is obtained by replacing u by uex in
the problem. The chosen analytical solution is uex(x, y) = sin(π2x) sin(π2 y). The problem is solved similarly
to the one-dimensional test case. Three types of penalization are used. The first one σE = σ = 1 for all
E ∈ E , the second one σE = σ = 100 for all E ∈ E and the third one σE are auto-calibrated. For each type
of penalization, the solution is approximated by a piecewise linear function (p = 1), a piecewise quadratic
function (p = 2), and a piecewise cubic function (p = 3). Lastly, three different meshes are used. They are
all composed of quadrilaterals of identical size, and each space direction is discretized with N = 10, 20, 40
elements. It gives a mesh with NE = 100, 400, 1600 elements. Table 4 shows L2-error and convergence rate
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p = 1 p = 2 p = 3

σ Nx L2-error r t(s) L2-error r t(s) L2-error r t(s)

1 10 6.45 10−2 0.29 4.83 10−2 1.54 8.60 10−4 5.07

- 20 1.51 10−2 1.99 1.00 1.11 10−2 2.11 7.21 4.69 10−5 4.20 27.21

- 40 3.53 10−3 2.10 7.57 2.65 10−3 2.07 59.51 2.74 10−6 4.09 279.59

- Fitted 2.10 2.09 4.15

100 10 3.80 10−2 0.25 2.02 10−3 1.14 7.32 10−5 4.83

- 20 9.53 10−3 1.99 0.99 2.72 10−4 2.90 6.78 4.59 10−6 4.00 30.23

- 40 2.38 10−3 2.00 8.37 4.08 10−5 2.74 61.62 2.87 10−7 4.00 290.86

- Fitted 2.00 2.82 4.00

auto 10 3.37 10−2 0.25 2.52 10−3 1.15 7.41 10−5 4.93

- 20 8.11 10−3 2.06 1.03 5.90 10−4 2.09 6.88 4.71 10−6 3.98 30.15

- 40 2.02 10−3 2.00 8.49 1.51 10−4 1.96 60.85 2.97 10−7 3.99 288.50

- Fitted 2.03 2.03 3.98

Table 4: L2-error, convergence rates and number of iterations for the two-dimensional benchmark.

for each computation. It can be noticed that computed convergence rates correspond to the theoretical ones
found in literature [34] and [14, pp. 64-84]. For the IIPG formulation with penalization, p is odd in order
p+ 1, it is optimal, and if p is even, the order is p and suboptimal. Moreover, for a penalization speed set by
the user to 1 (outside of the range specified by theoretical results), errors are about 100 times greater than
other computations. The fixed point method converges to a less accurate solution. Computation times are
also given. It can be noticed that auto penalization is not greatly slower than user-defined penalization and
can even be faster due to the quickest convergence of the iterative method as in the one-dimensional case.

Moreover, Figure 8 shows penalization values in the case of auto-calibration. One can observe that
penalization values are not constant on Ω and vary according to the polynomial degree of approximation.
On the domain, some part needs a small amount of penalization, whereas others need a higher amount.

4.3 Application to groundwater flows I: Haverkamp’s test case

The two problems considered here, one-dimensional and two-dimensional, aim to validate the numerical
resolution of RE using DG methods and auto-calibration of penalization parameters. Numerical results are
compared to numerical simulations in the literature and experimental data.

The first experimental validation of solving RE with DG methods is a one-dimensional test case. The
numerical results are compared with data sourced from the literature. This particular numerical test case
was initially presented by Celia et al. [7]. It is based on an experiment conducted by Haverkamp et al.
[22], who referred to the availability of a quasi-analytical solution provided by Philip [30]. Subsequently, it
was used by others such as [37, 28], and represents a set of well-established test cases, for instance, see [29].
Despite its simplicity, this case offers insights into the fundamental physics of a wetting front resulting from
infiltration.

This scenario involves the one-dimensional infiltration into a soil column measuring 40cm in height and
8cm in width. The hydraulic head at the top and bottom is governed by Dirichlet boundary conditions:
htop = 19.3cm and hbottom = −61.5cm, resulting in cumulative downward infiltration. The sides are imper-
meable. The initial condition is h0 = −61.5 + z cm. Although this case is one-dimensional, it is solved on
a two-dimensional domain. Therefore, homogeneous Neumann boundary conditions are applied along the
boundary in the infiltration direction. For a visual representation of this setup, refer to Figure 9.
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Figure 9: Haverkamp’s test case configuration.

Hydraulic properties use Vachaud’s relations in Table 1 withA = 1.175 106, B = 4.74, C = 1.611 106, D =
3.96,Ks = 0.0094 cm.s−1, θs = 0.287 and θr = 0.075. The simulation is done on a mesh of 160 elements
along the z-axis. The solution is piecewise linear (p = 1), and time integration is BDF of order 2. Penaliza-
tion parameters are set automatically using results from Section 3. In addition, stopping criteria are set to
10−6 for this computation. The solution to this problem is computed at T = 600s.

On Figure 10 are displayed the comparison of numerical results with results from Manzini et al. [28], the
pressure head distribution at t = 360s and the penalization parameters distribution at t = 360s. Numerical
results are in good agreement with the literature results for this test case. The pressure head distribution
shows a vertical progression of the wetting front with a steep transition from the initial ψ to ψ imposed at
the boundary condition. Moreover, the distribution of penalization parameters shows that the penalization
parameters are not constant on the whole domain and are higher on the wetting front.

This test case validates a real, evolving test case for the DG method. Moreover, it gives a good insight
into the behavior of automatic penalization. Penalization parameters are auto-calibrated as long as the
solution evolves. Moreover, automatic penalization impacts a full non-linear problem because the non-linear
solver needs fewer iterations to converge to the solution.

4.4 Application to groundwater flows II: Vauclin’s test case

Vauclin, Vachaud, and Khanji conducted a series of laboratory experiments in the 1970s, the details of which
can be found in [43]. These experiments explored water table recharge and drainage in a slab of sandy soil.
The work by Vauclin et al. [43] specifically focuses on simulating water flow recharge through a soil slab
and provides experimental details and results. The experiment involved a 6 m by 2 m box, with only one
half simulated due to symmetry. The left, top (for x > 50 cm), and bottom sides were impervious, with a
prescribed constant flux on the top for x ≤ 50 cm of ug ·n = −14.8 cm.h−1. The water level was maintained
at a constant h = 65 cm in the ditch on the right for z ≤ 65 cm, while the remaining boundary on the right
for z > 65 cm accounted for a seepage boundary condition. The initial state was at hydrostatic equilibrium
with the water table at z = 65 m. For further reference, please see Figure 11 for a schematic representation
of the setup. The complete simulation of water table recharge by Vauclin et al. [43] has been used by
numerous studies to evaluate their methods (see for instance, [13, 40, 45]). The MODFLOW code validation
partially relies on this experimental dataset [39].

Hydraulic properties use Vachaud’s relations in Table 1 with A = 2.99 106, B = 5.0, C = 40000, D =
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Figure 12: Vauclin’s test case, initial mesh.

2.9,Ks = 35 cm.h−1, θs = 0.3 and θr = 0.0. The simulation is carried on an evolving mesh. The mesh
is adapted along the computation according to the gradient of h. Mesh adaptive parameters are set to
βc = 50 and βr = 50. The solution is sought piecewise linear (p = 2) and time integration is BDF of order
3. Penalization parameters are set automatically using results from Section 3. In addition, stopping criteria
are set to 10−6 for this computation. The solution of this problem is computed until T = 10h.

In the initial mesh displayed in Figure 12, the refinement below the water entry edge aims to assist in
simulating the steep wetting front. Figure 13 compares the water table’s position at t = 2, 3, 4, 8 h with
data from Vauclin et al. [43]. The numerical results closely match the experimental profile, although there
are small discrepancies in the middle of the water table, which may be due to the non-perfect isotropic and
homogeneous nature of the sandy soil.

Figures 14 and 15 illustrate the field distribution of hydraulic head, flux, and the positions of the water
table and capillary fringe at θ = 0.29. These figures also show the isolines of the hydraulic head. The
numerical results are in agreement with the data from Vauclin et al. [43].

Additionally, in Figure 16, the evolution of penalization parameters during the computation is presented.
At selected times, the evolution of the mesh reflects the capture of the steep front.

Finally, Figure 17 displays the evolution of time-steps and the number of elements over time. The
adaptation of time-steps and the number of elements is evident, with the time-steps initially small due to
the strong non-linearity induced by the steep wetting front. As the front smoothens, the number of elements
decreases, stabilizing at Nele = 600 after t = 3 h.

This test case is a test case is a typical problem where auto-calibration of penalization parameters is
essential. Since the problem is strongly non-linear and evolving, with a basic penalization and user defined
parameters, the non-linear solver failed to capture the solution or necessitates some combination of fixed
point solver and Newton-Raphson method such as in the work of [8].

A Proofs on theoretical results

Proof of Lemma 3.3. For a given ū ∈ Vp0 (Eh) and choosing vh = uh in (11) yields

∀uh ∈ Vp0 (Eh), ãh(uh, uh) =

N−1∑
n=0

∫
In

K(x, ū)(u′h)2dx−
N∑
n=0

⦃K(x, ū)u′h⦄xnJuhKxn

+
σ0

h
JuhK2

x0
+

N−1∑
n=1

σn−1 + σn
2h

JuhK2
xn +

σN
h

JuhK2
xN
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Figure 13: Vauclin’s test case, numerical water table position compared to experimental data from Vaulin
et al. [43].

(a) Data from Vaulin et al. [43]

(b) Numerical solution

Figure 14: Vauclin’s test case, at t = 3 h, spacial distribution of hydraulic head, water table position (white
line), contour plot of hydraulic head (red lines) and flux (arrows).
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(a) Data from Vaulin et al. [43]

(b) Numerical solution

Figure 15: Vauclin’s test case, at t = 8 h spacial distribution of hydraulic head, water table position (white
line), contour plot of hydraulic head (red lines) and flux (arrows).
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(a) At t = 0.5 h

(b) At t = 1 h

(c) At t = 2 h

Figure 16: Vauclin’s test case, spatial distribution of penalization parameters and mesh at selected times.
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An upper bound to the term
∑N
n=0⦃K(x, ū)u′h⦄xnJuhKxn needs to be established to prove the coercivity of

ãh. Using Hypothesis (Hn) and definition of average:

∀n ∈ {1, ..., N − 1}

|⦃K(x, ū)u′h⦄xn | ≤
1

2

(
|K(x−n , ū(x−n ))u′h(x−n )|+ |K(x+

n , ū(x+
n ))u′h(x+

n )|
)

≤ K
(n−1)
1

2
|u′h(x−n )|+ K

(n)
1

2
|u′h(x+

n )|

Recalling the trace inequality [44] in the case of an orthonormal polynomial basis: for an interval In,

∀u ∈ Pp(In), |u(x+
n )| ≤ Ctr,p

‖u‖L2(In)√
h

, |u(x−n+1)| ≤ Ctr,p

‖u‖L2(In)√
h

we get, ∀n ∈ {1, ..., N − 1}:

|⦃K(x, ū)u′h⦄xn ||JuhKxn | ≤
(K(n−1)

1

2

C
(n−1)
tr,p−1√
h
‖u′h‖In−1

+
K

(n)
1

2

C
(n)
tr,p−1√
h
‖u′h‖In

)
|JuhKxn |

≤
√
ε(n−1)

√
K

(n−1)
0 ‖u′h‖In−1

K
(n−1)
1

2
√
ε(n−1)

√
K

(n−1)
0

C
(n−1)
tr,p−1√
h
|JuhKxn |

+
√
ε(n)

√
K

(n)
0 ‖u′h‖In

K
(n)
1

2
√
ε(n)

√
K

(n)
0

C
(n)
tr,p−1√
h
|JuhKxn |

At the boundary nodes x0 and xN , we have

|⦃K(x, ū)u′h⦄x0 ||JuhKx0 | ≤
√
ε(0)

√
K

(0)
0 ‖u′h‖I0

K
(0)
1√

ε(0)

√
K

(0)
0

C
(0)
tr,p−1√
h
|JuhKx0 |

|⦃K(x, ū)u′h⦄xN ||JuhKxN | ≤
√
ε(N−1)

√
K

(N−1)
0 ‖u′h‖IN−1

K
(N−1)
1√

ε(N−1)

√
K

(N−1)
0

C
(N−1)
tr,p−1√
h
|JuhKxN |
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Gathering the bounds on the boundary and the interior nodes, we get

N−1∑
n=0

|⦃K(x, ū)u′h⦄xn ||JuhKxn | ≤
√
ε(0)

√
K

(0)
0 ‖u′h‖I0

K
(0)
1√

ε(0)

√
K

(0)
0

C
(0)
tr,p−1√
h
|JuhKx0

|

+

N−1∑
n=1

(√
ε(n−1)

√
K

(n−1)
0 ‖u′h‖In−1

K
(n−1)
1

2
√
ε(n−1)

√
K

(n−1)
0

C
(n−1)
tr,p−1√
h
|JuhKxn |

+
√
ε(n)

√
K

(n)
0 ‖u′h‖In

K
(n)
1

2
√
ε(n)

√
K

(n)
0

C
(n)
tr,p−1√
h
|JuhKxn |

)

+
√
ε(N−1)

√
K

(N−1)
0 ‖u′h‖IN−1

K
(N−1)
1√

ε(N−A)

√
K

(N−1)
0

C
(N−1)
tr,p−1√
h
|JuhKxN |

Then, using Cauchy-Schwarz’s and Young’s inequality, we have:

N−1∑
n=0

⦃K(x, ū)u′h⦄xnJuhKxn ≤

N−1∑
n=0

ε(n)K
(n)
0

2
‖u′h‖2In +

(K
(0)
1 C

(0)
tr,p−1)2

ε(0)K
(0)
0

JuhK2
x0

h
+

(K
(N−1)
1 C

(N−1)
tr,p−1 )2

ε(N−1)K
(N−1)
0

JuhK2
xN

h

+

N−1∑
n=1

( (K
(n−1)
1 C

(n−1)
tr,p−1)2

2ε(n−1)K
(n−1)
0

JuhK2
xn

2h
+

(K
(n)
1 C

(n)
tr,p−1)2

2ε(n)K
(n)
0

JuhK2
xn

2h

)
From the above inequality, we deduce a lower bound of ãh(uh, uh; ū), ∀uh ∈ Vp0 (Eh)

ãh(uh, uh) ≥
N−1∑
n=0

(
K

(n)
0 − ε(n)K

(n)
0

2

)
‖u′h‖2In +

N−1∑
n=1

(σn−1 − σ∗n−1) + (σn − σ∗n)

2

1

h
JuhK2

xn

+ (σ0 − σ∗0)
1

h
JuhK2

x0
+ (σN − σ∗N )

1

h
JuhK2

xN (15)

where 

σ∗n =
(K

(n)
1 C

(n)
tr,p−1)2

2ε(n)K
(n)
0

, ∀n ∈ {1, ..., N − 1}

σ∗0 =
(K

(0)
1 C

(0)
tr,p−1)2

ε(0)K
(0)
0

σ∗N =
(K

(N−1)
1 C

(N−1)
tr,p−1 )2

ε(N−1)K
(N−1)
0

Finally, thanks to the inequality (15), ãh (11) is coercive if
ε(n) < 2, ∀n ∈ {0, ..., N − 1}
σn > σ∗n, ∀n ∈ {1, ..., N − 1}
σ0 > σ∗0

σN > σ∗N

which ends the proof.
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Proof of Lemma 3.4. For a given ū ∈ Vp0 (Eh), an upper bound for |ãh(uh, vh; ū)|, ∀uh, vh ∈ Vp0 (Eh) needs
to be established in order to prove continuity of ãh. Firstly, start bounding above the volume contribution
using Hypothesis (Hn):∣∣∣∣∣

N−1∑
n=0

∫
In

K(x, ū)u′hv
′
hdx

∣∣∣∣∣ ≤
N−1∑
n=0

K
(n)
1

∣∣∣∣∫
In

u′hv
′
hdx

∣∣∣∣ ≤ N−1∑
n=0

√
K

(n)
1 ‖u′h‖In

√
K

(n)
1 ‖v′h‖In

≤
(N−1∑
n=0

K
(n)
1 ‖u′h‖2In

) 1
2
(N−1∑
n=0

K
(n)
1 ‖v′h‖2In

) 1
2

.

Then, penalization terms are bounded above∣∣∣∣∣σ0

h
JuhKx0

JvhKx0
+

N−1∑
n=1

σn−1 + σn
2h

JuhKxnJvhKxn +
σN
h

JuhKxN JvhKxN

∣∣∣∣∣
≤
(σ0

h
JuhK2

x0
+

N−1∑
n=1

σn−1 + σn
2h

JuhK2
xn +

σN
h

JuhK2
xN

) 1
2

(σ0

h
JvhK2

x0
+

N−1∑
n=1

σn−1 + σn
2h

JvhK2
xn +

σN
h

JvhK2
xN

) 1
2

≤max

(
σ0, σN , max

n=1,...,N−1

(σn
2

))
‖uh‖‖vh‖

and one can write

N∑
n=0

|⦃K(x, ū)u′h⦄xnJvhKxn | ≤
(

2

N−1∑
n=0

ε(n)K
(n)
0 ‖u′h‖2In

) 1
2

(
(K

(0)
1 C

(0)
tr,p−1)2

ε(0)K
(0)
0

JvhK2
x0

h
+

(K
(N−1)
1 C

(N−1)
tr,p−1 )2

ε(N−1)K
(N−1)
0

JvhK2
xN

h

+

N−1∑
n=1

( (K
(n−1)
1 C

(n−1)
tr,p−1)2

2ε(n−1)K
(n−1)
0

+
(K

(n)
1 C

(n)
tr,p−1)2

2ε(n)K
(n)
0

)JvhK2
xn

2h
+

) 1
2

.

From those inequalities, we obtain an upper bound ∀uh, vh ∈ Vp0 (Eh), as follows

|ãh(uh, vh; ū)| ≤
(N−1∑
n=0

K
(n)
1 ‖u′h‖2In

) 1
2
(N−1∑
n=0

K
(n)
1 ‖v′h‖2In

) 1
2

+

(
N−1∑
n=0

2ε(n)K
(n)
1 ‖u′h‖2In

) 1
2
(
σ∗0
h

JvhK2
x0

+

N−1∑
n=1

σ∗n−1 + σ∗n
2h

JvhK2
xn +

σ∗N
h

JvhK2
xN

) 1
2

+ max

(
σ0, σN , max

n=1,...,N−1

(σn
2

))
‖uh‖‖vh‖

≤ max
n=0,...,N−1

(
K

(n)
1

)
‖uh‖‖vh‖

+

√
max

n=0,...,N−1

(
2ε(n)K

(n)
1

)
max

(
σ∗0 , σ

∗
N , max

n=1,...,N−1

(
σ∗n
2

))
‖uh‖‖vh‖

+ max

(
σ0, σN , max

n=1,...,N−1

(σn
2

))
‖uh‖‖vh‖

≤C̃‖uh‖‖vh‖
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where

C̃(ε) = max
n=0,...,N−1

(
K

(n)
1

)
+

√
max

n=0,...,N−1

(
2ε(n)K

(n)
1

)
max

(
σ∗0 , σ

∗
N , max

n=1,...,N−1

(
σ∗n
2

))
+ max

(
σ0, σN , max

n=1,...,N−1

(σn
2

))
.

Proof of Lemma 3.5. An upper bound for |l(vh)| is established using Poincaré inequality and Cauchy Schwarz: ∀vh ∈
Vp0 (Eh), ∣∣∣∣∣

N−1∑
n=0

∫
In

fvdx

∣∣∣∣∣ ≤
N−1∑
n=0

‖f‖In‖vh‖In ≤
N−1∑
n=0

‖f‖Inβn‖v′h‖In

≤
(N−1∑
n=0

‖f‖2In
) 1

2
(N−1∑
n=0

β2
n‖v′h‖2In

) 1
2 ≤ B‖vh‖

with B = max
n=0,...,N−1

(βn)
(∑N−1

n=0 ‖f‖2In
) 1

2

.

Proof of Lemma 3.9. For a given ū ∈ Vp0 (Eh), let vh be a sequence in Vp0 (Eh) bounded in the ‖.‖-norm and
let ϕ ∈ C∞0 (Ω). For all h ∈ R∗+, set ϕh = πhϕ where πh denotes the L2-orthogonal projection onto Vp0 (Eh).
Since p ≥ 1, infer ‖ϕ − πhϕ‖ −−−→

h→0
0. Owing to Equation (14) and since Gph(ϕ) = ϕ′ because ϕ ∈ C∞0 (Ω),

obtain for all p ≥ 0
Gph(πhϕ) −→ ϕ′ strongly in L2(Ω)

One can observe that

ãh(vh, πhϕ; ū) =

∫
Ω

K(x, ū)Ĝph(vh)Gph(πhϕ)dx+ sh(vh, πhϕ) := T1 + T2

Clearly as h → 0,T1 →
∫

Ω
K(x, ū)v′ϕ′dx owing to the weak convergence of Ĝph(vh) to v′ and to the strong

convergence of Gph(πhϕ) to ϕ′. Furthermore, using Cauchy-Schwarz inequality yields :

|T2| = |sh(vh, πhϕ)|

= |σ0

h
JvhKx0

JπhϕKx0
+

N−1∑
n=1

σn−1 + σn
2h

JvhKxnJπhϕKxn +
σN
h

JvhKxN JπhϕKxN |

≤
(
σ2

0

JvhK2
x0

h
+

N−1∑
n=1

(σn−1 + σn)2

4

JvhK2
xn

h
+ σ2

N

JvhK2
xN

h

) 1
2
( N∑
n=0

JπhϕK2
xn

h

) 1
2

≤ C|vh|J |πhϕ|J

where

C = max
{
σ2

0 ,
(σn−1 + σn)2

4
, σ2
N

}
.

Since |vh|J is bounded by assumption and since |πhϕ|J = |ϕ− πhϕ|J −−−→
h→0

0, infer T2 −−−→
h→0

0.

Proof of the Theorem 3.4. For a given ū ∈ Vp0 (Eh), owing to the discrete coercivity of ãh, the sequence uh
is bounded in the ‖.‖-norm. Theorem 3.3 implies that there is v ∈ H1

0 (Ω) such that up to a subsequence,
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uh → v in L2(Ω) and for all p ≥ 0, Gph(uh) ⇀ v′ weakly in L2(Ω) as h→ 0. Let ϕ ∈ C∞0 (Ω). Owing Lemma

3.9, ãh(uh, πhϕ; ū)→ ã(v, ϕ) as h→ 0. Since uh solves the discrete linearized problem (W̃h), infer as h→ 0

ãh(uh − πhϕ, uh − πhϕ; ū) = ãh(uh, uh − πhϕ; ū)− ãh(πhϕ, uh − πhϕ; ū)

−→ ã(v, v − ϕ)− ã(ϕ, v − ϕ)

−→
∫

Ω

(v − ϕ)fdx−
∫

Ω

K(x, ū)ϕ′(v − ϕ)′dx

Hence using ãh(vh, vh; ū) ≥ C∗‖vh‖2 from Lemma 3.3

C∗‖uh − πhϕ‖ ≤ ãh(uh − πhϕ, uh − πhϕ; ū)

⇔ lim sup
h→0

C∗‖uh − πhϕ‖ ≤ lim sup
h→0

ãh(uh − πhϕ, uh − πhϕ; ū)

≤ |
∫

Ω

(v − ϕ)fdx−
∫

Ω

K(x, ū)ϕ′(v − ϕ)′dx|

≤ ‖f‖L2(Ω)‖v − ϕ‖L2(Ω) +K1‖ϕ′‖L2(Ω)‖(v − ϕ)′‖L2(Ω)

≤ Cf,ϕ
(
‖v − ϕ‖2L2(Ω) + ‖(v − ϕ)′‖2L2(Ω)

) 1
2

≤ Cf,ϕ‖v − ϕ‖H1(Ω)

with Cf,ϕ =
(
‖f‖2L2(Ω) +K1‖ϕ′‖2L2(Ω)

) 1
2

. As a consequence

lim sup
h→0

‖uh − πhϕ‖ ≤
1

C∗
Cf,ϕ‖v − ϕ‖H1(Ω).

One can observe that the choice for Ĝph satisfy the stability property

∀vh ∈ Vp0 (Eh), ‖Ĝph(vh)‖L2(Ω) ≤ Ĉ‖vh‖

for Ĉ independent of h. As a result,

lim sup
h→0

‖Ĝph(uh)− Ĝph(πhϕ)‖L2(Ω) ≤ Ĉ
1

C∗
Cf,ϕ‖v − ϕ‖H1(Ω)

because

‖Ĝph(uh)− Ĝph(πhϕ)‖L2(Ω) ≤ Ĉ‖uh − πhϕ‖
⇔ lim sup

h→0
‖Ĝph(uh)− Ĝph(πhϕ)‖L2(Ω) ≤ Ĉ lim sup

h→0
‖uh − πhϕ‖

≤ Ĉ 1

C∗
Cf,ϕ‖v − ϕ‖H1(Ω)

And since Ĝph(πhϕ) strongly converges to ϕ′ in L2(Ω), this yields

lim sup
h→0

‖Ĝph(uh)− ϕ′‖L2(Ω) ≤ Ĉ
1

C∗
Cf,ϕ‖v − ϕ‖H1(Ω).

Since ϕ is arbitrary in C∞0 (Ω), and since this space is dense in H1
0 (Ω), the term on the right hand side can

be made as small as desired taking ϕ = v, infer

Ĝph(uh) −−−→
h→0

v′ strongly in L2(Ω)
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As a result, taking ϕ arbitrary in C∞0 (Ω) yields∫
Ω

K(x, ū)v′ϕ′dx←−−−
h→0

∫
Ω

K(x, ū)u′hπhϕ
′dx = ãh(uh, πhϕ) =

∫
Ω

fπhϕ −−−→
h→0

∫
Ω

fϕdx (16)

using Lemma 3.9. i.e. v solves the poisson problem by density of C∞0 (Ω) in H1(Ω). Since the solution u to
the Poisson problem is unique, the whole sequence uh strongly converges to u in L2(Ω) and, for all p ≥ 0,
the sequence

(
Gph(uh)

)
h∈R∗

+

weakly converges to u′ in L2(Ω).

ãh(uh, uh; ū) =

∫
Ω

K(x, ū)Ĝph(uh)Gph(uh)dx+ sh(uh, uh)

≥
∫

Ω

K(x, ū)Ĝph(uh)Gph(uh)dx

Thus

lim inf
h→0

ãh(uh, uh; ū) ≥ lim inf
h→0

∫
Ω

K(x, ū)Ĝph(uh)Gph(uh)dx ≥
∫

Ω

K(x, ū)u′u′dx

Furthermore ∫
Ω

K(x, ū)Ĝph(uh)Gph(uh)dx ≤ ãh(uh, uh; ū) =

∫
Ω

fuhdx

yielding with Equation (16)

lim sup
h→0

∫
Ω

K(x, ū)Ĝph(uh)Gph(uh)dx ≤ lim sup
h→0

ãh(uh, uh; ū)

= lim sup
h→0

∫
Ω

fuhdx ≤
∫

Ω

K(x, ū)u′u′dx

Thus,
∫

Ω
K(x, ū)Ĝph(uh)Gph(uh)dx −−−→

h→0

∫
Ω
K(x, ū)u′u′dx strongly. Moreover ãh(uh, uh; ū) −−−→

h→0

∫
Ω
K(x, ū)u′u′dx

strongly. Owing that

ãh(uh, uh; ū) =

∫
Ω

K(x, ū)Ĝph(uh)Gph(uh)dx+ sh(uh, uh)

≥
∫

Ω

K(x, ū)Ĝph(uh)Gph(uh)dx+ min
n=0,...,N

(σn)|uh|2J

⇔ min
n=0,...,N

(σn)|uh|2J ≤ ah(uh, uh)−
∫

Ω

K(x, ū)Ĝph(uh)Gph(uh)dx

and since min
n=0,...,N

(σn) > 0 and the right-hand side tends to zero, |uh|J → 0.

‖u′h − u′‖L2(Ω) = ‖Ĝph(uh)− u′‖L2(Ω) −→ 0,
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