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Abstract

The state space of our model is the Euclidean space in dimension d = 2. Simultaneously, from all
points of a homogeneous Poisson point process, we let grow independent and identically distributed
random continuum paths. Each path stops growing at time ¢ > 0 if it hits the trace of the other
curves realized up until time ¢. Such dynamic is well-defined as long as the distribution of paths
has a finite second moment at each time ¢ > 0. Letting the time runs until infinity so that each
path reaches its stopping curve, we study the connected property of the graph formed by all stopped
curves. Our main result states the absence of percolation in this graph, meaning that each cluster
consists of a finite number of curves. The assumptions on the distribution of paths are very mild,
with the main one being the so-called "loop assumption’ which ensures that finite clusters (necessarily
containing a loop) occur with positive probability. The main issue in this model comes from the long-
range dependence arising from long sequences of causalities in the hitting/stopping procedure. Most
methods based on block approaches fail to effectively address the question of percolation in this

setting.
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1 Introduction

Our model belongs to the family of stopped germ-grain models in R2. In this context, a point (germ)
from a point process in R? initiates the growth of a random set (grain), which stops growing when it
encounters another grain. These models naturally arise in material science and biology, for example, to
model impurities or cracks in materials or the propagation of infection in a cellular tissue. They are also
a significant class of models in stochastic geometry, presenting interesting and challenging percolation
issues. The first example of such a model, introduced by Haggstrom and Meester in 1996, is the lilypond
model [11], where the germs are given by an homogeneous Poisson point process and the grains are discs
with radii that increase over time with constant velocity. They proved that the clusters of stopped discs
do not percolate. The main conjecture, which emerged from Question 6.1 in [11], can be rephrased as
follows: for a large class of distributions of grains, the associated stopped germ-grain model does not
percolate. Since then, the absence of percolation has been investigated for many germ-grain models in
which grains are mainly convex bodies [8, 12] or line-segments that can be unilateral or bilateral, with
constant or i.i.d. (even unbounded) velocities, according to isotropic directions or not [3, 4, 5, 13].

We address this problem in the present article. The primary difficulties encountered in this class of
models arise from the long-range dependence of the connection graph and the lack of monotony or usefull
correlation inequalities (such as FKG inequalities).

Our model

In our case, the point process ¢ is an homogeneous Poisson point process in R? with intensity one (other
intensities could be considered by a simple rescaling procedure). The space of grains C is the space of
continuous functions h : Ry — R? such that ~(0) = 0, and we denote by u a probability measure on
C. Each point z in £ is then equipped with a random path h, with distribution u. We assume that the
paths (hg)zee are independent of each other and independent of . This description is rigorously defined
by a marked Poisson point processes & on R? x C with intensity dz ® pu.

Now, from each point = € &, we let the path x + h, starts to grow, and it stops growing at time ¢ > 0
when it hits the curves of other grains produced until time ¢. If a grain does not meet any other grain,
it continues to grow indefinitely. The existence of this infinite-dimensional dynamics is not obvious, but
it is possible to prove its existence as soon as E(supg<,<; [|hz(8)]|?) < +oo for all positive time t (see
Proposition 4). -



Denote by 7(x) the stopping time of the grain € £ (which is infinite if 2 never stops growing). The
main question is whether the random set

U {x+hm(t),0 <t< T(m)}

€l

percolates; i.e., whether some of the connected components of this random set consist of an infinite
number of curves. The main conjecture since the paper by Haggstrom and Meester mentioned above is
that, under reasonable assumptions, percolation should not occur. Let us be more specific about
those reasonable assumptions. Consider the graph of connections Graph(€) with vertex set ¢ where we
put an edge x — y from z to y if the path from x hits the curve from y. If loops are not possible, then
the connected components of this graph are infinite. Therefore the possibility of existence of loops is a
necessary condition for non percolation. Because of the continuous nature of our model, if one seeks for
a simple general sufficient condition, it is natural to assume that loops arise at arbitrary small space and

time scales. We thus formulate the following question.
Question 1. Do the following assumptions imply absence of percolation?

e The model is well defined. (We give a precise meaning to this assumption in Section 2.2 with the
notion of tempered measure).

e The "loop-assumption" holds at any small spatial and temporal scale o > 0. It means that for any
a > 0, with positive probability, the points (and the paths) in the ball B(0,a) produce before time
a > 0 a loop inside the ball that disconnects the center 0 from the outside of the ball. See Figure 1
(We refer to Section 2.3 for a precise definition.)

Figure 1: In this picture, the loop is made up of n = 4 points (the black points). The union of their
curves separates 0 from the outside of B(a). The black arrows indicate the direction in which the grains
grow.

Let us mention that it is easy to see that some models lack the loop condition and therefore exhibit
percolation. For instance, if the paths go in a straight line to the right or to the top with equal probability
1/2, the loops are not possible. See also the navigation models studied in [1, 2] which are directed
according to a given deterministic vector.

Results

Our main result is a positive answer to Question 1 under the following mild extra assumption on the
distribution of paths p: there exists ¢ > 0 such that E(supy<,<; [|22(s)]|*) < +00. See Theorem 5.

Comparison with models in the literature.

As mentioned above, the first stopped germ-grain model in the literature is the lilypond model [6, 7, 11],
where the grains are balls. In this case, the grains are thick, and achieving the locality of the interaction



is easier, as the probability of a distant grain hitting another grain decreases exponentially with the
distance. See also generalizations to convex grains [8, 12]. Studying thin grains, like curves, poses more
challenges. The question has been raised in [5] where line-segment models are introduced. The first non
percolation result for this kind of model has been obtained in [13] in a non isotropic setting. Here, paths
move with constant velocity in straight lines to the right, left, top, or down with equal probability 1/4.
Similar to the ball model, percolation does not occur, but proving this is significantly more challenging.
The proof relies on a block method and a sprinkling procedure, and it heavily uses the fact that directions
are limited to the four cardinal points and that the velocity is bounded. The absence of percolation for
the general isotropic line-segment model with unbounded velocity V' have been proved later in [3, 4] with
a super exponential moment assumption E(evs) < 400, s > 1. Note that, as a corollary of our main
theorem, we relax the super exponential moment in the line-segment model since we require only a finite
second moment E(V?) < +oo (Proposition 7).

All strategies developed prior to this paper relied on paths moving in straight lines with constant or
strongly integrable velocity. These settings enable the proof of good upper bounds on the probability of
crossing a large box by introducing several obstacles to block any line. This leads to useful localization
properties. Dealing with less stringent assumptions (whether on speed or on the paths of the grains) is
more challenging and requires new approaches. Regarding paths, it appears that regularity beyond mere
continuity is irrelevant. For example, rough curves (as Brownian curves, see Section 2.4.1) or space-filling
curves (as Peano curves) are permitted. This allows for unusual hitting behavior, including simultaneous
or coincident hits.

To sum up, in the present paper we greatly generalize the non percolation results for germ-grain
models with thin grains in two main directions: on the growth of grains since a second moment condition
is assumed instead of a super exponential one, and on the shape of grains since only the continuity of
curves is assumed instead of line-segments.

This is achieved through two main ingredients.

e We develop a quantitative multi-scale analysis to control the dependencies in a related technical
model.

o As it not possible to localize in a useful way the properties of interest, we develop a notion of
scenarios in which what happens in some bounded window is only known up to a finite number of
locally defined scenarios.

We give a more detailed sketch in the next part.

Ingredients of the proof.

Putting an edge between z and y when = hits y or y hits = defines an undirected graph with vertex set

&, denoted by Graph(¢), for which we aim to state the absence of percolation (Theorem 5). Putting an
arrow & — y from x to y when x hits y defines an out-degree one graph (up to adequat and irrelevant

definitions about vertices hitting zero or more than two vertices) denoted by Graph(¢). The forward
set For(z) of a vertex x is defined as the set of all vertices y such that there exists an oriented path

from x to y in Graph(¢). Soft arguments relying only on stationarity and the out-degree one property

allows to reduce the proof of Theorem 5 to that of the absence of infinite forward sets in Graph(£). Such
arguments, sometimes quoted as mass transport principle, were already present in [5, 6].

Our global strategy to prove the absence of infinite forward sets comes from [3, 4] and can be explained
in rough terms as follows. Consider by absurd an infinite forward set. When one travels along this forward
set, one should encounter opportunities to add to the current configuration a suitable (small) loop that
would break the considered forward set, making it finite and contradicting our assumption. The crux
of the matter consists in proving that the number of these opportunities is infinite but the non-local
character of the model makes this task tricky. Indeed, when one travels along a forward set, one gathers
more and more information and it is difficult to rule out the fact that such opportunities could become
increasingly rare. Moreover, this difficulty is compounded by the long range dependence in the model:
modifying a grain arbitrarily far away from a given grain = € £ can change the lifetime of x by a domino
effect. In particular, these strong dependencies forbid any useful stabilizing definition for 7(x) (or other
relevant quantities) and therefore prevent the use of the associated tools from stochastic geometry.



Let us be more concrete about opportunities to add loops. We refer to Figure 2 for an illustration.
Consider a point xg. One looks for some a > 0 such that we can place a ball B(v,2a«) just before the
impact of x¢ on its stopping grain s(xg) and overlapping no other grains. Henceforth, a loop suitably
placed inside B(v,2a) will stop the grain xy without reducing its backward set Back(z) (which is the set
of vertices y whose the forward set contains x). This idea was already present in [3, 4]. Note that it is
important not to alter the backward set: imagine that we are exploring a forward set and that, at some
point, we arrive at oy where we want to create (say by a modification argument) a loop after xy in order
to break the forward set. However if this creation modifies the backward of zg then the forward set we
were exploring could by-pass g and continues forever.

Figure 2: Grains of &, especially x and its stopping grain s(x), are represented in black. Black arrows
indicate the sense in which these grains grow. A loop built with three new grains (in red) and located
inside the small ball B(v,2a) allows to stop the grain zy without reducing its backward set. Note that
if B(v,2a) overlapped the grain y, the red loop could stop it and then would reduce the backward set of
zo (to which y belongs).

Say that a vertex xo € £ is a-good if we can place a ball B(v,2a) as described above. Otherwise say
that z( is a-bad. Still by soft arguments, we can reduce our task to proving that, for small enough o > 0,
there exists no infinite forward sets composed only with a-bad points— and we now have a parameter
a > 0 to play with. Besides, determining a suitable location for the small ball B(v,2«) just before the
impact of z¢ on its successor s(xg) requires to know the local picture around the grain created by zo,
especially who is its successor and the lifetime at which zy ceases growing, which are clearly non-local
informations. This is a crucial obstacle in establishing the non existence of infinite forward sets of a-bad
points. This difficulty were overcome in [4] by the introduction of an additional technical assumption
called "shield" whose fulfillnes was only proved under strong integrability assumptions. As we aim at
reducing such extra technical conditions, we need a new approach.

To overcome this difficulty, we develop in this article a way to witness a-goodness without revealing
too much of €. There are two layers in our approach.

e First, we introduce an augmented model, called the f-model, in which the augmented
grain G¥(z) := x + h,([0, 7%(x)]) contains the grain z + h,([0,7(z)]) of the original model. One
crucial point is that the dependencies are less strong in this model. Under our second moment
assumption, the f-model is amenable to some quantitative multi-scale analysis which enables
us to prove that the G*(x)’s are not too large. See Proposition 18 for a formal statement. The
aforementioned multi-scale analysis provides a lower bound in the passage time in some kind of
first-percolation problem associated with a subcritical Boolean model (see Proposition 25) which
could be of independent interest.

e There is not enough information in the f-neighbourhood of x to determine exactly what happens
around the grain x (two vertices x and y are f-neighbours when, roughly, G¥(z) and G¥(y) overlap).
Therefore, in order to gain locality we have no choice but to lose information. We achieve to
determine what really happens around z up to a finite number of scenarios and we
declare x as (a, f)-good if it is a-good in each of these scenarios. See Proposition 19 for a formal
statement. An advantage of the concept of («,f)-goodness is locality: the fact that a vertex z is
(ar, f)-good only depends on its §-neighbours, and their f-neighbours, and so on, up to four levels



deep. Above all, (a,f)-goodness witnesses a-goodness, i.e. («,f)-goodness of a vertex x implies
a-goodness of x.

Once the key Propositions 18 and 19 are proved, a multi-scale approach (initially introduced in [9])
can be used to prove that for small enough o > 0 there exists no infinite forward sets of («, f)-bad points.
Therefore, there exists no infinite forward sets of a-bad points. As mentioned above, this is sufficient to
ensure absence of percolation in the model.

Plan of the paper.

The paper is organized as follows. In the next Section 2, we introduce the model and present our main
result, Theorem 5. Additionally, two main examples are provided: the line-segment model and the
Brownian model. The general scheme of the proof of the theorem is given in Section 3, which relies on
two major Propositions, 18 and 19, whose proofs are postponed to Sections 4 and 5, respectively.

2 Model and main results

2.1 Deterministic model
2.1.1 The space of configurations

Let C be the space of continuous functions h : Ry — R? such that h(0) = 0. We equip C with the
product o-algebra F€. Let 7 : R x C — R? denotes the projection onto R2. The state space is

S ={S CR*x(C: S is finite or countable and the restriction of 7 to S is one-to-one}.
Let S € S. We write S = 7(5). As g Is one-to-one we can write

S = {(z,hy),z € S}

where (h,)zes is a family of continous functions from R to R? which vanish at 0. Let x € S. We define
a continuous function g, : Ry — R? by

9u(t) = @ + hy(t).

For all t > 0 we also set
G (t) = g.([0,1]).

When considering some configuration S in the sequel, we freely use the notations S, hs, g, and G, without
introducing them. For a configuration S and a set B € B(R?), we use the following short notation for
the restriction of S to B x C:

§|B =8N (B x C).

Write #X for the cardinality of a set X. For any A in B(R?) ® F€, define a map N, from S to
NU {oc} by B B
Na(S) =#(SNA).

We equip S with the o—field FS generated by the family of maps N4, A € B(R?) ® F€.

2.1.2 The static point of view

Fix S € 8. In the introduction we gave an informal dynamical description of the model which will be
formalized in Section 2.1.3. It appears that a static point of view — which focuses on the properties of the
family of times at which each grain stops growing — is more appropriate to formulate a robust definition.
This approach was already used to define the Lilypond model in [6]. Here we follow the definition of [4]
with some adaptations.

Let S € S be a configuration. Let 7 : S — (0,+00]. For any x € S, we think about 7(z) as the
time at which the grain z stops growing (if 7(z) = co, then the growth never stops). Before stating the



properties we require about 7, let us define a useful notion. For x # y € S and ¢, > 0, we say that z
7-hits y at time ¢, if there exists ¢, > 0 such that

ty <7(z) and t, < 7(y) and g, (tz) = gy(ty) and ¢, < t, .
The property in display can be rephrased informally as follows.

o The grain y is still growing at time ¢, (as ¢, < 7(y)) and thus the point g,(¢,) belongs to the grain
y at time ¢,,.

The point g, (¢,) thus also belongs to the grain y at time t; (as t; > t,).
o But the grain z is still growing at time ¢, (as t, < 7(x)).
o Therefore the grain z hits the grain y at time ¢, (as moreover g, (t;) = gy(ty)).

Note that when z 7-hits y at time ., it does not mean that it is for the first time. We are now ready
to give the property we require regarding 7, meaning the first time of hitting. A S-lifetime function
is a function 7 : S — (0, +00] such that:

1. Stopping property. For all z # y € S and ¢, > 0, if  7-hits y at time t,, then 7(x) = t,.

2. Hitting property. For all x € S such that 7(x) < oo, there exists y € S\ {«} such that x 7-hits
y at time 7(z).

Very roughly speaking, the Stopping and Hitting properties can be respectively understood as follows:
“a hit implies a stop” and “a stop requires a hit”. From now, a function 7 : S — (0, +o0] will always
denotes a S-lifetime function with the stopping and hitting properties.

As a first consequence of the Stopping property, the Hard-core property asserts that only the extremity
9.(7(z)) of a grain may hit another grain:

Lemma 2 (Hard-core property). For allz #y € S, g.([0,7(z))) N gy([0,7(y))) = 0.

Proof. Let x # y € S and t,t, > 0 be such that ¢, < 7(x), t, < 7(y) and g4 (tz) = gy(ty). If t, < t, then
x 7-hits y at time t, and thus the Stopping property implies ¢, = 7(x) & [0, 7(z)). Otherwise y T-hits =
at time ¢, and the Stopping property implies t, = 7(y) € [0,7(y)). To sum up, we got t, ¢ [0,7(x)) or
ty ¢ [0,7(y)) which is the searched result. O

Note that if « 7-hits y € S\ {x} it necessarily happens at time 7(x) by the Stopping property.
Therefore, z 7-hits y is equivalent to

T(x) < oo and there exists t,, > 0 such that ¢, < 7(y) and g,(7(x)) = g,(t,) and t, < 7(z) . (1)

In our model, the hits on itself are ignored so that a grain may overlap itself infinitely many times
without being stopped (think of a Brownian trajectory). We say that = is stopped at time 7(x) if
7(z) < oo is finite. In that case, the Hitting property means that x 7-hits at least one y € S\ {z}, but
nothing prevents g, (7(z)) to belong to several grains.

We say that x 7-hits y in a regular way if

T(x) < oo and there exists ¢, > 0 such that ¢, < 7(y) and g,(7(x)) = g,(t,) and t, < 7(z) . (2)

This is a stronger than (1) as we require t, < 7(y). It is important to note that, by the Hard-core
property (Lemma 2), if « 7-hits y in a regular way then there exists a unique such y.

A configuration S is said tempered if there exists a unique S-lifetime function 7. In that case, the
model is well defined (from the configuration S). In the sequel, we will work with tempered configurations
and shorten “z 7-hits y” to “x hits y”.



2.1.3 The dynamic point of view

Let us present a procedure, called the Dynamical algorithm, corresponding to the dynamical descrip-
tion of the model given in introduction. The intuition is the following: for any z € S and any time ¢ > 0,
G, (t) is the state of the grain x at time ¢ if its growth has not been stopped yet; its growth stops as
soon as it hits another grain. From a finite configuration S, the Dynamical algorithm returns a function
Tayn : S — (0, 400] such that 74y, (z) is the time at which the grain z is stopped and Tgyn () = oo if it is
not stopped. The Dynamical algorithm consists of a While loop which involves the set S’ C S of grains
still alive (or growing) at each step of the loop.

For any x € S, let Tgyn(z) = 400 and ¢/,([0,t]) = g,([0,t]) for any t > 0.
Let S’ = S.
While S’ # 0:
For any x #y, v € S’ and y € S, let t(z — y) = inf{t > 0: g.(t) € g,([0,])}.
Let t* =inf{t(x - y) :x #y,x € S and y € S}.
If t* = 400 Then S’ = (). Else:
Let 8" ={x €8 :3Jye S\ {a},t(x —y) =1t*}.
For any x € S”, let Tqyn(z) = t* and ¢,([0,t]) = ¢,([0,t*]) for any ¢t > ¢*.
Let §" =S"\ S5".
End If
End While

Let us specify that the infimum ¢(x — y), for « # y, is reached since the g,’s are continuous func-
tions. The same holds for the infimum ¢* because the configuration S is finite. Also the set S” is
allowed, at a given step of the While loop, to contain several elements: this corresponds to simultaneous
hits between different grains. Finally, each auxiliary function ¢/, is possibly frozen during the algorithm.
This ensures that the piece of trajectory of (g, (t)):>0 after its stopping time will play no role in the sequel.

Let us prove that 7qy, is a S-lifetime function and this is the only one. This means that any finite
configuration S is tempered and both definitions of the model- the static one with lifetime functions and
the dynamical one —coincide on each finite S.

Lemma 3 (Reconciliation}emma). Lei? be a finite configuration. The function Tay, generated by the
dynamical algorithm from S is the only S-lifetime function.

Proof. Let S be a finite configuration. Let us prove that 74y, is a S-lifetime function and first focus on
the Stopping property. For all grains x # y, one has

Tayn(z) < t(x — y) € [0, +00]

where t(z — y) = inf{t > 0 : g.(t) € g,([0,#])} and g, ([0,t]) = g,([0, A Tayn(y)]). Assume that x
Tayn-hits y at time ¢, for  # y in S and ¢, > 0, i.e. there exists ¢, such that g,(t;) = gy(t,) with
ty < Tayn(), ty < Tayn(y) and t, < t;. Then

gz (tz) = gy(ty) C gy([(),tm A Tdyn(y)]) = 9;([Oatz])

which means ¢, > t(z — y). Hence we get Tqyn(z) < t(z — y) <ty < Tayn(), i.e. tz = Tagn(x). The
Stopping property holds.

In order to check the Hitting property, let us consider a grain € S with 7qyn(z) < co. By the
Dynamical algorithm, there exists a grain y € S\ {z} such that 74yn(z) = t(x — y) < co. We then
have to prove that @ Tqyn-hits y at time 74yn (). Since the g,’s are continuous, the infimum t(z — y) is
reached :

gw(Tdyn(x)) € ggl;([()?Tdyn(fC)]) = gy([Odeyn(x) N 7—dyn(y)D .

So there exists ¢, < Tayn(z) A Tayn(y) satistying t, < Tayn(y), gu(Tayn(x)) = gy(ty) and t, < Tayn(z). In
other words, « Tqyn-hits y at time 7qyn(z).

It remains to prove that 7qyy is the only S-lifetime function. By absurd, assume that there exist two
S-lifetime function, say 71 and 75. Thus let us consider the grain  minimizing 7 (z) A2 (x) among grains



satisfying 71 (z) # 72(x). This minimal element is well defined since 71 # 75 and S is finite. Without loss
of generality, we can assume 71 (z) < 72(x) which in particular implies that 7 (z) < co. By the Hitting
property (for 1), there exists a grain y # x such that x 7y-hits y at time 7y (z). Roughly speaking, the
grain z is stopped by y for 7y and it lives a little longer for 75 than for 7. Then the Hitting property
(for 7o) forces the grain y to live a little shorter for 75 than for 71. This contradicts the minimality of .
Precisely, « 71-hits y at time 7 (2) means g,(71(x)) = gy(ty) for some time ¢, such that ¢, < 71 (y) and
ty < 71(z). The hypothesis t, < 72(y) together with g,(71(x)) = gy(ty), T1(z) < 72(z) and t, < 7 (2)
would mean that x 7o-hits y at time 7 (z) and then 71(z) = 72(x) by the Hitting property (for o). As
this conclusion fails, we necessarily have ¢, > m(y). To sum up,

To(y) <ty < mi(z) A7i(y) < 72(x) -
The grain y then satisfies 71 (y) # 72 (y) and 71 (y) AT2(y) < 71(z) AT2(z) which contradicts the minimality
of . O
2.2 Model driven by a probability measure p

We need to introduce a few objects to handle some measurability issues about the families of stopping
times 7(x). Consider the set

8 ={8 CR?x[0,400] : § is finite or countable and the restriction of 7 to S is one-to-one}

where 7 denotes the projection from R? x [0, +00] onto R2. As before, if Se ,§’ we can write

~

S={(z,7(x)),z €S}
where S = 7#(S). For any A in B(R?) ® B(]0, +0c]), define a map N4 from 8 to NU {oo} by
Na(S) = #(5n 4).
We equip gyith the a—ﬁeldi]-'g generated by the family of maps Z\AZA, A € B(R?) ® B([0, +]).
Let A C S. We say that A is a tempered set of configurations if the following conditions hold:
1. A is measurable, that is A € FS.
2. For all S € A, S is a tempered configuration.

3. The set A is invariant under the action of spatial translations. In other words, for all S € A and
all u € R?, B
S—ueA

where S —u = {(x —u, h), (z,h) € S}.
4. The map p: A — S defined by
o(S) = {(z,7(z;5)),r € S}

is measurgble where A is equipped with the o-field induced by FS and S is equipped with the
o-field FS. Here 7(-, ) denotes the unique S-lifetime.

Note that translating by a common vector the starting points of the grains does not modify the lifetime
of the grains. More formally, if A is a tempered set of configuration, then for any S € A and any u € R?
we have

p(S —u) =¢(S) —u
where ¢(S) —u = {(x —u,7), (z,7) € ¢(5)}.
Let u be a probability measure on (C, F€). Let & be a Poisson point process on R? x C with intensity

measure dz @ p where da denotes the Lebesgue measure on R2. Equivalently, ¢ is a marked Poisson
point process on R? with intensity dz and independent marks in C with distribution p. We refer to the



book by Last and Penrose [14] for background on Poisson point processes. The projection 7 from R2xC
onto R? is almost surely one-to-one on &. In the remaining of this article we assume that this condition
holds. We can thus write, as before,

E={(z,hs),xz €&}

where £ = 7(§) and (hy), is a family of elements of C. As before, we use the associated notations g,
and G,. The process ¢ is a Poisson point process on R? with intensity dz. Conditioned on &, (hy), is a
family of i.i.d.r.v. with distribution pu.

We say that the measure yu is tempered if there exists a tempered set of configurations A such
that € € A with probability 1. In this case, we always work on a full probability event such that & € A.
Moreover we use as before the notation 7(x;€) — or simply 7(x) — for z € £,

In the article we focus on percolation questions. We however provide a simple sufficient condition (3)
which ensures that a given measure p is tempered. In other words, under (3), the model built from the
marked Poisson point process € (and driven by the probability measure p) is well defined.

Proposition 4. A probability measure i on (C,FC) is tempered as soon as, for all t > 0,

E

sup IIh(s)H?] < o0 (3)
s€0,t]

where h is a random variable with distribution u.

The proof of Proposition 4 essentially follows the same strategy as the one of Theorem 3.1 of [4] but
with some differences about the hypotheses on which these results are based. For the convenience of the
reader, we provide a sketched proof in Appendix 6.1.

2.3 Absence of percolation

Let £ be a Poisson point process on R? xC with intensity measure dz®p where 1 is a tempered probability
measure. We put an edge between x,y € £ if x hits y or if y hits . We write in this case z ~ y. We thus

get an undirected graph structure Graph(&) whose set of vertices is . We say that Graph(§) percolates
if one of its connected component is infinite.

The loop property expresses the possibility for the model to contain loops as small as we want.
Further, this property will be used to locally modify the current configuration by adding a loop at the
right scale and at the right place so as to block or stop a connected component. Precisely, we say that

the loop property at scale a > 0 holds if there exists £(a) € F€ and r(a) € (0, ) such that:
1. The event L£(a) is possible, that is P[€ € L(a)] > 0.

2. The event is local. More precisely £(«) only depends on the grains starting in B(«). In other
words,

VS eS8, SeLa) < Sp) € L(a).

3. On the event {€ € L(a)}, the set { N B(a) can be written as {z1,...,2,} for some integer n > 2.
Furthermore, in the model associated to §|p () (whose existence is ensured by the Reconciliation
lemma), the following properties hold:

(a) Forany 1 <i<n—1, z; is stopped by z;+1 and x,, is stopped by z1.
(b) For any 1 <i < n, T(xﬁgug(a)) <a.
(¢) The set
U G, (T(23;€1B())
1<i<n

is included in the open annulus B(a) \ B(r(a)) and it separates B(r(a)) from R2 \ B(«).

Let us remark that in the loop property, the parameter « is used as a spatial parameter and also as a
time parameter (Item 3.(b)). Note that the the radius r(a) could be chosen equals to 0 in this definition
without changing anything. Indeed, since the union of grains Ui<;<nGa, (T(2; §|B(a))) is a compact set,

10



Figure 3: On this picture, £ N B(«) is made up with n = 4 points (the black points). The union of their
grains separates B(r(a)) from the outside of B(«). The black arrows indicate the sense in which grains
grow.

if Ttem 3.(c) holds for r(a) = 0 it holds for r(a) > 0 as well. By dominated convergence Theorem, if
the loop property at scale « holds with r(a) = 0, it holds also for r(«) > 0. We keep the presence of
r(a) > 0 in the definition since it plays a crucial role in the following constructions. Note also that the
loop property is monotone w.r.t. : if it holds at scale a > 0 then it holds at any scale o’ > a. Indeed, if
L(«) and r(«) satisfy the above conditions for a given a > 0, then £(a') = L(a)N{EN(B(a/)\B(a)) = 0}
and r(a’) = r(«) satisfy the above conditions for o/ > .

The main result of the article is the following result.

Theorem 5. Let & be a Poisson point process on R? x C with intensity measure dx & pu where [ is a
tempered probability measure. We denote by h a random variable on C with distribution p. Assume

o The loop property holds at any scale a > 0.
o There exists t > 0 such that

E
s€0,t]

sup ||h<s>|2] < .

Then, almost surely, Graph(§) does not percolate.

2.4 Examples
2.4.1 The Brownian model

The Brownian model consists in i.i.d. standard Brownian motions (BM) in R? starting from the Poisson
points of £&. Equivalently, the Brownian model corresponds to the PPP ¢ whose intensity measure dz ® p
is such that u denotes the probability distribution on (C,F€) of the standard BM in R? starting at the
origin. Let B = {B;};>¢ be a random variable with distribution . We also write B = {(Bt(l), B£2))}t20
where {Bt(l)}tzo and {Bt(2)}t20 are two i.i.d. one-dimensional (standard) BM starting at 0. Using the
fact that supyg BY is distributed as |Bt(1) |, we easily check that

E [ sup IIh(S)II2]
s€[0,t]
is finite for any ¢t. By Proposition 4, this suffices to ensure that u is tempered, i.e. the Brownian model
exists or is well-defined.
The existence of that model was already stated in [4] (Corollary 3.2). But the absence of percolation
in the Brownian model is a new result.

11



Proposition 6. The Brownian model previously defined does not percolate (in the sense of Section 2.5)
with probability one.

Proof. By Theorem 5, it is enough to prove that the loop property L£(«) holds at any space-time scale
« > 0 for the Brownian model since the moment condition has been checked just above. We only prove
it for & = 1 (the same construction works for any « > 0, by a standard re-scaling procedure). Let us
first introduce some notations. Given ¢ > 0 (small), let us set

o Rf:=[-%-3e,1 —¢] x[-¢,¢];

e R5:=[0,5 +3¢] x [—¢,¢] ;

o RS:=[1+e1+3e]x[—¢c]
Let B = {B;};>0 be a standard BM in R? starting at (—3 — 2¢,0). We claim (without proof) that the
event A depicted in the left hand side of Fig. 4 has positive probability:

A:={vte[0,1/2], B e Ri} n{Vt e [1/2,1], B, € R3} N {B1 € R3} .

Thus, taking £ small enough and four Poisson points respectively located nearby the four points (j:%, :i:%)
and using the conjunction of four (translated and rotated) copies of the event A, we can check that the
loop property £(1) holds (with r(1) small enough, say r(1) = ). See the right hand side of Fig. 4. The
details are left to the reader. O

T D AR NN B Y
Bl'\j|

\

\
‘
\

Figure 4: The picture on the left hand side represents the event A. The Brownian trajectory (in red)
starting at By = (—3 — 2¢,0) lies in R§ N R§ at time ¢ = 1/2. So, it horizontally crosses the square
(=1,0) + [—¢,€]? during the time interval [0,1/2]. After that it remains trapped in R§ and finishes
in RS at time ¢t = 1. In particular, it horizontally crosses the square (%,0) + [~¢,¢€]? during the time
interval [1/2,1]. To the right hand side is represented the Brownian model built from four grains whose
trajectories satisfy translated and rotated copies of the event .A. The resulting grain configuration forms

a loop included in the open annulus B(1) \ B(r(1)) which separates B(r(1)) from R2\ B(1).

2.4.2 The line-segment model

The line-segment model corresponds to the PPP ¢ whose intensity measure dz ® p is such that p denotes
the probability distribution on (C, F€) of the trajectory Y = {Y (t)};>¢ defined as follows: for any ¢ > 0,

Y (t) :=tV(cos®,sinO) € R?

where V and © are two independent random variables such that V' > 0 a.s. and © is uniformly distributed
on [0,27]. Hence Y = {Y(t)}i>0 is a unilateral line-segment growing linearly with velocity V' and
according to the direction ©.

The next result states the existence and the absence of percolation in the line-segment model improv-
ing moment conditions given in [4] (finite fourth and exponential moments were resp. needed to ensure
existence and absence of percolation in Proposition 3.4 and Theorem 3.5 of [4]).
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Proposition 7. Whenever E[V?] < oo, the line-segment model exists and does not percolate with prob-
ability one.

Proof. Let us first compute

=E | sup (sV)?

s€[0,t]

E l sup [|Y(s)|? =t’E[V?] .

s€10,t]

So E[V?] < oo implies the moment conditions in Proposition 4~ so the existence of the line-segment
model —and in Theorem 5. It then remains to prove the loop property L£(«a) at any space-time scale
«a > 0. A basic construction involving four grains in the same spirit as the right hand side of Fig. 4 will
work. The details are left to the reader. O

3 Proof of Theorem 5

3.1 Preliminaries on Palm measure and mass transport principle

In this section we summarize some standard results around the stationarity of point processes. In
particular we recall the special form of the Palm measure for the Poisson point process with marks and
the mass transport principle as well. We refer to [14] for a modern and pedagogical presentation.

Let us recall that £ is a Poisson point process on S with intensity measure dz ® p. The "heuristic"
definition of the Palm measure of £ at a point = € R? is the conditional distribution of £ given the event
"there is a marked point at the location z". Obviously this definition is senseless since this event has
null probability. Nevertheless, using the independence properties of the Poisson point process (a spatial
version of absence of memory) it is possible to provide a sens to this heuristic definition and show that
the Palm measure of £ at the location x is simply the process € itself with an extra point at x with an
random mark h following the distribution p and being independent to €. Precisely we define this point
process by

Em = EU {(mv h)}

and the classical "Slivnyak-Mecke formula" provides a rigorous setting of the heuristic described above:
For any measurable and non-negative function M : S x S — [0, +00)

B | M08 <[ [ M), E )] ()
y€ee

By stationarity of the Poisson point process &, it is easy to see that Ew has the same distribution than
=0 =0 . . . . . ..
& +x and therefore £ is the main object of interest. In particular we have the mass transport principle.

Lemma 8. Let M : R x R x § — [0, +00) be measurable and non-negative. We assume that M is
equivariant under the action of translations of R:

Ve, y,t eRY, VS eS8, Mz,y,S) =M@ —ty—tS—1t).

Then,
-0 -0
E Y M@Oy&)| =E|> M(0¢)
yegl zeg0

In words, under the Palm distribution, the mass coming out of the origin is equal to the mass coming
into the origin. The lemma admits a proof relying only on stationarity. For completeness, we choose to
provide a very short and intuitive proof relying on the fact that & is a Poisson point process.

13



Proof. Let h and h' be two independent random variables with distribution .

E > M(0,y,8) :E:M(0,0,{(O,h)}ug): —|—/RdE:M(Qy,{(O,h),(y,h’)}UE)]dy

yego

- :M(O, 0,{(0,h)} UE): + [ E :M( —4,0,{(=y,h), (0,A")} U (€ - y))}dy

/
:E:M(0,0,{(O,h)}uf): +/R E:M(fy,O,{(*y,h),(O,h’)}UE)}dy
/

_E :M(O, 0,{(0, )} UE): + [ E :M(%O, {(z,h),(0,h")} UE)}‘M

=E| Y M(,0,&)

zego

We used the Slivnyak-Mecke formula in Steps 1 and 4, the equivariance of M in step 2 and the stationarity
of £ in step 3. O

3.2 Reduction to an out-degree one graph

In the undirected graph Graph(§) (see Section 2.3), two distinct vertices x,y € £ are linked by an edge
if z hits y or y hits z. We write z ~ y when there is such an edge.
For all x € £ we now define a successor s(z) = s(z;§) € & as follows:

1. If 7(x) = +o0, we set s(z) = x.
2. If 7(z) < +o00, there are two cases:
(a) If z is stopped in a regular way by some y (see (2)), then there exists a unique such y because

of the hard-core property expressed in Lemma 2. In that case we set s(z) = y.

(b) If z is not stopped in a regular way by any y, we set s(z) = x.

s
We now define a directed graph Graph(£) with set of vertices £ by putting an arrow from z to y when

s(x) = y. We write x — y when there is such an arrow. The graph Graph(¢) satisfies two basic and
elementary properties stated in the following lemma.

Lemma 9.

1. For any x € £, the outdegree of = in Gmpz(g) is 1.

2. The graph Grap?L(z) is shift-invariant. This means that for all u € R?,

Gmp?L(z —u) = Gmp?z(g) — u.

Proof. Recall that we work on a full probability event on which £ € A where A is a tempered set of
configurations. The first item is a straightforward consequence of the definition of the graph. Let us
check the second idem. As & belongs to A and as A is invariant under spatial translations, £ — u € A.
Moreover, by uniqueness of the lifetime function, for all x € &, 7(x —u; € —u) = 7(z;€). The result easily
follows. O

- —
We denote by <?(Jc, §) the undirected component of z in Graph(¢£). This is the set of vertices we can
reach from z by following the arrows forward or backwards. More formally,

ﬁ(m) = ?(m,g) = {y € £ : there exists n > 0 and a sequence = = ag,...,a, =y
such that, for all i € {1,...,n},a;—1 — a; or a; = a;—1}. (5)

_ [N
There is a strong link between percolation in the graphs Graph(¢) and Graph(§) as stated in the next
lemma.
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Lemma 10. On a full probability event, the following holds. For any x € £, if the connected component

of x in Graph(€) is infinite, then the undirected component C (z;€) of x in Graph(€) is infinite.

Thanks to Lemma 10, in order to prove Theorem 5, it is sufficient to prove that all the undirected

S
component of Graph(¢) are finite almost surely.

Proof of Lemma 10. There is a simple proof in the case where all the hits are regular (see (2) for the
definition). This means that for all x # y € ¢ then 2 ~ y implies that x hits y or y hits 2 which is

equivalent to x — y or y — . Therefore the connected components of Graph(§) coincide with the

undirected components of Graph(¢).

We now give the proof in the general case where non-regular hits are possible. The basic idea is that,
if in a connected component C of Graph(¢) there exists two points # ~ y such that neither z — y nor
y — x, then one can associate with the connected component C a unique special point in a translation
equivariant invariant way. By a standard application of the mass transport principle, this implies that
the connected component C' is finite.

We say that x € £ stops in a singular way if
1. 7(z) is finite.
2. There exists no y € & (we do not exclude y = x) such that g,(7(x)) belongs to g,([0,7(y))).

In this case we say that z stops in a singular way at g.(7(x)). Let C' be a connected component of

Graph(€). We say that s € R? is a singular point of C if there exists * € C such that z stops in a
singular way at s. The proof relies on the following observation whose proof is postponed.

Claim 11. The number of singular points of a connected component of Graph(€) is either 0 or 1.

The following claim follows from the previous one and stationarity through standard mass transport
arguments. The proof is also postponed.

Claim 12. With probability one, any connected component of Graph(§) which contains a singular point
is finite.

We first show how to conclude using Claim 12. Fix C an infinite connected component of Graph(¢).
By Claim 12, C' admits no singular point. Let x # 2’ € C be such that x ~ 2’. By symmetry we can
assume that x hits z’. There are two cases:

—
1. If « hits 2’ in a regular way, then there is an arrow  — 2’ in Graph(¢).

2. Otherwise, 7(z) and 7(z') are finite and

92(7(2)) = gor (7(2')) and ga(7(2)) & gar ([0, 7(2"))).

But C' admits no singular point. Therefore there exists y € x such that g,(7(z)) € ¢,([0,7(y))).
Now there are three subcases:

(a) Subcase y & {x,a’}. Then x and ' hits y in a regular way: there are two arrows x — y and

a2’ — y in Graph(¢).

(b) Subcase y = 2’. Then z hits 2’ in a regular way. This subcase is ruled out by Case 1.

—
(c) Subcase y = . Then 2’ hits x in a regular way: there is an arrow 2’ — z in Graph(¢).

o
In all cases, z and y are in the same undirected cluster ? of Graph(&). Therefore C is a subset of such

an undirected cluster ? . As C' is infinite, ? is infinite and the proof of the lemma is over up to the
two postponed proofs.

Proof of Claim 12 using Claim 11. This is a standard application of stationarity through mass transport
principle. Denote by C(x;€) the connected component of x € £ in Graph(§). By Slivnyak-Mecke formula
(4) and Lemma 8, for any bounded set A C R?
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E 2 : 1{0(35;2) admits the singular point y and y belongs to A}

z,y€l
= /2 E Z 1{0(90;2”) admits the singular point y and y belongs to A} dy
R €LY

= ‘A|E Z ]l{C(;c;EO) admits the singular point 0}
_wEﬁO ]

= ‘A|E Z ]l{C(O;EO) admits the singular point x}
_:vEﬁO ]

< JA. (6)

It is enough to show that for any bounded A, the variable Zx,yeg ]l{C(m;E) admits the singular point y and y belongs to A}
is finite almost surely. Therefore if it exists a connected component with a singular point, necessary this

connected component is bounded.
O

Proof of Claim 11. Let C be a connected component of Graph(£). Assume, for a contradiction, that C
admits two distinct singular points s and s’. Then, there exists z, 2’ € C and n such that

T(z) < 00 and g, (7(x)) = s
and 7(2') < 0o and g,/ (7(2')) = &
and there exists a path x = xq,...,2, = 2’ such that for all i € {1,...,n},z;_1 ~ x;.
Choose z, 2" and n as above and such that n is minimal. Necessarily, the z; are distinct (as the length of
the path is minimal) and n > 1 (as ¢ # =’ because s # s’). We now show by induction on i the following

property:
Vie{l,...,n}, 7(z;) < oo and gu,(7(2:)) € ga,_, ([0,7(xi-1))). (7)

Let i € {1,...,n}. As z; ~ x;_1, at least one of the following three conditions holds:
1. 7(xi-1) < o0 and g, , (7(xi—1)) € gu, ([0, 7(1))).
2. 7(x;) < o0 and gy, (7(21)) € gz, ([0, 7(24-1)))-
3. T(xi—1) < oo and 7(z;) < oo and gg, , (7(xi—1)) = gu, (7(24))-

Consider the case ¢ = 1. The first condition above can not hold. Otherwise we would have s = g, (7(x)) €
9z, ([0,7(21))) and s would not be a singular point. The third condition above can not hold. Otherwise

we could consider the path x = z,...,z, = 2’ and n would not be minimal. Therefore the second
condition holds and the desired property is proven for i = 1.
Consider now the case i € {2,...,n} and assume that the desired property is true for i — 1. The first

condition can not hold. Otherwise g,, , (7(z;—1)) would belong to g, ([0, 7(x;))) and to g, , ([0, 7(zi—2)))
(by the induction hypothesis) and therefore the intersection between g, ([0, 7(z;))) and gz, _, ([0, 7(x;—2)))
would be non empty. But as x;_o # x;, this is forbidden by the hard-core property, see Lemma 2. The
third condition can not hold. Otherwise, we would have g, (7(2;)) = gu;_, (T(xi-1)) € gu,_, ([0, T(zi-2)))
and thus z; would hit x;_5. We could then consider the path = = zg,...,z;_2,%i,..., 2z, = 2’ and n
would not be mimimal. Therefore the second condition holds and the desired property is proven for 7.
By induction this establishes (7). In particular s’ = g,/ (7(2)) = ga, (7(20)) € g2, , ([0, T(2n-1))).
But this is not possible as s’ is a singular point. This is our contradiction and this completes the proof
of Claim 11. O

The proof of Lemma 10 is complete. O

16



3.3 Absence of forward percolation is sufficient

—
For any = € £ we define three components in Graph(¢):

e The forward component of x. This is the set of all vertices we can reach from z by following the
arrows. More formally,

For(x) = For(x;&) = {y € £ : there exists n > 0 and a sequence = = ag, ..., 0, =y
such that, for all i € {1,...,n},a;—1 — a;}.

e The backward component of x. This is the set of all vertices we can reach from x by following the
arrows in reverse. More formally,

Back(z) = Back(z; &) = {2 € £ : x € For(2)}.

o The undirected connected component of z. This is the set <ﬁ(ac) = ﬁ(m,g) defined by (5).

The following lemma is a known consequence of Lemmas 8 and 9. A proof can find in [3] for instance,
but for the convenience of the reader we provide a sketch of the proof below.

Lemma 13. One a full probability event, the following holds:
Vo €&, For(z) is finite <= <8@) is finite.

Combining Lemmas 10 and Lemmas 13 we get that, in order to prove that all the connected component

of Graph(§) are almost surely finite, it is sufficient to prove that all forward components For(x) of

Graph(¢) are finite.

[N
Proof. A loop in Graph(§) is a finite sequence xq, ..., Z,, n > 0, of points of £ such that ¢ = x,, and,
for all i € {1,...,n}, ;-1 — x;. Using only the first property of Lemma 9 we get for each z € £ that
exactly one of the following properties is satisfied:

1. For(z) is infinite and C'(z) contains no loop. In that case C(z) is infinite.
2. For(x) is finite and C'(z) contains a unique loop. In that case C'(z) can be finite or infinite.

This can be proven as follows. First one checks that ?(x) is the union of For(z) and of all Back(y)
for y € For(z). Then one distinguishes two cases: For(x) is finite (and thus contains a unique loop) or
infinite (and thus contains no loop). One concludes by noticing that adding the backwards components
Back(y) adds no loops.

The proof of Lemma 13 is then complete once we have proven

P[3z € £ : C(x) is infinite and contains a unique loop] = 0. (8)

This property can be proved as in the Claim 12. Indeed a cluster with an unique loop contains a
special point which is for instance the most right point in the loop. Following similar computation as in

(6), we show that almost surely this cluster is finite.
O

3.4 Absence of forward percolation of bad points is sufficient

In the previous sections, we showed that the proof of Theorem 5 is reduced to the proof of the absence
of forward percolation in the graph Graph(¢). In this section, we show that we can reduce the setting
further since it is only necessary to prove the absence of forward percolation for a class of "bad" points

that we define below. We start with the definition of "good" points.

3.4.1 Definition of good points

Loops. We say that = € £ belongs to a loop if there exists n > 1 such that s(”)(z) = 2 where s(™
denotes the n-th iterate of s. In particular, in the degenerate case where s(x) = x, « belongs to a loop.
We say that x € & is followed by a loop if 2 does not belong to a loop and if its successor s(z) belongs
to a loop.
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Notion of (a,u)-good points: informal definition. Let o > 0 and u € R? be such that 0 ¢
B(u,a). Slightly informally, we say that = € £ is an (o, u)-good point if replacing the configuration
inside B(x + u, ) by a local configuration belonging to x +u + L(«) creates a loop after x and does not
decrease the cardinality of the backward of x.

Notion of («,u)-good points: formal definition. Let S’ denote the set of configurations S € S
such that 0 belongs to S. We can focus on such configurations thanks to the fact that everything is well
behaved under t/he action of translations.
For any §,5 € & we set
resample(S, gl) = S|B(u,a)c U gTB(u’a). (9)

This define a measurable map from S’ t0S. Let EI be an independent copy of €. In words, resample(¢, E/)
is obtained from & by resampling inside B(u, ) using E’. Define Good («,u) as the measurable subset
of configurations S € S° such that:

1. Almost surely, resample(S, ?) belongs to A.

2. Almost surely, on the event {E’ € u+ L(a)}, the following conditions hold:
(a) In resample(S, EI), 0 is followed by a loop.
(b) #Back(0, S) < #Back(0, resample(.S, E,))

We then say that z € S is an (o, u)-good point in S if S — z € Good (v, u).
The first condition is needed to ensure that the second condition makes sense. It is however harmless
as stated in Lemma 40 in Appendix 6.2.

Notion of a-good point. Let 0 < a < 1. Recall that r(«) is part of the definition of £(«). We fix a
finite set U(«) in R? such that

B(0,a”")\ B(0,a) [ B(u,r(e)) CR*\{0}.
ueU (o)

We say that 2 € S is a-good in the configuration S if there exists u € U(a) such that x is («, u)-good.
In other words, we set
Good () = U Good (o, u)
ueU(a)

and we say that = € S is a-good in the configuration S if S — x belongs to Good (). The definition
depends on the choice of U(a) but it will not be as issue. Recall that U(«) is fixed.

3.4.2 The number of good points in a forward is finite

In the following lemma we show that almost surely an infinite forward cluster can not contain an infinite
number of good points. The proof is inspired by similar results developped in Section 4.3 in [3].

Lemma 14. Let a > 0. With probability one, for all x € &, the set {y € For(x) : y is good for £} is
finite.

Before proving Lemma 14 let us state an immediate consequence. We say that a point = € £ is a-bad
when it is not a-good.

Lemma 15. Assume that there exists o > 0 such that, almost surely, there is no x in £ such that
o For(x) is infinite.
e Yy € For(z), y is a-bad for €.

Then, almost surely, for all x € £, For(x) is finite.
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Combining Lemmas 10, Lemmas 13 and Lemma 15 we get that, in order to prove that all the
connected component of Graph(€) are almost surely finite, it is sufficient to prove that all infinite forward
components contains a-good points. In other words, there is no percolation in the original non oriented
graph as soon as there is no forward percolation of a-bad points for a small enough. The problem is
thus reduced to the proof of the existence of a subcritical regime in some oriented percolation model.

This is a huge improvement as it enables us to play with a.

Proof of Lemma 15. Let o be as in the statement. With probability one, by assumption and by Lemma
14, we have

Va € ¢, For(zx) is finite or there exists y € For(x) such that y is a-good (10)

and
Vr € ¢, {y € For(z) : y is good for £} is finite. (11)

We work on this event. Let x € £. Assume that For(z) is infinite. By (11) there exists x* € For(x) such
that all points of For(z*) are a-bad. This contradicts (10). This establishes the lemma. O

Lemma 14 is a consequence of the following result.

Lemma 16. Let a > 0 and u € R? be such that 0 € B(u,«). Then,

1
E[ Z ﬂyis(a,u)-goodf‘”gn}gm.

yEFor(0,€°)
Proof. Let E’ be a copy of ¢ independent of € and of EO. By definition of («,u)-good we have

=0
#BaCk(O’ f )10 is (a,u)-good for EO ]lg,equll(a)

< #Back(0, resample(€_, € ))1

0 is followed by a loop in resample(go ,E/) :

But EO is independent of E’, rgsample(go,g) has the same distribution as EO (as 0 & B(u,«)) and E’ —u
has the same distribution as £. Therefore, taking expectation, we get

E [#Back(0.€ )1 o () go0a 1 | P[E € £(0)] < E |[#Back(0, €)1 (12)

0 is followed by a loop in EU :

We plan to apply Lemma 8 (mass transport principle). Recall A the set of tempered configuration whose

existence is due to the fact that 4 is a tempered distribution. Recall P[e’ € A = 1 by Lemma 40. We
consider the map M defined for =,y € R and S € S by

M(z,y,8) = 1541 Ig .41 1

mEBack(y,g)ﬂy is (a,u)-good for § — " SeA " yeFor(x,5) "y is (a,u)-good for S°

In particular M (x,y,S) = 0 if 2 or y does not belong to S. Now,

-0
E [#BaCk(O’g )]lO is (o,u)-good for EO:| =k Z ]10 is (a,u)-good for EU

_a:EBack(O,EO)

=E| > M08
_IGEO

=E Z M0, y,go) (by Lemma 8)
Lyee’ J
=E Z ]ly is (a,u)-good for EO : (13)

LycFor(0,6°)
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Similarly,

E [#Back(o,?)n (14)

0 is followed by a loop in EO} =E Z ]ly is followed by a loop in ZO
-0
y€For(0,£7)

But there is at most one point followed by a loop in any forward. Combining this fact, (12), (13) and
(14) we get the lemma. O

Lemma 16 has a nice intuitive interpretation. One may think — this is a rough picture — that the
forward ends by a loop after each (a, u)-good point with probability at least P[¢ € £(a)]. One may then
hope that the number of (a, u)-good points in a forward is dominated by a geometrical distribution with
parameter P[¢ € £(a)]. The expected value of this number of points would then be at most the inverse
of this parameter. While the actual picture is more complex, the lemma states that the latter prediction

actually holds true.

Proof of Lemma 14. Forany S € S For any = € £ write For®°°?(z; €) = {y € For(z; &) : y is a-good for ¢}.
Define similarly ForGOOd(O;EO). Set C' = [0,1]%. Thanks to Slivnyak-Mecke Formula (4), the Lemma 16
and the definition of #U(«), we have

sod( 1] _ g [apoGood g, 0] < #U(@)
E[w;C#ForG d(x,{)} _E{#F AL )] = P[¢ € L()]

We get the result. O

3.5 Absence of forward percolation of f-bad points is sufficient

In this section, we introduce a new model, an augmented model in the sense that the collection of new
stopped curves contains the curves of the original models. This model has better stochastic properties
and its study will be easier. In particular, the proof of Theorem 5 will be reduced to the absence of
forward percolation of bad points in this new model.

Before starting its construction, recall that we work under the framework and assumptions of Theorem
5. In particular, there exists ¢t > 0 such that

E [ sup ||h(s)2] < 0.
s€[0,t]
In fact we can assume ¢t = 1. If ¢ > 1, this is straightforward. If ¢ < 1, it suffices to perform a linear
change of time for the probability measure p: replace p by its image under the map h — (s — h(st)).
The assumptions are still satisfied for the new probability measure (for the loop property at scale a, one
can use the fact that the initial measure satisfies the loop property at scale at and argue as in the proof
of the monotony of the loop property) and the graph obtained does not change.
We therefore assume ¢ = 1 to simplify notations,

E l sup ||h(s)2] < 0.
s€[0,1]

3.5.1 The #-model

Recall £(1) and (1) from the definition of the loop property at scale 1. We say that there is an obstacle
around ¢ € R? if the following conditions hold:

1. E—ce L(1).
2. Forall z € £\ B(c, 1), Gi(x) N B(c,1) = 0.

We then define O, = O.(&) as follows.
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o If there is an obstacle around ¢ € R? we define O, as the union of the terminal state of all grains
which started in B(c,1):

e Otherwise, we set O, = 0.
We then define the global obstacle by
0=0©=J 00"
ceR?

For all x € £ we define a
(z) = 7%(x; ) = inf{t > 1: g4(z) € O}

and B

GH(x) = G*(2;€) = Ga(rF(2)).
As mentioned above, this defines a f-model which is an augmented version of the initial model. More
precisely, we have the following lemma.

Lemma 17. For allz € &, 7(x) < 74(z).

Proof. Assume there is an obstacle around some point ¢. As Gy(z) N B(c,1) =0 for all x € £\ B(e, 1),
no grain starting outside B(c, 1) reached B(c,1) at time 1. As & — ¢ € £(1), when considering only the
dynamics of the grains inside B(c, 1), those grains stops before time 1 and their union at time 1 is O(c).
Therefore, when considering the whole dynamic, the evolution of the grains starting inside B(c, 1) is not
modified by the evolution of the grains starting outside B(c,1). Thus the set O(c) is created before time
1 and is, indeed, an obstacle for the other grains after time 1.

Let now x € £. There are two cases.

e The grain x is one of the grains involved in the creation of the obstacles. In this case, we know
that 7(z) is at most 1. But by definition 7%(x) is at least 1. Therefore 7(x) < 7%(x).

o The grain z is not one of the grains involved in the creation of the obstacles. In this case, the grain
starting at x is stopped at the latest at the first time after 1 at which it meets an obstacle. We
thus also get 7(z) < 7%(x) in this case as well.

O
Fix p > 1. For all ¢ € R? and n > 1, we define the annulus
Ale,n) = Ble, ")\ Ble, o)
and A(n) = A(0,n) when the center ¢ equals to the origin. For x € £, we consider the fattened set
GHRt(r) = GH2) + B(3) ={g+b:g € G¥x),bc B(3)}.

For n > 1, we say G¥(z) crosses the annulus A(n) if

GFY (1) N B(p" ') # 0 and GF24(z) N B(p™)° # 0.
The following result will enable us to control the dependencies in the f-model.

Proposition 18. There exists pg > 1 such that, for any p > po, with probability 1, there exists ng such
that:

1. For alln > ng and all x € &, G*/%(x) does not cross A(n).
2. For all n > ng and all x € £N B(p"), G¥(x) = Gu(a?;EB(an)).
Let us note that the last object G*(x; EB( pnt1y) is well defined since the definition of obstacles can be

extended to the case of any finite configuration, in particular € g(,n+1). The definitions of 7#(x, & g(,n+1))
and Gﬁ(az;gB(an)) follow. The proof of the proposition is postponed in Section 4.

INote that if there is an obstacle around ¢ € R?, then for any ¢’ € R? close enough to c one has O, = O,. This yields
O = UC c0? Oc. This alternative description of O enables to solve some potential measurability issues.
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3.5.2 Definition of f-good points

Let us define a new graph structure on the set of vertices £ by putting an edge between z,y € £ when
GH () N GF(y) £0.

In this case, we write z ~f 3. A #-path is a (finite or not) path in this graph. In other words, this is a
(possibly infinite) sequence (z;) of points of ¢ such that, for any index 4, z;_; ~F ;. Using the natural
distance in this graph, we denote by B*(z, k) the ball with center z € ¢ and radius k > 0.

The next proposition which considers the case where 0 belongs to the configuration, introduces the
notion of («, #)-goodness through the event Good ().

Proposition 19. There exists a family of events Goodﬁ(a) € FS indexed by a > 0 such that the
following properties hold.

1. For all o >0, Good*(a) c {S€S:0¢e S}.

2. A.s. for all a > 0, any x € § stopped in a regular way (in &) and such that £ — x € Goodﬁ(a)
satisfies € — x € Good ().

3. For all a > 0, the event Good* () only depends on {(y,g,),y € B%(0,4)}.
4. A.s. for any x € £, there exists ag > 0 such that for all0 < o < o, € —x € Goodﬁ(a).

An element z € £ is an (a, §)-good point if € —z belongs to Good ¥(a). Otherwise, z is an («, §)-bad
point. The statements of Proposition 19 can thus be paraphrased as follows:

o A.s. any (a,t)-good point stopped in a regular way is an a-good point.
o Whether x € € is (o, f)-good or not only depends on {(y,g,),y € B*(x,4)}.
o A.s. any point of € is (o, f)-good for a small enough.

The proof of the proposition is postponed to Section 5. While it may be frustrating for the reader to
encounter only an abstract definition of Good ! () points at this stage, providing a precise definition now
is impractical due to its technical nature, which involves extensive work, such as introducing scenarios,
blurred lifetime functions, and more. Therefore, we have chosen to extract and present only the significant
properties of Goodﬁ(a) points necessary to complete the proof of Theorem 5.

3.6 Proof of Theorem 5 using Propositions 18 and 19

In the previous section, we successively reduced the proof of Theorem 5 to the proof of the existence of
a subcritical regime for forward percolation of («, #)-bad points. In other words, it remains to prove the
following lemma.

Lemma 20. There exists a > 0 such that, with probability 1, there exists no x € & such that For(x) is
infinite and contains only (o, §)-bad points.

Proof of Therorem 5 using Lemma 20. Let o > 0 be as in the statement of the lemma. First remark
that any element y belonging to an infinite forward set is stopped in a regular way. We can then use the
second item of Proposition 19 to assert that if such y is an a-bad point, it is also an (a, f)-bad point.
Hence, Lemma 20 implies that a.s. there exists no = € £ such that For(z) is infinite and contains only
a-bad points.

We conclude by invoking almost sure results stated previously.

o By Lemma 15, all forward clusters For(z) are finite.

e By Lemma 13, all undirected clusters <ﬁ(gv) are finite.

o By Lemma 10, all the clusters C(z) of the original undirected graph Graph(&) are finite.
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Note that in the first two bullet points, forward clusters and undirected clusters of the directed graph

—
Graph(€) are considered while the third one concerns clusters of the original undirected graph Graph(¢).
Theorem 5 is proven. O

Proof of Lemma 20 using Propositions 18 and 19. Let m be a f-path (recall the definition in Section
3.5.2). We say that 7 is a #-path of (a,f#)-bad points if its all its vertices are (a,f)-bad points. We say
that 7 is self-avoiding if all its vertices are distinct.
. . . . A E .
Besides, two consecutive elements z; and z;+1 in a forward cluster in Graph(§) satisfies x; — x;41.
This means that there are different and z; ~F Z;+1 by Lemma 17. Hence, any infinite forward set is an

infinite self-avoiding f-path. So, in order to get Lemma 20, it is sufficient to prove that:

Claim 21. There exists o > 0 (small) such that a.s. there is no infinite self-avoiding -path of (a, #)-bad
points.

Given two subsets A and B of R?, we say that there exists a f-path from A to B if there is a f-path
(wg, ..., rx) such that G (z0) N A # () and G*™(2,) N B # 0. Let py > 1 given by Proposition 18 and
pick p > max{pg,2}. For any a > 0, n > 1 and ¢ € R?, let us consider the event

Cross,(c,n) = {3 a self-avoiding £-path of (a, §)-bad points from B(e, p'°") to B(e, pm("ﬂ))c} .
By stationarity, it is sufficient— to get Claim 21 —to prove that
P[Cross,(0,n)] — 0 as n — oo (15)

for @ > 0 small enough. Indeed, the previous limit asserts that any self-avoiding #-path of («,f)-bad
points starting from ¢ + [0,1]? is a.s. finite, for any ¢ € R?, and Claim 21 immediatly follows.

The proof of (15) relies on a multiscale analysis: see [9] for details. One key point is that the event
Crossq(c,n) can be localized on the following nice event:

Nice(c,n) = for all k > 10n and all z € &, G¥(2) does not cross A(e, k) and
ARG = forall k> 10n and all z € €N B(e, p*), Gi(z) = Gu(x;E‘B(QPkH))

recalling that A(c, k) = B(c, p*)\ B(c, p*~1). This is Lemma 22 below. Later, we will use that the event
Nice(c,n) has a probability tending to 1 as n tends to co (uniformly on the center ¢ by stationarity)
thanks to Proposition 18.

Lemma 22. For any a >0, c € R2 and n > 1, there exists an event CrossLocal,(c,n), depending only
on f‘B(CJ,anrw), such that

Crossqe(c,n) N Nice(c,n) = CrossLocal,(c,n) N Nice(c,n) .

Proof of Lemma 22. Assume that Nice(c,n) holds. In order to know whether Cross, (¢, n) holds or not,
we proceed in two steps. First, we focus on all possible self-avoiding f-path (zo, ..., x)) from B(c, p'°")
to B(c, p'o"t10)¢. W.lo.g. we can assume that (g, ..., ;) is minimal in the following sense: G#2%(z;)
overlaps B(c, p'°"*10)¢ only when i = k. Then, the fattened set G#(z;) (and in particular the vertex
z,) is included in B(c, pl9"*11). Otherwise, it would touch B(e, p'"*11)¢ and B(c, p1®**10) since by
hypothesis zj is the unique element among the z;’s such that G¥ft(x;) N B(c, p!?"+19)¢ £ (. This
is forbidden when Nice(c,n) holds. Consequently, o, ...,z are all points of £ N B(c, p!?*11). On
Nice(c, n), the f-grains G*(x;)’s (and also the fattened sets G#ft(x;)’s) only depend on E‘B(C7p10n+12).
In a second step, we have to check wether each x; is an («a, f)-bad point or not. Thanks to the second
item of Proposition 19, this only involves elements in B*(z;,4). Repeating the same argument as in the
first step on the event Nice(c,n), we prove that any vertex belonging to some B¥(z;,4), for 0 < i < k,
has to be inside B(c, p9"t1%). On Nice(c,n), the f-grains of vertices of £ N B(c, p!?"*15) only depend on

§5(c,pront10): -
The next step toward the proof of (15) consists in the following induction relation.

Lemma 23. There exists a constant C = C(p,d) > 1 such that, for alln > 1 and all o > 0,

P[Cross, (0,n 4+ 1)] < CP[Cross,(0,n)]? + CP[Nice(0,n)¢] .
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Proof of Lemma 23. Let C; be a finite subset of S(p!°) and Cs be a finite subset of S(p?°) such that

S(p'°) ¢ | Ble,1) and S(p*) | J Ble, D).

ceCy ceCy

Denote by K = K(p,d) the maximum of the cardinal of C; and Cy. For any n > 1, we immediately get
S(plo(n+1)) c U B 10n and S( 10( n+2)) U B(C, pIOn)

C€p10ncl CGPIDnCQ

where p'9"C; (resp. p'"Cy) is a subset of S(p'°"*+ 1)) (resp. S(p'°("+2))) with cardinality at most K.

Assume that Cross, (0,n+ 1) occurs and let us denote by m = (zo, ..., zx) a path realizing this event.
W.lo.g. we can assume that 7 is minimal in the following sense: G¥(z;) touches B(0, p!°+1) (resp.
B(0, p*0(+2))¢) only when i = 0 (resp. i = k). So, G¥(z) touches B(0, p'°"*1)) and its complement:
it also touches S(p'%"*+1)). Therefore there exists ¢; € p'"C; such that G#™t(x4) touches B(cy, p*0™).
Similarly there exists cy € p'9"Cy such that G*(z;,) touches B(ca, p'°™). As both distances between c¢;
and S(p'°(*+2)) and between ¢, and S(p*°(" 1)) are at least p'0(+2) — pl0(+1) 5 H10(+1) (gince p > 2),
we get that both events Cross, (c1,n) and Cross,(cz,n) occur. To sum up,

Cross,(0,n + 1) C U Crossq (c1,n) N Crossy (ca, n)
C1,C2
where ¢; € p'°"C; and ¢y € p'O"Cs.

Thus Lemma 22 leads to the following inclusion

Crossq(0,n + 1) ( U CrossLocal, (¢1,n) N CrossLocal, (c2, n ) (UNlce C3, M )

C1,C2

where ¢y, co are as before and where c3 € p'%"C; U p'°"Cy. By Lemma 22 and for i = 1,2, the event
CrossLocala(c;, n) is measurable w.r.t. £p ., ,1on+1s). So they are independent since [|c;—¢1 || > pl0n+2) _
ptont1) 5 9,10n+16 55 > 9 Therefore, the previous inclusion yields

P[Crossq(0,n 4+ 1)] < Z P[CrossLocal, (c1, n)]P[CrossLocal, (c2, n)] + ZP[NiCe(Cg, n)‘] .

crca cs
By stationarity, we can write
P[Cross, (0,n + 1)] < K*P[CrossLocal, (0,n)]? + 2KP[Nice(0,n)°] .
Using Lemma 22 once again, we get P[CrossLocal, (0, )] < P[Cross, (0,n)] + P[Nice(0,n)¢] and then
P[Cross, (0,n + 1)] < K*P[Cross,(0,n)]? + (3K? + 2K)P[Nice(0,n)°] .
The lemma follows with C = 3K? 4 2K. O

Let us conclude the proof of (15). Let C' > 1 be the constant given in Lemma 23. Since the event
Nice(0,7n)¢ has a vanishing probability as n — oo by Proposition 18, we can pick ng large enough such

that, for all n > ny,
1
CP[Nice(0, n0)¢] < C*P[Nice(0,n)¢] < =~ 1 (16)

As a consequence of the fourth item of Proposition 19, any point in a given bounded set is (o, #)-good
with probrobablity tending to 1 as « tends to 0. Hence, pick a > 0 small enough such that

CP[3z €N B(0, p'90F16) such that z is (a, #)-bad] < T
The argument used in the first step of Lemma 22 says that the conjunction of both events Cross, (0, 1)

and Nice(0,ng) ensures the existence of a («, f)-bad point in B(0, p!°"+11) Using what preceedes, we
get:

IN

CP[Cross, (0, ng)] < CP[3z € £N B(0, p'®" %) such that x is (a, §)-bad] + CP[Nice(0, no)*]
1
L (17
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Henceforth, combining (16), (17) and the induction relation

CP[Cross, (0,n + 1)] < (CP[Crossq (0, n)])2 + C*P[Nice(0,n)] (18)
providing by Lemma 23 (for all n > ng), we easily show by induction that CP[Cross, (0,n)] < % for all
n > ng. In other words,

1
0 < lim sup CP[Cross, (0,n)] < 3
Besides, from (16) and (18) we also deduce that
lim sup CP[Cross, (0, n)] < (lim sup CP[Cross, (0, n)])2
Putting together the two previous displays, we finally get (15). Lemma 20 is proven. O

4 Proof of Proposition 18: study of the f-model

4.1 Local obstacles, pollution and strategy

Rough strategy. We mainly have to prove that augmented grains G*(x) do not travel too far. As
augmented grains are stopped when they hit an obstacle, we have to prove a conveniently quantified
version of "any long path touches an obstacle". The difficulty lies in the fact that the definition of the
event "there is an obstacle around point ¢" is not local. Indeed, the second item in the definition requires
that there is no x € £\ B(c,1) such that Gy(z) touches B(e,1). This leads to long range dependence.
To deal with that difficulty we introduce two objects:

e The event "there is a local obstacle around ¢". This is a local event. They are therefore easily dealt
with.

o The pollution ¥. This is a random subset of R? such that, for any point ¢ out of ¥, "there is a
local obstacle around ¢" if and only if "there is an obstacle around c¢".

The difficulty is thus concentrated in the study of the pollution ¥. We are led to show that on any long
path one can find many points outside of ¥. This is related, at least in spirit, to percolation and first
passage percolation. We make a few comment on this point in Section 4.3.3. In the remaining of this
section, we give precise definitions.

Vio-local obstacle. We define a notion of local obstacle. This notion depends on a positive real number
Vo > 0. We also write V0+ = Vo + 1. For any x € ¢ we define

V()= sup [lg:(s) = g(0)]| = sup [lho(s)| and V7F(z)=V(z)+1
s€0,1] s€[0,1]

In the line-segment model introduced in Section 2.4.2, V(x) denotes the speed of growth of the associated
grain. We keep this interpretation as a speed in the general case and speak of low-speed or high-speed
grains  depending on whether V' (z) < Vj or not. Recall the discussion at the beginning of Section 3.5,
the moment assumption of Theorem 5 can be rewritten with ¢ = 1. Hence, in the whole of Section 4, we
assume
E[V?] =E[ sup [lh(s)]?] < oo
s€[0,1]

or equivalently E[(VT)?] < co.

Recall also £(1) and r(1) from the definition of the loop property at scale 1. Let us first reformulate
the definition of obstacle as stated in Section 3.5.1. There is an obstacle around ¢ € R? if the following
conditions hold:

1. £E—ce L(1).
2. For all z € £\ B(e, 1), if V(z) < Vp, then G1(z) N B(c,1) = 0.
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3. For all z € £\ B(c, 1), if V() > Vo, then G1(x) N B(c, 1) = 0.
We say that there is a local obstacle around ¢ € R? if the first two of the above properties are true. Let

us make a few elementary remarks.

e If there is an obstacle around ¢, then there is a local obstacle around c.

e By definition of the loop property, the probability of having an obstacle around a point is positive.
The same therefore holds for the probability of having a local obstacle around a point.

e Property 1 only depends on Z‘ B(e,1)- Property 2 only depends on §| B(e, V)" Indeed any grain x
such that Gy (z) N B(c, 1) # 0 satisfies B(x, V(x)) N B(c, 1) # (. If the grain is moreover low-speed,
then B(z, Vo) N B(e, 1) # 0 and thus = belongs to B(c, V;"). Therefore,

The event "there is a local obstacle at ¢" is measurable with respect to ¢ B(e,Vi): (19)

o If there is no high-speed grain x € £ such that B(z,V(z)) touches B(c, 1) — which is equivalent to
¢ € B(z,V*(x)) —, then there is a local obstacle around ¢ if and only if there is an obstacle around
c.

Vo-pollution and strategy. The latter remark motivates the definition of the following object. We
define a Boolean model by
2=V = |J B@V@)
ze&:V(z)>Vy
We can reformulate the remark ending the previous paragraph as follows:

If ¢ € R*\ X, then there is a local obstacle around c if and only if there is an obstacle around c. (20)

Plan of the section. We fix some constants in Section 4.2. The key result on pollution, Proposition
25, is stated and proven in Section 4.3. Its main consequence, which is essentially the first item of
Proposition 18, is then stated and proven in Section 4.4. The conclusion of the proof of Proposition 18
is then given in Section 4.5.

4.2 Choice of constants for Sections 4.3 and 4.4

We fix p and Vy large enough for Sections 4.3 and 4.4. In Section 4.5 we do not use Vj any more and p
become a free parameter again.

Scale parameter p. We fix p = 100.

Speed parameter V. In order to choose Vj, we need to introduce a further event. We say that there
is a local low-speed obstacle around ¢ € R? if the following conditions hold:

1. E<V° — ¢ € L(1) where E<V° ={(z,hs) €E:V(x) <Vl
2. For all z € £\ B(c, 1), if V(z) < Vg, then G1(z) N B(c, 1) = 0.

The advantage of this new event is that it is measurable with respect to E<V°. If all the grains of

£N B(c,1) are low-speed, then there is a local low-speed obstacle around ¢ € R? if and only if there is a

local obstacle around ¢ € R2. Recall that the probability of having a local obstacle raound c is positive.

Therefore, for Vg large enough, the probability of having a local low-speed obstacle around c is positive.
Let now C' be the absolute constant define in (25). Fix Vj large enough to ensure

Pllocal low-speed obstacle at 0] > 0 (21)
and there exists an integer ng such that
1
pot < Vit and 6V < p" "t (p — 1) and 02/ (vT)2dPy+ (v) < T (22)
(pm0=2,+00)

We can have (21) thanks to the discussion of the previous paragraph. We can also have (22) as E[(V T)?]
is finite and as p — 1 = 99 > 6.
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4.3 Pollution control

Recall that p = 100 and that Vj has been chosen in Section 4.2.

4.3.1 Notations, result and plan

Let n > 1. We consider the annulus .
An = B(p")\ B(p"™)
and the Boolean model
Y, = U B(x,V*(z)).
ze&: Vot <Vt (z)<pn—!

Let us recall the definition of the pollution >:

= |J B@Vi@)= U B(z, V*(z)).

z€&: Vo<V (x) z€&V,F <V H(2)

Thus ¥, is a local version of the pollution .

To any deterministic continuous path 7 crossing A,, (that is starting from the inner boundary of A,,,
ending on the outer boundary of A,, and remaining within the annulus A,, in the meantime) we associate
the score

Sp(m) = max{card(W) : W C n, W C X°(Vp), W is separated}

and the score
S) (m) = max{card(W) : W C m,W C XS (p, Vo), W is separated}

where "W is separated’ means that any two distinct points of W are at least at distance 3V, from each
other and that each point is at least at distance ?)VOJr from the boundaries of the annulus.
Finally, we introduce
T, = inf S, (m)

7 crosses Ay,

and
T, = inf S (m).

7 crosses A,

The latter quantity is local:
T, is measurable with respect to & p2pn)- (23)

Indeed T, depends only on A, NY,,, and the radius of balls considered in the definition of ¥,, is bounded
from above by p"~! (and thus by p").
Let us collect a few results in the following lemma.

Lemma 24. o If W is separated, then the events "w is a local obstacle” indexed by w € W are
independent.

o IfW C X€, then for any w € W, "w is a local obstacle" if and only if "w is an obstacle".
Proof. The first item is a consequence of (19). The second idem is (20). O

Our aim is to show that any crossing of an annulus touches an obstacle with high probability. Thanks
to the previous lemma, the task is mainly reduced to showing that 7, is large. This motivates the
following key result about pollution.

Proposition 25. With probability 1, for any n large enough, T,, > (4/3)".

The lower bound (4/3)" is negligible compare with the width of the annulus A,, which is of order
100™. The lower bound is thus sub-linear. This is however sufficient for our purpose. The proposition is
an immediate consequence of the following results and of Borel-Cantelli lemma.

Lemma 26. There exists A > 0 such that ) P[T} < (3/2)"A] < oco.

Lemma 27. With probability 1, for any n large enough, T} = T,,.
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Proof of Lemma 27. Let n > 0. If T, # T, then there exists 2 € £ such that
V*(2) > p"! and B(z, V*(2)) N B(p") £ 0

and therefore such that
[z < (1+p) V().

But the expected value of the number of x € ¢ fulfilling the previous condition is 7(1 + p)2E[(V T)?],
using the Campbell’s formula, which is finite as V™ = V 41 and E[V?] is finite. Therefore, almost surely,
the number of such z is finite. The lemma follows. O

The proof of Lemma 26 is given in the next section.

4.3.2 Proof of Lemma 26
We need the following lemma, which relates the behavior at scales n and n — 1.

Lemma 28. There exists an absolute constant C' — given by (25) — such that, for all n > 1 and all
A>0,

P[T, < (3/2)A] < CP[T!_, < A]* + c/( ] 1](v+)2dPV+(v+).
prT2,pn
Proof. Let n > 1. Consider the event
D(n) = {there exists x € ¢ such that V' (z) € (p" 2, p" '] and B(x, V*(x)) touches B(p™)}.
On the complement of this event, we have
S0 B(p") = St N B(p"). (24)
Recall that we set p = 100. Fix three finite sets L1, Ly and L3 such that, for all ¢ € {1,2,3},

L; C 0B(20i) and 9B(20i) ¢ | J B(w,p™").
weL;
We define an absolute constant C' by
C = max(card(L;)card(Ls) + card(L;)card(L3) + card(Ls)card(Ls3), 7(1 4 p?)?). (25)
Fix n > 1. For all ¢ € {1,2,3} we have
p"1L; € OB(20ip™ ') and 0B(20ip" 1) C U B(w, p"™?%).
wepn—1L;
The key is the inclusion

(T, < (3/24ycDm)u | U U {5m + 10 + 1,05 < (3/2)A) (26)

w1€pn Ly wa€pn 1Ly w3€p™ L3

where T, is the event T). | "centered at w" (in other words this is a translate of T},_;). Let us prove
(26). We work on {7}, < (3/2)A}\D(n). Consider a path 7 which realizes the minimum in the definition
of T! . Hence,

T = S! (m) > card(W)

for any subset W such that W C w, W C ¢ (p, Vo) and W is separated. Let us construct a ’suitable’ set
W. For each i choose w; € p”flLi such that B(w;, p”fz) contains a point of 7. Then consider for each
i some restrictions m; of 7 crossing the corresponding annuli. One can for example define 7; as follows:

a; = sup{t : 7(t;) € B(w;, p" %)} and b; = inf{t > a; : 7(t;) & Blw;, p" 1)}

and then set m; = g, 5,]- See Fig. 5. Now define for each i a set W; which realizes the maximum in the
definition of S, _;(m;) (with a definition for an annulus centered at w;). So, for any 4,

card(Wi) = S;L_l(ﬂ'z') > T;Lliil .

Finally, set W = W7 U W5 U W3. This set enjoys the following properties.
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1. card(W) = card(W) + card(Ws) + card(W3). Indeed each W; in included in B(w;, p"~!) and these
balls are disjoint.

2. WcCm.
3. W C 2¢(p, Vo). This is due to (24).

4. W is Vp-separated. This is a consequence of the fact that each W; is Vj-separated (which implies
in particular that each point of W; is at distance at least 3V0+ of the complement of B(w;, p"™ 1)),
the fact that the W; are included in the disjoint balls B(w;, p"~!) and the fact that these balls are
included in the annulus at scale A,,.

Therefore
T) =8, (m) > card(W) = card(W;) + card(W2) + card(W3)
= S y(m)+ Sy (m2) + Sy () > T, + T8 + T,

This establishes (26).

pn—l QOp”_l 40pnfl 60pn,—l 100p71—l — pn.

Figure 5: On this picture, circular arcs of dB(p"~"), dB(20p" ") etc. are represented with vertical
lines. The (black) path 7 crosses the annulus A,, = B(p")\ B(p"~!). When 7 crosses the smaller annuli
w; + A, for i = 1,2,3, it provides the three (red) paths m,ma, 73.

If the sum of three numbers is smaller than (3/2)A, then the sum of the two smallest of them is
smaller than A. Indeed, if a < b < ¢ are such that a + b+ ¢ < (3/2)", then (a + b)/2 < ¢ and thus
(a+b)+(a+b)/2<a+b+c<(3/2)A from which we get a +b < A. From this simple remark (which
is the reason why we need the three layers Ly, Lo and L3 in (26)) and (26) we get, by union bound, by
(23) and by stationarity

P[T! < (3/2)A] < P[D(n)] + CP[T!,_, < A)?

where C is defined by (25).
Finally, using the Campbell’s formula,

P[D(n)] < Elcard(z € £ : VT (z) € (p" 2, p" '] and B(z, V' (x)) touches B(p™))]
— Efcard(z € € : V¥ (2) € (0%, 5" and 2] < V*(2) + o)
< Efcard(z € €: V¥ (z) € (0" 7%, p" ] and |Jz]| < (1+ p*)V T (2))]

=7(l+ p2)2/ (vT)2dPy o (vF).

(pm=2,pm7 1]
Plugging this inequality in the previous one and using the definition of C' by (25) ends the proof. O

Proof of Lemma 26. Let C' be the constant given by Lemma 28. Fix ng such that (22) holds. As
po~t < Vih, B, = 0. For any path m crossing Ay, as 6V;" < pm0~1(p — 1), we thus get S}, () > 1
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by considering for W the singleton containing some point of 7 in the middle of A4,, (that is at distance
prot 4 pmo=t(p—1)/2 of 0). Thus T, > 1. Set A = (3/2)"". We get

P[T!, < (3/2)™A] =0. (27)

By Lemma 28 we have, for all n > 1,

CPIT! < (3/2)"A] < C2P(T!_, < (3/2)" ' A]? + C2 / (wH)2dPy+ (v). (28)

(pm=2,pn 1]

From (22), (27) and (28) we first get, by induction, that for all n > no,

1
CP[T) < (3/2)"A] < 7
From (28) we then get, for all n > ng + 1,
1
CPIT), < (3/2)"A] < 56‘1[”[T7’l_1 < (3/2)" 1Al + 02/ (vF)2dPy+ (vT).
(pan’pn—l]
Summing over n we obtain, for all k£ > ng,
k+1 1 F
> CPT;, < (3/2)"A] < 3 > CPIT), < (3/2)"A] + C / ( ) 2dPy+ (v)
n=ng+1 n=ng mo-1,
and then (using (27))
k 1k
> CPT, < (3/2)"AJ< 5 Y CP[T), < (3/2)"A]+C (vT)2dPy+ (vT)
n=ng+1 2 n=ng+1 (pmo~=1,+o00)
and thus
Z CPIT! < (3/2)"A] < zc/ vH)2dPy+ () < oc.
n=no+1 mo—t +oo)
The lemma follows by letting k£ go to co. O

4.3.3 Comments on some related results

We review here some results which are related to the first part of the plan (Proposition 25) but which
are not sufficient to prove it, explaining that we have to develop new strategies here.

We can consider X(V;) from the percolation point of view. As E[V?] is finite, for V; large enough, all
the connected components of %(Vp) are bounded with probability one. Actually, the following stronger
result is true. For all Vj large enough, for all p > 1,

P[there exists a path in 3(Vp) from B(0,7) to the complement of B(0, pr)] — 0 as r — occ. (29)

In words, with high probability, we can find at least one point outside ¥(V}) on any path crossing a large
annulus. Those results are implicit in [9]. They are not sufficient to establish the first part of the plan

which requires many points and qualitative results (on the number of points and on the probability).
We can also consider X(Vp) from the first passage percolation point of view. In [10], the following
model is considered. Let T'(z,y) be the minimum time needed to go from x € R? to y € R? by a traveler
who walks at speed oo inside 3(V;) and at speed 1 outside ¥(Vp). By standard techniques in first passage

percolation, one can show

T7(0,z)

[l

where p is a deterministic constant. As consequence of the main result of [10] and of (29), p is positive
for V; large enough under a condition which is slightly stronger than E[V?] < co. This is closer to what
we need here but it is not sufficient to prove the first part of the plan as it gives no good probabilistic
estimates.

— pas. as ||z|| = oo
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4.4 Augmented grains do not cross large annuli

Recall that p = 100 and that V[, has been chosen in Section 4.2. For n > 1, consider the following bad

event:
5

Bad,, = {there exists z € & such that G*™(z) crosses the big annulus U Anti}
i=0
Let
N = inf{ng > 1:Vn > ng, Bad, does not occur}.

Lemma 29. With probability one, N is finite.

Proof of Lemma 29. Let
Ny =inf{ng > 1:Vn > ng, T, > (4/3)"}.

By Proposition 25, Ny is finite with probability 1. This is our control on the influence of high-speed
grains. We say that a ball B crosses an annulus A,, if B touches B(p"~!) and B(p")¢. Let

Ny = inf{ng > 1:V¥n > ng, there exists no = € ¢ such that B(z, V' (z)) crosses A4,}.

If n is such that A, is crossed by B(z, V' (x)) for some z € &, then V*(x) > p""1(p—1)/2 > p"~! and
B(z,V*(x)) N B(p™) is non empty. Arguing as in the proof of Lemme 27 we deduce that Ny is finite
with probability 1.

If k£ is an integer, we consider the event

SmallBady, = {3z € £N B(pk_Q) U Ago such that g, crosses Ay

and there is no obstacle at any point of Crossing(g., Ax)}

where Crossing(g., Ai) denotes the first crossing of the annulus Ay by the path g,, that is the path g,
restricted to the time interval (s,t) where

t=inf{u > 0: [lgo(u)] = o} and s = sup{u < ¢ ga (w)]| = p* '}

for a crossing from the inner to the outer and similarly for a crossing in the opposite direction.

Claim 30. For alln > 1, {n > Ny} N Bad, C Uk2n+1 SmallBad,.

Proof of Claim 30. Let n > 1. Assume that Bad,, occurs. Let = € £ be as in its definition. Assume also
n > Ni and n > N,. The idea is that, wherever x is:

o G*fat (1) must cross three annuli toward 0 or toward oo.
o ¢,([0,1]) cross no annuli (because n > N3).
o The fattening +B(3) is responsible for no annuli crossing.

As a consequence g, ([1,7%(x)]) must cross at least one annuli and there can be no obstacle on the crossing.

Let us detail for example the case z € B(p"~1). Asn > Na, g.([0, 1]) does not cross A,, and therefore
remains inside B(p"). As 3 is smaller than the width of all annuli (the minimal width is p*~1(p—1) = 99))
and as G*(z) + B(3) touches A, 3, 9.([0,7%(z)]) touches A, 2. In particular, g, crosses A, during
the time interval [1,7%(z)]. As a consequence (by definition of 7%(z)) there is no point of O [ ref | on
Crossing(g;, An+1). Therefore there is no obstacle on any point of Crossing(g,, An+1) (otherwise this
would contradict the previous statement by the separating property of a loop and by the fact that a
loop is contained in a ball of radius much smaller than the width of the annuli). We thus get that
SmallBad,, ;1 holds.

The cases ¢ € A, ¢ € Api1, ¢ € Apqo are proven similarly. We get (according to the case considered)
that SmallBad,, 12, SmallBad,,+3 or SmallBad,, 4 hold. The cases x € A, for some k > 3 are proven
in the same way except that we look for a crossing from the outer to the inner. We then get that
SmallBad,,; ;2 holds. O

Claim 31. There exists o > 0 such that, for all ¢ > 2, P[{¢ > N;}NSmallBad,] < mp*+* exp(—a(4/3)").
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Proof of Claim 31. Write D = B(p*~2) U Ay, to shorten notations. Then,

P[{¢ > N1} N SmallBad,)]

<E E ]l{gT crosses A, and there is no obstacle at any point of Crossing(gI,AZ)}]leNl
ze&ND

<E E ]l{gT crosses Ay and there is no local obstacle at any point of W(Crossing(gm,Ag))}]IEZNl
ze&END

where W (Crossing(g,, A¢)) is a maximiser of S(Crossing(g,, A¢)). The previous inequality is a conse-
quence of W (Crossing(g,, A¢)) C Crossing(g, Ar), W(Crossing(g,, A¢)) C ¢ and (20).
By Slivnyak-Mecke formula, we then get

P[{¢ > N1} N SmallBad,]

< / E [ﬂ{gT crosses Ay and there is no local obstacle at any point of W(Crossing(gm,Ag))}]lEZNl] dz
D

where the underlying point process is {(z,g,)} U &, where g, = x + h and where h is independent of &
and distributed according to p. Write € as the disjoint union of EZVO (the high-speed grains) and E<VU

(the low-speed grains) which can be assumed from each other:

& ={(y.9) €€:V(y) 2 Vo) and € = {(y.9,) € E: V(y) < V0.

Note that W (Crossing(g., A¢)), the family (7},),, and N; are measurable with respect to F := a(gm?%).
Moreover, on {¢ > N;}, we have Ty > (4/3)° and thus W (Crossing(g., A¢)) > (4/3)°. For # € D, we
have

E []l{gT crosses Ay and there is no local obstacle at any point of W(Crossing(gm,Ag))}]IKZ]\H:I
=E [E [1{91 crosses Ay and there is no local obstacle at any point of W(Crossing(gz,Ag))}]lZZN1 ‘ ]:H

<E [E []l{gL crosses Ay and there is no local low-speed obstacle at any point of W(Crossing(g$,Ag))}]1€2N1 | ‘/—-’H
< exp(—a(4/3)")

where exp(—a) is the probability of having no local low-speed obstacle at 0 which is smaller that 1 by
(21). The claim follows. O

From Claim 31 and Borel-Cantelli Lemma we get that
N3 =inf{ng > 1: VL > ng,{¢ > N1} N SmallBad, does not occur}

is finite with probability 1. Let n > max(Ny, Na, N3). Let £ > n. As ¢ > n > max (N, N3), SmallBad,
does not occur. By Claim 30 we deduce that {n > Ny} N Bad,, does not occur. But n > Ny. Therefore
Bad,, does not occur. As a consequence, N < max (N7, Na, N3) which is finite with probability 1. O

4.5 Proof of Proposition 18

In this section p becomes a free variable again (we do not fix p = 100 anymore). By Lemma 29, N
is finite with probability 1. But for n > N, there exists no x € ¢ such that G*~%%(z) crosses the big
annulus

5
| 4n+i(100) = B(100"?) \ B(100"1).
=0

Therefore for any p > 1003, with probability 1, there exists ng such that for all n > ng and all = € &,
G*~fat(x) does not cross A,(p). The first item of Proposition 18 holds for any choice of py larger than
100'3.
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Let p > 10013, Let
N’ =inf{ng > 1:Vn > ng, G* () does not cross A,(p)}
and
NS =inf{ng > 1:V¥n > ng, there exists no = € ¢ such that B(z, V' (z)) crosses A,(p)}.

We know by the first item that N’ is almost surely finite. By the same argument as for Ny | ref | (we
only change the value of p) we know that NJ is also almost surely finite. Let n > max(N’, N}) and
x € £N B(p™). Let us check, for such n and z,

Gﬁ(l“;g) = Gﬁ(x;gm(pn%))- (30)

This will establish the second idem — and thus Proposition 18 — with py = (10013)3.

As n > N’ we have G*(z) C B(p"*!). Therefore, in order to prove (30), we only have to check that
the obstacles touching B(p"*1) are the same in the configuration £ and in the configuration E‘ B(pnt3)-
If c € R?\ B(p™*! + 1) then, even if there is an obstacle at ¢, the obstacle does not touch B(p"*1).
Therefore it is sufficient to consider ¢ € B(p"™* + 1). Let us inspect to two conditions defining "there is
an obstacle at ¢" (we write it for ) :

1. £ —c € L(1) : this only depends on £ N B(c,1) and B(e,1) C B(p™™3).

2. For all z € £\ B(e, 1), Gi(z) N B(c,1) = 0 : this only depends on z € ¢ such that B(x, V' (x))
touches B(c, 1) and (as n > NJ4) all such = belongs to B(p™*3).

This proves (30) and ends the proof. O

5 Proof of Proposition 19: study of f-good points

The blurred approach with scenarios. We want to witness a-goodness of xg by looking only in a
limited neighborhood of the graph associated with the f-model in Section 3.5.2 (for short we will talk of
f-neighborhood). With so few information, we have no access to what really happens. For example we
do not know s(zg) or 7(xg). We therefore have to accept to lose some information. We develop what we
call a blurred approach with scenarios in which we agree to lose information of two kinds:

e We accept to lose the exact time at which some grain stops and, instead, keep only the knowledge
of the interval of time in which the grain stops. We refer to this as blurring.

o We accept to only know that what happens is described (up to the above blurring) by one of a
finite number of scenarios. Basically, a scenario consists of some meta-information giving the list
of particles stopping in each interval of time of the above time discretization.

We emphasize the fact that some of these scenarios may have no sense (for example making a particle
stop at some empty place). The point is that one of these scenarios corresponds to the true situation.
Moreover, this blurred approach with scenarios is local and contains nevertheless enough information to
witness a-goodness. The basic idea is that xq is declared (o, £)-good if it is good in each of the scenarios.
This is developed in Section 5.1.

The dominant time. The number of scenarios is finite partly because we only consider a finite
number of particles (the ones in a relevant f-neighborhood of () and partly because we only consider
what happens up to some finite time which we call the dominant time. We therefore need to define this
dominant time in a local way. The first idea would be to define it as a (local) upper bound on all possible
hitting times of the particles which may stop zg or be stopped by zy. One could think that knowing
the local configuration (up to blurring and scenarios) up to that time would be sufficient to place a loop
stopping x¢ without interfering with its backward component. This is true up to the following subtlety:
there may exist non stopped grains G¥(z) = G(z) with 7%(z) = 7(x) = +o0o which are not compact
and could be tangent to G¥(zy). The presence of such pathological grains could make impossible the
existence of a suitable small ball B(v, 2«) avoiding all the grains other than z( in the final configuration.
Overcome this second obstacle requires considering potential hitting times in a larger f-neighborhood to
make sure that, even if some grains other than xq are modified, this will not reduce the backward of .
See Section 5.2.
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Conclusion. Finally, Section 5.3 contains the definition of f-good points and the proof of Proposition
19, i.e. any point is («, #)-good for a small enough, the notion of §-goodness is local and any («, #)-good
point stopped in a regular way is an a-good point.

5.1 A blurred approach

In this section, we develop our blurred approach, which generally implies that the stopping character of
some particles during an interval is indeterminate. We retain only the information that the particle is
stopped at some point within this interval. Some information is lost, forcing us to work with a finite
sequence of scenarios, but this enables us to achieve locality.

Setting for the whole Section 5.1. Recall that x ~f y means that G¥(z) + B(3) and G*(y) + B(3)
overlap. We denote by Bf(z,1) the ball with center 2 and radius 1 w.r.t. the graph distance associated
to ~f. Proposition 18 asserts that any ball B¥(z,1) admits finitely many elements with probability 1.
In Section 5, the word locality has to be understood in terms of #-neighborhood.

For the whole Section 5.1, we consider an element zy € £ and we denote by xg, z1, ...,k the elements
of B¥(zg,1). For the moment, no hypothesis is required about the grain x( (such as stopped in a regular
way or with a finite lifetime 7(x¢)).

Scenarios and modified dynamical algorithm. Let Ty > 0 be a real number. Let us select the
integer N > 0 as the smallest integer such that

T 1
VO <i<K and Vt,t' €[0,Ty] with |t —t| < =2, we have |g,(t) — go, (') < —— . (31)
N ’ K+1
Such an integer exists by uniform continuity of the g,.’s on the compact time interval [0,7p]. Remark
that N only depends on Ty and the vertices zg, x1,...,Tk.
Let us set for any k € {1,..., N},

T, T
Lu(To, N) = I == [(kf 1)N°,kﬁ°) .

Respectively to g, 21,...,2x, To and N, a scenario s is a couple (J,(I(j) : j € J)) where J C
{0,1,..., K} and for any j € J, I(j) is taken among the intervals Iy, ..., In. According to the scenario
s, the grain xz; is declared blurred if and only if j € J. In this case, g,,(I(j)) represents its blurred
part. Note that there are finitely many scenarios. '

Given a scenario s = (J,(I(j) : j € J)), we define the modified dynamical algorithm for the
growth of the grains =g, x1,...,zx. The dynamics is the same as for the dynamical algorithm defined
in Section 2.1.3 except for the following points: for any 0 < i < K,

o if i € J and if x; is still alive at time ¢(¢) := inf I(¢), then it is (artificially) stopped at time ¢(7);
o if i ¢ J and if x; is still alive at time Tp, then it is (artificially) stopped at time Tp;

In particular, any blurred part g,,(I(j)) is invisible to the other grains x;, i # j: it cannot stop them.
This modified dynamics could be formalized as we did in Section 2.1.3 by working successively on time
intervals of length Ty /N and adding the above extra rules. Note that, in the modified dynamics, a grain
x; with ¢ € J may be stopped before ¢(i) = inf I(i), in this case it does not reach its blurred part.
However it can never be stopped after (7).

This modified dynamics, restricted to the grains xg,1,...,2x and to the time interval [0, Tp], is
realized according to the scenario s. It allows to associate to the scenario s a blurred configuration,
i.e. the union of the grains xg,...,zx produced by the modified dynamics with their blurred parts. We
denote this union of blurred grains by C(s). Note also that the modified dynamics involves only the
elements of B¥(zg,1). A blurred configuration is thus locally determined.
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Locality through admissible scenarios. Respectively to zg,x1,...,2x and Ty, a scenario s =
(J,{I(i) : i € J}) (or the corresponding blurred configuration) is said admissible when its set of blurred
parts Uje sgz; (I(7)) does not overlap the set

Heart := g, ([0, 7%(x0)]) + B(1) .

As claimed previously, the true configuration of grains around zy (and till time Tp) is known up to a
finite number of admissible scenarios.

Lemma 32. Using the previous notations, the following holds:

HeartN ( U 92([0, 7(z) /\TO])) € {HeartN C(s) : s is admissible} (32)
FASIS

The left hand side of (32) is the true configuration of grains in Heart and till time Tp: this is a
non-local information. However, the right hand side of (32) is a finite collection of blurred configurations
which are all locally determined. Roughly speaking, to get locality we have weakened our knowledge of
what really happens inside Heart and until time Tj.

The rest of this section is devoted to the proof of Lemma 32.
Proof. The proof is splitted into three steps.

Step 1 : Blurring algorithm. Our first goal is to deteriorate the lifetime function 7 (non-local
information) into a blurred lifetime function 7° (local information), leading to a scenario s.s.
Let zo,21,...,2K, Ty, N as before. Given also a configuration S € S, a blurred lifetime function 7 is
defined as a function
7:8 =0, To]U{l,...,In}U{0} .

Each of the possible values of 7(x), with € S, will be interpreted as follows:
o 7(x) € [0,Tp]: the grain x stops growing at time 7(x).

o 7(z) = Ii for some k: the grain x stops growing at some unknown time in the interval Ij,. It is
blurred.

o 7(x) =(): the grain z is discarded.

Let S € S be a tempered configuration and let 7 be its lifetime function. The Blurring algorithm
allows to blur the lifetime function 7 around the grain zo and until time T}, leading to a blurred lifetime
function denoted by 7°.

Start by setting 7° = 7. We will then change the values of some of the 7°(z) by performing the
following steps. We first need some notations. If ¢ € [0,Tp), blur(t) is defined as the unique interval Iy
containing t. We define the blurred region by

blurred-region(S, 7%, zo, To, N) := (ga, ([0, 7% (20)]) + B(6))° U ( U gx(Tb(x))) .
z€S: b (z)e{l1,....IN}

Now we perform the algorithm to deteriorate 7°. The first two steps below reduces the algorithm to
grains of B*(x, 1) and to the time interval [0, Tp]. The third steps is repeated until the algorithm stop.

1. For all z ¢ B*(z¢,1), set 7°(z) = 0.
2. For all x € B¥(z¢,1) with 7(x) > Tp, set 7°(z) = Tp.

3. Consider the set of all € B¥(xo,1) such that 7°(x) is a real number in [0,Tp) and g,(7°(z)) €
blurred-region(S, 7°, 2, Ty, N).

o If this set is not empty:
— For each z in this set, blur 7°(z) by setting 7°(x) = blur(r®(z)).
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— Go back to Step 3.
o If this set is empty, the algorithm stops.
When Step 3 is realized for the first time, the blurred region is equal to (g, ([0,7%(x0)]) + B(6))°

and at each new Step 3, it increases by adding blurred parts of grains, overlapping the current blurred
region. Hence, when the blurred algorithm stops, any connected component of the set

U 90, (7"(2))

i<K:7b(xzi)e{l1,....In}

overlaps (gz, ([0, 7%(x0)]) + B(6))°. See Fig. 6.

Besides, the blurred lifetime function 7° provides a unique scenario s,» to xq,x1,...,2x and Ty,
indicating which are the blurred grains (among the x;’s) and what is their blurred part. More formally,
sy = (J,(I(4) : j € J) with

J=1{j€{0,...,K}:7%x;) is a time interval} and for all j € J, I(j) = 7°(x;) .

™

w10, 7 (0)]) + B(6)

9o ([0, 7" (0)]) |

Figure 6: Here is the blurred configuration associated to the scenario s,s, itself provided by the blurred
lifetime function 7°. The dotted trajectories (as y) are some discarded grains, i.e. with 7°(y) = (), by
Step 1 of the blurred algorithm. The pink pieces are the blurred parts of grains. Some grains, as x; and
xo, are stopped at time Tj by Step 2. In the whole configuration &, the grain x4 is stopped before Ty and
outside the set g,, ([0, 7%(x0)]) + B(6) by y. Because y is discarded, this information is lost. The role of
the blurred part of the grain x4 is to encode this lack of information. Since, we do not know when x4 is
stopped (before or after crossing x57), this uncertainty is extended to x5, then x4 during Step 3.

Step 2. Let us prove that the modified dynamics generates from the scenario s+, a blurred configuration
which is consistent with the blurred lifetime function 7°. In other words, the blurred lifetime function
implictly given by the modified dynamics with scenario s, is 7°.

Since the list of discarded grains is the same for the scenario s,» and the blurred lifetime function 7°,
we only need to focus on the grains xg,x1,...,Zx. Let us consider the blurred configuration provided
by the modified dynamics from the scenario s,» and the grains (x;, g,). Let us call the cleaned configu-
ration the previous blurred configuration without its blurred parts. The key remark is that this cleaned
configuration is also provided by the Dynamical algorithm (defined in Section 2.1.3) from the modified
grains (z;, f»,) where the trajectories f,, are defined as follows. For any index i such that 7°(z;) = Tp,
we set (i) := Tp. For any i such that 7%(z;) € {I1,...,In}, we set t(i) := inf 7°(z;). In both cases, we
define

foi ) = g, (D) Li<s(iy + Goy () Lisaay
Otherwise, fz, := gz, Now, the Reconciliation lemma (Lemma 3) asserts that the Dynamical algorithm
provides a unique grain configuration— which is the cleaned configuration —with a unique lifetime func-

tion, say 79. Hence, the lifetime function 7y satisfies 7o(x;) = ¢(i) whenever 7°(z;) equals to Ty or one of
the intervals Iy, ..., Iy, and mo(z;) = Tb(.'lﬁi) otherwise. Finally, adding the blurred parts to that unique
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grain configuration and the values I, ..., Iy and () to the lifetime function 79, we just have proved that to
the blurred configuration (associated to s+ ), it corresponds a unique blurred lifetime function which is 7°.

Step 3: Let us prove that the scenario s,» is admissible. This means that the set of blurred parts

U 9:(7(@)) (33)

z€BF(20,1): T (z)€{I1,....IN}

does not overlap Heart = g, ([0, 7%(x0)]) + B(1). Recall that the scenario s, is associated to the blurred
lifetime function 7°.

Thanks to (31), each blurred part g, (7°(z;)) is included in a ball with diameter %_H Moreover each
connected component D of the set given in (33) is made up with at most K + 1 such blurred parts (since
each grain is blurred at most one time). So D is included in a ball with diameter 1. Combining with the

fact that D overlaps (gz, ([0, 7% (x0)])+B(6))¢ by construction of the Blurring algorithm, we get the result.

Let us now conclude. Recall that C(s,+) denotes the union of (possibly blurred) grains of the blurred
configuration provided by the modified dynamics from the scenario s.». Let us write:

Heart N ( U 9:([0, 7(z) A TO])) = Heart N ( U 92([0, 7(2) A TO])) = Heart N C(s;0) . (34)
TEE z€B(z0,1)

The second equality of (34) is due to Steps 2 and 3. The true configuration of grains around xo and
described by the lifetime function 7 is corrupted into a blurred configuration obtained from 7° and
corresponding to the scenario s.» thanks to Step 2. Hence, the true configuration and the blurred one,
i.e. C(s,s), differ only on the set of blurred parts given in (33). By Step 3, the scenario s,s is admissible
which means that these blurred parts are outside Heart. As a consequence, the true configuration and
the blurred one coincide on Heart. This achieves the proof of Lemma 32. B

5.2 The dominant time T(x)

Up to a finite number of admissible scenarios, we know what happens around the grain zy until time Tj.
The goal of this section is to ensure that it is possible to choose the time T in a local way and large
enough so that, up to time Ty, we have enough information to place a loop stopping zy without reducing
its backward. We call this time the dominant time T(z(). The basic idea is that T(z() depends on a
suitable #-neighbourhood of g and provides an upper bound on all possible impact between grains in a
relevant §-neighbourhood of z.

Remark that for the whole Section 5.2, no hypothesis is required about the grain z( (such as stopped
in a regular way or with a finite lifetime 7(x¢)).

Proposition 33. Let xg € €. Then there a.s. exists T(xg) < 0o, called the dominant time for zq, such
that:

(i) Domination: For anyy € B*(x¢,2) such that 7(y) < oo then 7(y) < T(zo).
(ii) Locality: T(xo) only depends on grains (z,g.) with z € B¥(xg,4).

Note that Item (i) above concerns not only the elements of B*(x¢,1), i.e. the z’s such that x ~* g,
but all those in B*(z,2). We will see why in Section 5.3.3. Determining the dominant time T(x¢) in a
local way (Ttem (i¢)) will be needed so that the g-goodness is a local notion.

Proposition 33 is an immediate consequence of the next result.

Lemma 34. Let y € . Then there a.s. exists T(y) € [0,+00] only depending on grains (z,g,) with
z € B¥(y,2) and such that:
T(y) < +o00 = 7(y) < T(y) < +oo .

Proof of Proposition 33. Let 2o € £&. The set {y € £ : y € B¥(z0,2) and T(y) < +oo} is a.s. finite by
Proposition 18. If it is empty then we set T(zq) := 0. Otherwise

T(xo) := max{T(y) : y € B*(x¢,2) and T(y) < +o0}
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is well defined and finite. By Lemma 34, it clearly depends only on grains (z,g.) with z € B¥(zo,4).
Moreover, for any y € B*(x¢,2) with 7(y) < oo, Lemma 34 asserts that 7(y) < T(y) which is itself
smaller than T(xz¢) by definition. B

Proof of Lemma 34. Let y € £ such that 7(y) < +o0. By the Hitting property, there exists z € &,
z # y, such that y hits z (at time 7(y)). But knowing precisely who is the stopping grain z of y is a
non-local information. We only know that it belongs to B¥(y, 1). We are going to prove:

Claim: For all z € Bf(y,1), there exists T(y, z) € [0, +o00] depending only on grains of Bf(y,2) such
that “y hits z” implies 7(y) < T'(y, z) < +o0.

We conclude easily from the Claim with setting
T(y) :==sup{T(y,z):z € B¥(y,1) and T(y,z) < +00} .

First, the variable T(y) only depends on grains of Bf(y,2). Moreover, if 7(y) < 400 then y hits some z in
Bf(y,1) and, by the Claim, the variable T'(y, z) is finite and bounds 7(y). The set over which the supre-
mum 7'(y) is taken is then non-empty. It is also finite by Proposition 18. So 7(y) < T'(y,2) < T(y) < +oo.

Hence our goal is to prove the Claim. Let z € Bf(y, 1) and assume that y hits z. Let us consider

by =it >0: g.(t) € g, (Ry)}

which is finite since y hits z. First remark that ¢, , < 7(2): the grain z is still alive at time ¢, ,. Oth-
erwise 7(z) < t,, and g,([0, 7(2)]) would not overlap g, (Ry) which would contradict that y hits z. Two
cases must be distinghuished depending on whether the infimum ¢, , is reached or not. At a first stage,
the reader may only focus on Case 1. The second case requires more work.

Case 1: The infimum ¢, , is reached, i.e. g,(¢,,) € g,(R1). Let us introduce the first passage time
of the trajectory g, at g,(t,,):
T = inf{t > 0: g,(t) = g.(t.4)} -

z,y

By construction, Tz(ly) is finite and reached. If Tz(ly) > t.,, l.e. the trajectory g. visits g.(t.,) before

gy, then 7(y) < Tz(ly) by the Stopping property. On the contrary, if Tz(lu) < t.4, the trajectory g, visits

g:(t,) before g,. We then have Tz(ly) < 7(y). Otherwise 7(y) < Tz(ly) <t,, < 7(2) would mean that the

grain y is stopped before arriving at g,(¢,,): ¢,([0,7(y)]) and g¢.([0, 7(y)]) would be disjoint that would
contradict the hypothesis “y hits z”. From Tz(ly) < 7(y) combined with g,(¢,,) = gy(Tz(,ly))7 try < 7(2)
and Tz(ly) < t., the Stopping property asserts that t,, = 7(z), i.e. the grain z is stopped by y at
time ¢, . The equality 7(z) = t., yields, by definition of ¢, ,, that if y hits z it happens at the point
g2(t2y). Therefore, “y hits z” forces the grain y to visit ¢.(¢,,,) at some time ¢ > ¢, ,, to be stopped. As
a congequence, in this case,

T(y) = TZ(?y) =1inf{t >t.,: gy(t) = g:(ts )} < +o00.
To sum up, in Case 1, the lifetime 7(y) is a.s. bounded by
T(y,2) =TT

yrT) >,

2
+T21

)<t

which is finite and only depends on grains (z, g.) and (y, gy)-

Case 2: The infimum ¢, , is not reached. In this case, we have 7(z) > t.,. Otherwise 7(2) <t,,
would mean that g.([0,7(2)]) and g, (R4 ) are disjoint since t. , is not reached, and this would contradict
the fact that y hits z. For the same reason, we know that g, ([t.,,, 7(2)]) is not reduced to the singleton
{g:(ts )}, i.e. the grain z continues to grow after time ¢, ,. Actually, we need a local version of what
preceedes:

A.s. 35 > 0 only depending on grains (z/,g./) with 2’ € B¥(z,1)

such that 7(z) > t,, +J and g, (¢, +0) # g-(t24)- (35)
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In what follows, we first prove Statement (35) by a blurring approach and thus how it allows to
conclude.

It could be possible that the grain z remains stuck at g, (¢, ) before restarting. To take into account
this possibility in our proof, we have to introduce the time t’z,y at which the trajectory g. leaves the
point g.(t.y): t,, = sup{t’ > t.y 1 g.([tzy,t']) = {g:2(t= )} }. As L., we know that ¢t/ is finite and
strictly smaller than 7(z). At first reading, the reader may assume that ¢, , =t .

Let us use a blurring approach around the grain z until time t'zyy (instead of z¢ and Ty w.r.t. Section
5.1). By Proposition 18, the set B*(z,1) is a.s. finite, say z{ = 2,2},..., 2} be its elements, with K
random and finite. Thus, by uniform continuity of the g.,’s on [0, ], we choose an integer N’ > 0 such
that, for any 0 < i < K and for any t,t' € [0,t, ] with [t —#| <, /N’, one has |g.,(t) — ga,(t')] <

1Ry

(K +1)~!. The time interval [0, ,] is then splitted into the disjoint intervals I,...,Ins. So, any
scenario s = (J,(I(j) : j € J)), where J C {0,1,..., K} and for any j € J, I(j) is taken among the
Ii’s, generates a blurred configuration of grains z{, 21, ..., 2% using the modified dynamics. As before,

the number of admissible scenarios is a.s. finite and, among them, there is the one corresponding to the
blurred lifetime function 7° (thanks to the choice of N’) and then to the true grain configuration inside
9:((0,7(2)]) + B(1).

Let us consider an admissible scenario s according to which the grain z has been stopped at time
t’z7y (artificially by the modified dynamics) and, in the corresponding blurred configuration, any other
grain of B¥(z,1) is at positive distance from g.(t, ). Let S be this set of scenarios. Recall that the true
scenario s,» belongs to S. Now, let us restart the growth of grains of B¥(z, 1) which have been stopped
at time ¢, , according to s. Then, by continuity of trajectories, there exists d(s) > 0 small enough such
that g.([0,t, , + d(s)]) does not intersect any of the sets g./([0,t, , + d(s)]) for 2’ stopped at time ¢, .

)Yz, 17z,
The parametzr d(s) > 0 can be chosen small enough so that gz([g, t. , +0(s)]) also does not intersect
the grains stopped before t’zyy or blurred according to the scenario s (since s is admissible). Roughly
speaking, according to the scenario s, the grain z is still alive at time ¢, , + d(s). By definition of ¢, ,
decreasing d(s) > 0 if it is needed, one can also assume that g.(t, , + d(s)) # g:(t, ,)-

Let 6 := min §(s) > 0 where the minimum is taken over the finite set S. Then,
T(2) >t , +6(spe) >tL 46 =t.y+6
where 6 := 6+, , —t., >0 and

9z (tz,y + 6) =9z (t,z,y + 5) 7& gz(tlz,y) = gz(tz,y) .

Moreover the construction of § (and §) only depends on time t.y,t,, and on grains (2, g./) with
2 € Bf(z,1).

It remains to explain how Statement (35) implies the result. Because the infimum ¢, , is not reached
and by definition of 4, there exist sq, s1 such that t. , < so < t.,+0 and g.(so) = gy(s1). By continuity
of trajectories g, g., we can also require that s; > ¢, , + . Henceforth

T = inf{t > t., +0: gy(t) € g=((tay, tay +0))}

is well defined and finite (it is also reached). Since the grain z is still alive at time ¢, , +J, we necessarily

have 7(y) < T 2(33,) by the Stopping property. Let us add that Tz(gy) only depends on grains (y, g,) and

(2,9.), and on the parameter d, i.e. only on grains z’ € B*(y,2). In conclusion, T(y, z) := TZ(3y) satisfies

the Claim. W

5.3 Proof of Proposition 19
5.3.1 All grains are f-good points

Let g € €. Since we only want to use local information, we have to forget the true configuration around
zo and work with admissible scenarios and blurred configurations. So, let us use a blurred approach
around the grain zo and until the dominant time T(z), involving grains of Bf(xg,1): as before they
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are denoted by zg,x1,...,2x. We then pick the integer N as in (31) but this time w.r.t. the vertices

Zo,T1,...,2x and the dominant time T(xo): N is the smallest integer such that
. ! : / T(x()) ’ 1
V0 <i< K and Vi,t" €0, T(xg)] with [t —1t| < , we have |g,,(t) — g.,(t)] < —— . (36)
N : : K+1
In the sequel, we focus our attention on the (finite) set S of admissible scenarios (w.r.t. g, z1,...,Tx

and T(zp)) in which zg is stopped in a regular way at time 0 < t(s,z¢) < 7%(x¢). Let us point out here
that we do not assume that z( is stopped in a regular way in the true grain configuration or that zo has
a finite lifetime (7(x¢) = 7%(x¢) = +o0 is allowed). The set S could be empty. Besides, when S # 0,
either z( is not stopped in a regular way in the true grain configuration and then none of the scenarios in
S correspond to reality. Or xzq is stopped in a regular way and then S contains the scenario s, provided
by the blurred lifetime function 7. However, with only local informations, we cannot distinguish these
two alternatives, nor the the scenario s.» in S if there is. This is why we focus our efforts on all the
scenarios of the set S.

Let s € S such a scenario. Our strategy consists in determining a small ball B(v,2a) located just
before the impact of z( on its stopping grain and overlapping no other grains (for the blurred configuration
corresponding to s). To do it, we need extra notations. Let i(s) be the impact point of z( on its stopping
grain. Since zq is stopped in a regular way (for the scenario s), it passes only one time through i(s).
Hence,

t(s,z0) = inf{t : gz, (t) = i(s)} < 400 .

Since the scenario s is admissible, there is no blurred parts inside g,,([0,¢(s,zo)]) + B(1) included in
Heart since t(s,zo) < 7%(x9). We can then read on the blurred configuration the impact points on
9xo ([0, (s, 0)]) created by some of the x;’s. Each impact point on g4, ([0, (s, z0))) = g, ([0, t(s, z0)])\
{i(s)} is created by a x; which is stopped in a regular way by x¢ and then belongs to the Backward set
of xy. Nothing prevents the occurrence of an impact point exactly at i(s). But the corresponding stop
is not regular by definition and the grain creating this impact point is not in the Backward set of zy.
See Fig. 7. Let us denote by i~ (s) the last impact point— when the grain z( is browsed from time 0 to
t(s,zo) —on gz, ([0,1(s,z0))). We set i~ (s) := zo if there is no such impact points. Notice that i~ (s) is
necessarily different from i(s), otherwise the grain creating this last impact point would not be stopped
in a regular way by x( (or because t(s,xo) > 0 in the case where i~ (s) = z(). Let us finally define
t~(s,xo) as the last passage time before t(s, o) of the grain xg at i~ (s):

t7 (s, o) := sup{t < t(s, zo) : Yo (t)=1i"(s)}.

By construction, i(s) does not belong to the compact set g, ([0, (s, zg)]): i(s) is at positive distance
t0 guo ([0, (s,20)]). We can then choose

v(8) € gao ([0,£(,20))) \ g (10,7 (s, 20)]) © G*(0)

(since t(s,20) < 7¥(20)) and 0 < a < 1/2 small enough such that B(v(s),2a) avoids g, ([0, (s, z0)])
and i(s) (Items (a) and (b) of Definition 35 below).

For 1 <1i < K, let G(s, x;) be the (possibly partially blurred) grain of z; in the blurred configuration
corresponding to the scenario s. By construction, v(s) does not belong to the compact set U;< x G(s, z;)
(all these grains are compact sets since they are at the latest stopped at time T(zp)). Hence, o > 0 can
be chosen small enough so that B(v(s), 2a) avoids Uj<xG(s, x;). This is Item (c) of Definition 35.

Since zy does not belong to B(v(s),2a), the parameter o > 0 can be further reduced so that inf{t :
9z (t) € B(v(s),2a)} is larger than a (Item (d) of Definition 35).

Clearly, the value o = «(s) > 0 previously obtained depends on the scenario s. Let us minimize «(s)
over the (finite) set of scenarios in S:

o :=mina(s) >0 .
seS

In a last step, we know by Proposition 18 that a.s. any f-grain is bounded (but not necessarily
stopped). Henceforth, the radius

Rt

Zo

:=inf{R >0: G% C B(xo,R)}
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Figure 7: On this picture z¢ is stopped in a regular way by xg at i(s). x1, 2 and x3 are all stopped by
xg in a regular way, but not x5 (actually x5 is stopped in a regular way by x¢ and is in its Backward set).
The small ball B(v,2«) (in red) has to be located between i~ (s) and i(s). Let us point out the presence
of the grain x4, with 7(x4) = oo, which is non-compact and tangent to the grain xg. By construction
of the dominant time T(xq), the piece of trajectory g.,((T(zg),+0o0)) (the dotted curve) is irrelevant
and can then be ignored without reducing the backward set of xg. This is why B(v,2«) may overlap
92, ((T(x0), +0)).

of the f-grain G is a.s. finite. We can then choose a* > 0 sufficiently small such that RE:O <1l/a*.

We are now ready to introduce the notion of #-good point.

Definition 35. Let 0 < o < 1/2 and xg € §. Let us denote by xg,x1,...,xx the elements of the (almost
surely finite) set B*(xg,1). The point xq is said (o, §)-good if R: < o~ and, for any scenario s (resp.
to xg,x1,...,2x and the dominant time T(xg)) in S (previously defined in this section), there exists a
ball B(v(s),2«a) satisfying the following properties:

(@) v(8) € guo ([0,(s,%0))) \ g ([0, £ (5, 20)]) T G* (o).

(b) B(v(s),2a) avoids the set g, ([0,t (s,z0)]) U {i(s)}.

(¢) B(v(s),2a) avoids all the (possibly blurred) grains G(s,x;) of the blurred configuration correspond-
ing to the scenario s.

(d) inf{t: g, (t) € B(v(s),2a)} > a.

Finally, we denote by Good*(a) C {S € S:0 e S} the following event: € — xo belongs to Good*(a) iff
xo s an (o, §)-good point.

In the case where the set S is empty, it becomes easy to be an (a, #)-good point since it suffices to
check if Rﬁo < a~!. However, the arguments developed before Definition 35 prove that any zg € &
is (a*,#)-good for the (random) value a* = o*(xg) previously obtained. This is the fourth item of
Proposition 19:

Proposition 36. A.s. any zo € € is a («, )-good point for a small enough.

Whereas the radius of the ball B(v(s),2«) is the same for any scenario considered in Definition 35
and is locally determined, it is not the case for its center v(s), which may then depend on the scenario
s. This means that our strategy does not allow us to specify locally where the suitable ball B(v,2«) is
located.

5.3.2 The f-goodness is a local notion

Unlike the notion of a-good point, the one of («, )-good point is local in the following sense. This is the
third item of Proposition 19.
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Proposition 37. Let 0 < a < 1/2 and x¢ € £&. The property “xo is an («,t)-good point” only depends
on grains (z,g.) € & such that z € B¥(xg,4).

Proof. Let 29 € £. We develop a blurred approach respectively to the elements of Bf(xg,1) and the
dominant time T(zg). By Proposition 33, T(xq) only depends on grains of B*(xg,4). The same holds
for the choice of N in (36) depending on g,,, with z; € B*(x, 1), and on T(zy). This leads to a finite
number of scenarios. For each scenario s in the set S (defined in the previous section), the locations
i(s),i7(s), the times t(s,zo),t” (s, x0) and the grains G(s,z;) (also defined in the previous section) only
depend on grains of B*(zg,1) and T(x). These quantites allow to check if it is possible or not to find a
ball B(v(s),2a) satisfying Items (a) — (d) of Definition 35. Finally, let us add that the radius R%_ also
depends on Bf(z(,1). W

5.3.3 f-good implies good
Let us prove the second item of Proposition 19.

Proposition 38. Let 0 < a < 1/2. A.s. any («, #)-good point stopped in a reqular way is also an a-good
point.

Proof. Let zy € £ which is stopped in a regular way. Respectively to the elements xg, z1,...,xg of
B*(x0,1) and the dominant time T(z), the Blurring algorithm deteriorates the lifetime function 7 into
the blurring lifetime function 7° (see Section 5.1). Associated to 7, we consider the scenario s,» which
is admissible thanks to the choice of N in (36). Since the corresponding blurred configuration coincides
with the true configuration inside Heart = g, ([0, 7%(z0)]) + B(1) thanks to Lemma 32, then zq is still
stopped in a regular way in the blurred configuration (w.r.t. s.») and t(s,s,z0) = 7(20) < 7% (w0) AT(z0)
(recall that 7(x¢) < oo implies 7(zg) < T(zo) by Proposition 33). Hence, the scenario s,» belongs to the
set S defined in Section 5.3.1. By assumption, zo is an (a, #)-good point, i.e. R% < a~! and there exists
a ball B(v(s;s),2a) satisfying Items (a) — (d) of Definition 35. We can first deduce the existence of a
deterministic u € U(«) such that

v(sp) € B(xg +u, () C B(zo + u, ) C B(v(sys),2a) .
We are going to prove that g is an (a, u)-good point (in ) which means that x( is an a-good point,
then proving Proposition 38.
Let us resample the PPP ¢ in B(zo + u,a). Let EI be an independent copy of € and set

Tao (€,€) i= (€N B(xo + u,0)°) U (€ N B(xo + u, a)) .

Moreover let us assume that EI € xo +u+ L(a): for the configuration EI N B(xzg + u, @), a small loop is
created inside B(xo + u, o) and surrounding B(xo + u,r(a)). We have to investigate which grains are
modified by this resampling; we inventory which grains of £ may visit the ball B(v(s,s),2a) and at what
time such visits occur.

First remark that, by Item (b) — (c), the ball B(v(s,+),2q) avoids the point process &: no grains of &
are deleted by the resampling. Hence, replacing £ with 7, (€, El) adds only some points inside B(xzq+u, @)
(i.e. those of E/ N B(xg + u,)). Let us gather various facts:

e Since E/ € xo + u+ L(a), the new grains provided by E’ N B(xzo + u, o) are stopped before time «
and remains completely included in B(zg + u, @) C B(v(s;), 2av).

o By Item (d), the trajectory g,, visits for the first time B(v(s,s), 2c) at time

to = inf{t : g, (t) € B(v(s;0),20)} > « .

« By Item (c), no grains of B*(zq, 1)\{zo} may visit B(v(s,+), 2a) before the dominant time T(zg) >
T(l‘o) > .

e Since a < 1/2, no grains (or f-grains) of B¥(z¢,1)¢ may visit B(v(s,+), 2a).
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Hence all the grains of £\ {zo} evolve in the same way until time T(z¢) for both configurations ¢ and
72y (€,€ ). This has two consequences. First, for 4, (£, € ), nothing prevents grains of £ N B(zo +u, &) to
form a loop (before time «) separating v(s,s) from B(v(s;s),2a)¢. Thus, nothing prevents the grain
Zop to grow until tp, time at which it comes into the ball B(v(s;s),2«), and to be stopped before

t; = inf{t : g, (t) = v(s;o)} < T(xp) by the loop created by the grains of &n B(zg + u,). In
other words, for the configuration r, (€, E’), xg is followed by a loop.

Let us now check that #Back(zo,&) < #Back(zo, 7y (&, E’)) Let us first recall that the piece of
trajectory g., ([0, (s,»,20)]) which gathers all the impacts of the grains of £ whose z is the successor,
remains unchanged when ¢ is replaced with 7, (€, E,) (t~(sy», o) is defined in Section 5.3.1). Moreover,
by Item (b) — (¢) and the construction of the dominant time, only the pieces of grains g, ((T(zg), 00)),
with 1 <4 < K and 7(x;) = +00 on the one hand and g, ((¢” (s;b,%0), 7(z))) on the other hand, may
overlap B(v(s,+),2a) and could be possibly removed by the resampling. Let us set W the union of these
pieces of grains.

We claim that no grains in £\ {zo} are stopped by the set W. Indeed, by absurd, assume that such
a grain, say z, exists. First, no grains are stopped by ¢.,((t~(s;,20), 7(x0))) by construction. So the
grain z is stopped by some g, ((T(zg), 00)) which means 7(z) > T(x). Besides, z being stopped by one
of the z;’s, it necessarily belongs to B*(x¢,2). Hence, 7(z) < +oco implies 7(z) < T(xq) by Proposition
33. This is our contradiction. Actually, this is the only place where we use that the dominant time T(xq)
involves all the grains of B¥(zg,2), and not only those of B¥(zg,1).

Hence, the (possible) deletion of any element in W has no effect on the grains of z € £\ {z¢} with

7(2)(€) < 400, which includes in particular the elements of Back(zo, ). In other words the backward set
of 2o may only increase when the configuration € is replaced with 7., (€, ). Let us specify that the only
grains which could belong to Back(xg, 74, (&, E/)) \ Back(zo, &) are the z;’s with i < K and 7(z;) = +oo0.
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6 Appendix

6.1 Proof of Proposition 4

Let us consider a probability measure p on (C, F€) satisfying the moment condition (3): for all ¢ > 0,

E

sup ||h(8)||2] < o0
s€[0,t]

where h is a random variable with distribution . Our goal is to define, for a.e. realization of £, a function
Toyn * & = (0, +00] specifying the lifetimes of all the grains of . In a second time we will prove that the

constructed function 757, is a.s. a &-lifetime function and this is the only one, proving that u is tempered.

The first step is the following technical result that we will proved later.

Lemma 39. Under the moment condition (3), for any o > 0, there exists an increasing sequence (t,)n>0
in Ry (depending on «) starting at to = 0 and tending to oo such that, for all n,

E sup  ||h(s) —h(t,)|?]| < .
S€[tn,tni1]
The key idea of the proof of Theorem 3.1 of [4] is to subdivide R into small time intervals [¢,,t,41)
during which the growth of grains can be compared to a subcritical Boolean model. Reducing the model
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with infinitely many grains to (infinitely many) finite clusters, i.e. each of them involving only a finite
number of grains, will allow us to define step by step a lifetime function 757, (see further).

Let us first emphasize the comparison with subcritical Boolean models. Let us consider a Boolean
model in R? whose centers are given by an homogeneous Poisson point process ¢ with intensity 1 and
iid. radii {R, : z € (}:

2= |J Bz, Ry) .

TEC

The Boolean model ¥ is known to be subcritical whenever ER? is small enough (where R denotes the
common distribution of the R;’s). Let (t,)n>0 be the sequence given by Lemma 39 and let us set

Ropi= sup |[|ga(s) = ga(tn)ll = sup  [lha(s) — ha(tn)] -
5E€[tn,tny1] s€[tn,tnt1]

Then, for any n, the random set

Yip = U B(gz(tn)aRm,n)

xel

is a Boolean model— notice that {g.(t,) : € £} is still a Poisson point process with intensity 1 —which
can be made subcritical by Lemma 39 if « is chosen small enough.

Let us now build step by step a function 737, : € — (0, +00]. We proceed by induction with assuming
that 737, has been already built until time ¢,. Le. for any grain x € ¢, Tg}‘fn(x) < t, means that the
grain x has been stopped before time t,, while Tg;’n(x) = t, indicates that x is still alive at time ¢,,. Let
us set A, := {z € §: 735, (z) = t,,}. The random set

TEA,

is included in the Boolean model X,, and then is subcritical; all its clusters are a.s. finite. Let C be one
of them. So we can apply the dynamical algorithm introduced in Section 2.1.3 to the finite set of (alive)
grains involved in C and during the time interval [t,,t,+1]. Let’s be careful since for this step we also
have to take into account the set of grains already realized till time t¢,, and possibly important for the
cluster C, i.e. the set

{r €& gu([0, 7550 (x)]) NC # 0}

which could include grains already stopped at time t,, or still alive but not in C. Thanks to Lemma 4.2
of [4] which only uses hypothesis (3), this set is a.s. finite and then the dynamical algorithm applies
without extra difficulties. Henceforth, we treat independently each (finite) cluster of ¥/, which allows us
to extend the construction of the function 757, until time ¢,41.

The last step consists in proving that the function 757, previously built is a.s. a £-lifetime function
and this is the only one. First consider « # y € £ and ¢, > 0 such that x Toyn-hits y at time ¢,. Let ¢,
be such that ¢, € [t,,t,+1) and consider the cluster C of the random set ¥/ (defined above) containing
a— with a slight abuse of notations, we use the same symbol C for the subset of X! and the set of grains
involved in C). Remark that y may not belong to C but necessarily g, ([0, A 75y, (y)]) overlaps C. The
dynamical algorithm applies to the (alive) grains of C. A very similar proof to that of the Reconciliation
Lemma implies that ¢, = Té’;’n(x), i.e. the Stopping property holds. The same arguments work for the
Hitting property.

In order to prove that there is uniqueness of the &-lifetime function, we proceed as in the proof of the
Reconciliation Lemma by absurd. Assume that there exist two &-lifetime function, say 7; and 7. Let
[tn,tnt1) be the first interval on which a discrepancy between 71 and 7o occurs (the growths of all the
grains until ¢,, coincide for 71 and 75). Hence, consider a cluster C of X! containing such discrepancy.
Since C is a.s. finite, we can select a grain x minimizing 7 () A 72(z) among the grains of

{2 €eC: m(2) #m(2) and t, <7 (2') Ame(z) < tpyr} .

By symmetry, let us assume that 7 (z) < m2(x) which implies that 71 (2) < co. By the Hitting property
(for 1), there exists a grain y # x such that x 7;-hits y at time 71 (x). As in the proof of the Reconciliation
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Lemma, we can prove that 72(y) < t, < 7i(y) and then deduce that y satisfies y € C, 71 (y) # 72(y) and
t, < T1(Y) A72(y) < Ti(x) ATo(x) < tpsr -
contradicting the minimality of x. This achieves the proof of Proposition 4.

Proof of Lemma 39. Let ¢, > 0. Let us first prove that

limE | sup |h(t)—h(s)]*] =0 (37)
U=t | st ]
where ¢~ :=t At' and t* := ¢ V¢'. By continuity of the random variable h, sup,c(,— 4+ [|h(t) — h(s)||?
a.s. tends to 0 as ' — t. It then remains to check the domination hypothesis to apply the Lebesgue’s
dominated convergence theorem and conclude that (37) holds. Restricting our attention to [t/ — ¢ <1,

f@):= sup |[at) = h(s)|?
s€[t—1,t+1]

will play the role of the dominating function. It is not difficult to see that f is integrable writting
f@&) <RI+ sup : Ih(s)I” + 2/h(®)]]  sup : 1R ()],

s€ft—1,t4+ sE[t—1,t+

5

and using the Cauchy—Schwarz inequality and the moment condition (3).
Now let us define by induction a non-decreasing sequence (t,),>¢ as follows: ¢y = 0 and for any
integer n, given t,, we set

tp41 1= sup {t >t,: E

sup |[|h(s) — h(tn)||2] < 04} € [tn, o]

Se[tn7t]
with convention that ¢,, = oo implies ¢,,+1 = co. Let us assume for the moment that

sup t, = 00 . (38)
n>0

Either all the ¢,,’s are finite and by the monotone convergence theorem, we have

E

sup |h(s) — h(tn)IIQ] <a

5€[tn,tny1]

leading to Lemma 39. Or the sequence (t,), is infinite from some index k > 1 and, in this case, the
sequence (S, )n>o defined by s, =, for any n <k —1 and s, = s,—1 + 1 for any n > k, will work.

It then remains to prove (38). Let us proceed by absurd with assuming that ¢* := sup,, ¢,, is finite.
Each time t,, is then finite and smaller than ¢*. Thus (37) gives the existence of £ > 0 such that

SE[t* —e,t*+¢]

El sup ||h<s>—h<t*>||2]sj. (39)

Let us pick ¢, € [t* —e,t*] and set ¢ := t* +&. Proceeding as before with the Cauchy—Schwarz inequality
and (39), we get

E | sup [lh(s) = h(ta)|*| <«
SE[tn,t]
proving that, by definition of t,1, t* > t,41 >t = t* + . This is absurd and proves (38). O]

Let us point out that w.r.t. Theorem 3.1 of [4], two hypotheses have been deleted : 1. the Lebesgue
measure of (h—h')(R4) equals 0 a.s. and 2. the Lebesgue measure of h(R4) equals 0 a.s., where h, b’ are
two independent r.v.’s with distribution p. The first one was required to prevent collisions of grains at
the same time and at the same location. Actually such collisions are allowed by the dynamical algorithm
and thence they are absolutely not an obstacle to the existence of the model. The second hypothesis
concerned the multi-branching case (i.e. various grain emanating from the same germ) which is not
considered here.
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6.2 Stability of tempered configurationsby resampling

In this section, we provide a technical justification of an item in the definition of "good point" given
in Section 3.4.1. Precisely we have the following lemma which claims that after resampling the point
process in a ball then almost surely the configuration remains tempered.

Lemma 40. 1. With probability one, EO €A

2. With probability one, EO belongs to {S € s P[resample(S, e Al =1},
3. With probability one, for all x € &, £ — x belongs to the set {S € s P[resample(S, E,) €Al =1},
Proof. Let us prove the first item. Fix C = [0, 1]¢. Then

PE cA=E| Y 1, 5| =E| Y 15| =E| Y 1| =1

zegnC zegnC ze&ENC

The second equality is due to the invariance of A under translations. The third equality holds because
¢ belongs almost surely to A.

Let us consider the second item. The point processes ¢ and resample(& ,5/) have the same distribu-

tion. By the first item, we then know that resample(go7 E’) belongs almost surely to A. The second item
follows by Fubini theorem.

Set R = {S € S P[resample(?,gl) € A] = 1}. We have just shown P[EO € ﬁo] =1 Asa
consequence,

—0 =0
E| Y Iz, z|=PE eR]=1
zeé&nC

Therefore with probability one, for any z € £ N C, we have £ — x € R’. The third item follow by
stationarity. O
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